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WIP: Assessing Creativity of Alternative Uses Task Responses: A Detailed 
Procedure 

 
 

Abstract 
Creativity is the driver of innovation in engineering.  Hence, assessing the effectiveness of a 
curriculum, a method, or a technique in enhancing the creativity of engineering students is no 
doubt important. In this paper, the process involved in quantifying creativity when measured 
through the alternative uses task (AUT) is explained in detail. The AUT is a commonly used test 
for divergent thinking ability, which is a main aspect of creativity. Although it is commonly 
used, the processes used to score this task are far from standardized and tend to differ across 
studies. In this paper, we introduce these problems and move towards a standardized process by 
providing a detailed account of our quantification process. This quantification process takes into 
consideration four commonly used dimensions of creativity: originality, flexibility, fluency, and 
elaboration. AUT data from a preliminary case study were used to illustrate how the AUT and 
the quantification process can be used. The study was performed to understand the effect of the 
stereotype threat on the creativity of 25 female engineering students. The results indicate that 
after the stereotype threat intervention, participants generated more diverse and original ideas. 
 
1 Introduction 
 
The observation of the need for creativity in engineering is far from new. In fact, the idea of 
creativity as a key competency in engineering was identified as far back as the 1960s [1-3]. 
Multiple recent reports have also recognized the need for engineers to be “creative” and 
“innovative,” in addition to having sound technical skills [4-6]. Despite its importance, creativity 
has been in a steady decline since the beginning of this century [7-8]. Students graduating from 
engineering fields are lacking the creative ability [9-11] even though creativity and innovation 
are assumed to be hallmarks of engineering [12-13].  
 
Research has shown that creative ability can be enhanced through various ways (e.g., use of 
various cognitive aids, or methods to enhance creativity). Though many articles have been 
written on different ways to enhance creativity, there is no universally accepted standard 
metric(s) to assess the effectiveness of these methods. In order to study the different methods 
claiming to enhance creativity, a standard creativity assessment approach or metrics are needed 
to systematically measure relative creativity level, or gains in creativity. While there is no direct 
way to measure creativity, a long-standing tradition in creativity research is to use divergent 
thinking task outcomes to assess an individual’s creative thinking ability, or individual’s 
creativity for short [14-20]. 
 
One divergent thinking task used to assess an individual’s creativity is the Alternate Uses Task 
(AUT) [21]. Though the AUT is commonly used to assess creativity, the literature lacks an 
appropriately detailed explanation of the processes involved in quantifying the responses 
obtained through this task. Filling this void, this paper reports a method to score the AUT 
responses to assess an individual’s creativity. It is vital that this process is standardized so that 



scores generated through the scoring process are consistent across studies. This allows the AUT 
to be a useful tool in assessing the outcomes of a creativity-enhancing intervention. 
 
In the remainder of the paper, first the AUT will be described along with a discussion of the 
scoring processes currently used to analyze the data generated. Noted drawbacks of these scoring 
processes will also be introduced. In Section 3, we discuss the specifics of the process we 
propose to score the AUT responses.  Section 4 presented the results of applying this scoring 
process on a dataset obtained from a case study investigating the effect of a stereotype threat on 
female participants’ AUT performance. The limitations of the scoring process and the 
experimental design used to collect the data along with suggested future directions are discussed 
in Section 5.  Section 6 summarizes the conclusions. 
 
2 Background  
 
2.1 Alternative Uses Task and Scoring  
 
In the Alternative Uses Task (AUT), developed by Torrance [21], the participant is asked to 
generate as many alternative uses as possible for a common object such as a pen, a brick, or a 
paperclip. For instance, alternative uses for a brick could include a bed riser, a place mat, or a 
weapon. This task may be repeated for several objects, one object at a time, with each object 
recorded as a separate trial. Within the literature, there are various constraints applied to this 
task, such as time limits and number of trials. These constraints are usually dependent on the 
objective of the study [22]. Once participants’ answers are collected, they are analyzed and 
scored to assess each participant’s creativity in divergent thinking.  
 
Over the years, researchers have proposed several ways to score responses obtained through the 
AUT. The most commonly used dimensions to score responses are originality, or how rare the 
responses are; flexibility, or how different the responses are; fluency, or how many responses are 
generated; and elaboration, or how informative the responses are [7, 18; 20, 23, 24].  Other 
dimensions used to score the AUT include appropriateness/usefulness, how well an idea would 
work; and creativity, the first impression of how creative a response is on a numeric scale [25-
26]. Recently, an automated creativity assessment (SemDis) has been developed to score AUT 
responses in terms of semantic distance (i.e., the extent to which an idea is conceptually distant 
from common ideas) by computing the similarity between concepts in large corpora of natural 
language [27].  
 
Not only different dimensions are being used in different studies, but the dimensions themselves 
can be calculated differently. For example, the dimension originality usually represents the 
uniqueness of a response within its data set. But how does one quantify originality? In Testing 
for Creativity: Three Tests for Assessing Creativity, Bayliss [28] presents the following method 
for scoring originality: comparing within the entire data set, responses that occur more than one 
percent of the time but less than five percent receive one point; responses occurring less than one 
percent receive two points; all others receive zero points. One might realize, though, that this 
kind of scoring would depend greatly on how those analyzing the data categorize similar 
answers, and details of this scoring process are missing in the literature. Other strategies that 
have been used to score originality include using trained experts to individually judge the 
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originality of an answer and averaging their ratings, proportionally weighting each use by its 
frequency of occurrence, and selecting the top two responses and rating them further [22].   
 
Besides different dimensions and various ways to calculate these dimensions, there is no 
standard method for compiling the scores for each dimension into an overall metric of creativity 
in divergent thinking. For instance, studies may use weights when compiling dimensions to 
account for their interdependence, or place emphasis on a certain dimension. Many have also 
noted the problem of fluency affecting originality. The more responses a participant generates, 
the more likely they include an original response. Also, the number of responses in a data set will 
affect any proportional weightings used to score originality. Some studies use corrective factors 
to account for this effect while others do not. In many cases, if a corrective factor is used, it is 
not always apparent, as no detailed explanations are provided. In other cases, the complex 
interplay between these two factors is completely ignored [22]. 
 
Lastly, the subjectivity of those scoring the responses plays a large role in the outcome of the 
results. As mentioned above, before scoring can take place a categorization process is sometimes 
necessary. This is done in order to calculate the flexibility dimension. Scorers judge the meaning 
or intent of a response based on their understanding, and hence, subjectivity is inherent to the 
process.  In this paper, we use the dimensions of originality, flexibility, fluency, and elaboration, 
as presented by Bayliss [28], as the foundation for our scoring method. We provide details of the 
proposed scoring method in Section 3, along with a reflection on the problems encountered and 
how we overcame them. We justify why certain processes were followed and present our 
systematic approach to scoring the metrics chosen to measure participants’ creativity. Although 
the chosen metrics were not compiled into an overall creativity metric in this paper, it is offered 
as an important direction to pursue. 
 
3 AUT Assessment Process 
 
In order to quantify the responses obtained through an AUT implementation or episode, the 
responses were first “coded.” This “coding” process, described in Section 3.1, is how our team 
categorized the responses. Based on the assigned codes, originality, flexibility, fluency, and 
elaboration were computed; the process followed is explained in Section 3.2. A flowchart of the 
overall process is depicted in Fig. 1. 
 
3.1 Coding Responses 
 
AUT responses were categorized or “coded” based on the nature of the function given in the 
response; responses with similar functions received the same code. For example, “paper weight,” 
“sink treasure down ocean,” and “lighten your load on hot air balloon,” were all coded as 
“weight.” We coded responses based on the function of the response, since participants in the 
AUT are asked to list alternate uses, i.e., functions, for various objects.  



Figure 1: Flowchart of AUT assessment process. 
 

First, each member of our team individually coded responses for at least three of the eight 
objects, or trials. During the initial meeting to compare our codes, we realized that we each had a 
different number of codes. One team member had around 80, another had around 30, and the 
third had around 10. At this point, the team agreed to establish an appropriate granularity for the 
codes. With too many codes, the flexibility scores would be high and the originality scores 
would be less distinctive across answers. Given too few codes, the opposite would occur. This 
led us to an objective of about 20-40 codes per trial (object) for our data set. 
 
While coding, we also noticed that some answers did not make sense. For example, one 
participant listed “can’t pay attention”, “unappealing day” and “need food” as responses for their 
given object. These responses were considered invalid in the end and were not scored. 
Additionally, some responses could not be associated to a function or a use. Given the object 
hanger, a participant listed “talking stick” as a response. Evaluators could not come to a 
consensus on the meaning/intention of this response, and therefore it was not scored.  
 
When the coding team members met again, it was realized how semantics affected the coding 
process. Some uses were coded completely differently. Many responses were coded to similar 
functions, but individual inferences from the words led to disagreements. To aid these 



discussions, the team created definitions for each code, which could also be used for future trials 
and scorers. It was also realized that because the coding for each trial was done separately, across 
trials codes changed. To resolve this, the team adopted the “one-code book” approach, and 
applied it across trials. Overall, this was an iterative process that inherently included subjectivity. 
However, experiences from this process helped design the following strategy for coding. 
 
The responses obtained from all the test takers are aggregated and coded individually by multiple 
coders. Regardless of the trials (different objects), the coding should be completed aggregately to 
ensure consistency across trials. The number of codes should also be set to an appropriate value 
based on the data set to ensure appropriate calculations of the chosen dimensions. The coders 
should then come together and collectively resolve any conflicts in coding in order to ensure 
consistency in scoring. The coders should exclude the responses that do not make sense from 
further calculations. Once codes have been established, the scoring process for each dimension 
can commence. 
 
3.2 Scoring Creativity Dimensions 
 
Computation of the values for originality, flexibility, fluency, and elaboration was based only on 
valid responses. Originality and flexibility were computed based on the assigned codes, while 
fluency and elaboration were computed based on the raw responses. A detailed account is 
provided below for how each dimension was scored. An example score for one participant is 
provided in Table 1 for illustration. 
 

Table 1: Example of AUT assessment process for the item ‘helmet’ 
Alternative 
usages ideas for Helmet Code Originality Flexibility Fluency Elaboration 
Weapon Weapon 1 Code 1 Idea 1 1 
Dish to eat soup Container 0 Code 2 Idea 2 3 
Watering plant Container 0 Code 2 Idea 3 2 
Sell it for money Money 2 Code 3 Idea 4 3 
Football Entertainment 0 Code 4 Idea 5 1 
Safety goggle Protect 0 Code 5 Idea 6 2 
Place on sculpture to vandalize Entertainment 0 Code 4 Idea 7 4 

Net score for participant 3 5 7 16 
 
Originality.  The originality score was calculated for each response based on the rareness of the 
assigned code. The rareness of a code was calculated based on the number of responses assigned 
to a code compared to the total number of responses for a given trial.  A response that belonged 
to a code that appeared less than or equal to 1% of the total number of responses, i.e., a very rare 
code, received two points.  If a response belonged to a code that appeared more than 1% but less 
than or equal to 5% of the total number of responses, i.e., a relatively rare code, it received one 
point. A response that belonged to a code that appeared more than 5% of the total number of 
responses, i.e., not rare, received no points. 
 
For example, in Table 1, the participant listed seven alternative uses for a helmet. These included 
the responses “weapon,” which was coded as “weapon,” and “to sell it for money,” which was 
coded as “money.” Within the dataset of all participants for the trial “helmet,” the code 



“weapon” appeared between 1-5% of the time, so the participant received one point for 
originality for that response. Within this same dataset, the code “money” appeared less than 1% 
of the time; accordingly, the participant received two points for that response. The overall 
originality score for one trial is the sum of the originality scores assigned to each response.  In 
the case of multiple trials, the total originality scores from each trial the participant completed 
are averaged together to obtain the average originality score. 
 
Flexibility.  The flexibility score represents the number of distinct codes that appear within the 
set of responses generated during a trial. This meant that each unique code within an individual 
participant’s dataset received one point, and the sum of those points was the flexibility score. For 
example, in Table 1, though the participant provided seven answers, there were only five 
different codes, so the participant received a flexibility score of five. In the case of multiple 
trials, the total flexibility scores from each trial the participant completed are averaged together 
to obtain the average flexibility score. 
 
Fluency.  The fluency score was a count of the number of responses given for an object. For 
example, in Table 1, the participant gave seven responses, the fluency score would be seven. In 
the case of multiple trials, the total fluency scores from each trial the participant completed are 
averaged together to obtain the average fluency score. 
 
Elaboration. This score depended on the number of meaningful words given in the response. 
Generic words such as “something” or “people” as well as the object name were not considered 
meaningful and were not included when calculating the elaboration score. A response received 
one point for each meaningful word it contained. For instance, given the object helmet, “cover 
things” would receive one point for “cover” but would not get a point for the general word 
“things.” Another example from Table 1 was “Place on sculpture to vandalize.” This response 
would get four points: one point each for “Place”, “sculpture”, “vandalize” and “on.” “Place” 
refers to a specific action, “on” and “sculpture” refer to a specific place, and “vandalize” refers to 
a goal or objective. To obtain a total elaboration score for a trial, the elaboration scores were first 
evaluated for each response, then summed.  In the case of multiple trials, the total elaboration 
scores from each trial the participant completed are averaged together to obtain the average 
elaboration score. 
 
4 Case Study: Effect of the Stereotype Threat on Creativity 
 
This section presents a study that investigated the effect of a stereotype threat on creativity of 
female students.  The design of the experiment is presented in Section 4.1 followed by an 
application of the AUT evaluation process in Section 4.2.  Section 4.3 presents the results of the 
evaluation process for the creativity dimensions.  
 
4.1 Method Design and Procedure 
 
Twenty-five female participants (Mage=19.1 years, SDage=.89) participated in the study.  The 
participants were recruited from the Penn State University campus. Only one participant was 
excluded from the study due to giving invalid responses to the given tasks. 
 



A pre-post design was employed to test the effect of a stereotype threat on participants’ 
creativity. In a predetermined time, each participant was asked to generate up to ten alternative 
uses for eight objects: foil, a hanger, a key, a pipe, a brick, a helmet, a magnet, and a pencil. The 
objects were shown to the participants one at a time in random order while their brain activity 
was recorded using electroencephalography (EEG; the EEG results are not reported in this 
paper).  When generating alternative ideas for an object, the participants first mentally thought of 
an alternative usage and when done pressed a button and verbalized their response.  The process 
continued until ten usages were generated or the time was up for that object. 
 
 
Four of the objects were shown before the intervention while the remaining four objects were 
shown afterward.  Objects shown were counterbalanced across participants using a Latin-square 
design.  The intervention, i.e., the stereotype threat, was administered by a male student after the 
first part of the experiment.  The male student said the following to each of the participants: 

“We’re looking how you’re doing. What we’ve seen so far is that women tend to struggle with 
this task, so please try to do the task to the best of your ability after the break” 

All participants received a stereotype threat regardless of their performance on the first part of 
the experiment that they just finished, i.e., the task of generating alternative uses for the four 
objects. The time taken by any participant to generate alternative ideas for each object was not 
considered as a factor and hence was not recorded. 
 
4.2 Results and Discussion 
 
In this section, exploratory statistics of the collected responses as well as the calculated metrics 
of creativity dimensions are provided. A paired-samples t-test was used to compare the creativity 
of the responses before and after the stereotype threat intervention for originality, flexibility, 
fluency, and elaboration. An alpha level of 5% was used to determine the level of significance in 
differences in the four creativity dimensions.  Statistical analysis was performed using R [29]. 
 
4.2.1 Responses 
 
A total of 1,390 responses were collected from the participants for the eight objects. Eleven 
responses, .79%, were excluded from analysis because they did not make sense, i.e., they were 
coded invalid and excluded from calculations. This left a total of 1,379 valid responses. The total 
number of valid and invalid responses received for each object is shown in Table 2. It is 
interesting to note that the number of invalid responses decreased after the stereotype threat. This 
could point to participants better understanding of how to complete the AUT after some practice 
and/or participants rising to the challenge to provide appropriate responses after receiving the 
challenge to provide appropriate responses after receiving the stereotype threat. The ranges of the 
number of responses given by the participants for each object are shown in Fig. 2. Most 
participants provided between 5-10 responses, before and after the stereotype threat. 
 
  



Table 2: The total number of valid and invalid responses collected for each object. 

Object 
Before the 

Intervention? 
After the 

Intervention? 

Total 
Number of 
Responses 

Total 
Number 

Valid 

Total 
Number 

Invalid 
Foil x  185 185 0 
Hanger x  171 164 7 
Key x  174 173 1 
Pipe x  182 180 2 
Brick  x 183 183 0 
Helmet  x 171 171 0 
Magnet  x 153 153 0 
Pencil  x 171 170 1 

 

 
Figure 2: Range of number of responses given by participants for each object (boxplot) with 
individual points (small red dots).  The first four objects (foil, hanger, key, and pipe) were 
administered before the intervention while the last four objects (brick, helmet, magnet, and 

pencil) were administered after the intervention. 
 

4.2.2 Codes 
 
The number of codes used to label the responses for each object is shown in Table 3. As 
mentioned in Section 3.1, the number of codes for each object was kept to about 20-40, with 
consistent codes for each trial. The lowest number of codes was associated with the helmet trial, 
as a vast majority of the responses were coded to “container,” “entertainment,” and “protect.” 
The commonality of these codes suggests that it was hard to deviate from these uses to find more 
creative, unexpected uses. The highest number of codes was associated with the hanger trial. 
This suggests that the versatility or transformability of an object may play a role in a 



participants’ ability to think of creative uses. For example, answers included using a hanger to 
pick a lock, perform surgery, reach something, as a pirate hook, as jewelry, etc. The range of the 
number of responses assigned to each code for each object is shown in Fig. 3. In most trials, 25% 
of the codes were coded to responses that were given less than 1% of the time, and over 75% of 
the codes were associated to responses that were given between 1-5% of the time. The majority 
of responses fell within less than 25% of the codes. 
 

Table 3: The number of codes used to label responses for each object. 

Object 
Before the 

Intervention? 
After the 

Intervention? 
Number of 

Codes 
Foil x  32 
Hanger x  44 
Key x  29 
Pipe x  35 
Brick  x 28 
Helmet  x 19 
Magnet  x 34 
Pencil  x 33 

 

 
Figure 3: Range of number of responses per code for each object (boxplot) with individual points 
(small red dots).  The first four objects (foil, hanger, key, and pipe) were administered before the 

intervention while the last four objects (brick, helmet, magnet, and pencil) were administered 
after the intervention. 

 
4.2.3 Creativity Metrics Before and After the Stereotype Threat 
 
To understand the effects of the stereotype threat on participants’ creativity, a paired-samples t-
test with an alpha level of 5% was used to check for any significant differences in the means of 



participants’ scores for each creativity dimension. The mean pre- and post-intervention scores for 
originality, flexibility, fluency, and elaboration, are shown in Fig 4. 
 

 
Figure 4: Mean pre- and post-intervention scores for each of the four creativity dimensions 

 
Originality.  There was a significant difference in the originality scores before the stereotype 
threat (M=2.94, SE=.26) and after the stereotype threat (M=4.24, SE=.37); t(23)=4.83, p<.0001.  
The higher originality score after the stereotype threat suggests that the stereotype threat may 
have actually spurred the participants to perform better, and this pressure resulted in more 
original ideas. 
 
Flexibility.  There was a significant difference in the flexibility scores before the stereotype 
threat (M=4.86, SE=.30) and after the stereotype threat (M=6.02, SE=.38); t(23)=4.21, p<.0001.  
Again, this result suggests that the stereotype threat may have pushed participants to stretch their 
minds, which in turn enabled responses that differed greatly from each other within a trial. 
 
Fluency.  There was no significant difference in the fluency scores before the stereotype threat 
(M=7.06, SE=.50) and after the stereotype threat (M=7.32, SE=.49); t(23)=0.91, p=.375.  These 
results suggest that the stereotype threat does not have much effect on a participant’s ability to 
produce more or fewer responses.  
 
Elaboration.  There was no significant difference in the elaboration scores before the stereotype 
threat (M=13.54, SE=.90) and after the stereotype threat (M=13.34, SE=.91); t(23)=0.35, p=.729.  
These results suggest that the stereotype threat does not have an effect on a participants’ choice 
to elaborate a response.  
 
5 Limitations and Future Work 
 
The initial step of the quantification process, i.e., the coding step, described in this paper is 
laborious. All the coders need to go over all the responses one-by-one and assign a code for each. 



Multiple trained evaluators need to be used to ensure consistency in coding. A significant 
amount of time is also required to resolve any conflicts between the evaluators in the assigned 
codes. One way to mitigate this is to move from an open coding scheme where the coders can 
label the responses with any label found appropriate to a closed coding scheme where the coders 
pick from a curated list of codes. The curated list of codes should be comprehensive enough to 
capture common and uncommon uses. A way to further expand while retaining consistency is to 
have a special code for which the responses that do not belong are associated.  However, the 
coders should not fall into the trap of quickly assigning responses to this special code. The 
responses assigned to the special code are advised to be reviewed by another coder to make sure 
that the assignment is legitimate.  Another approach that could prove effective in the coding 
process is to use unsupervised machine learning techniques, i.e., unsupervised clustering and 
unsupervised classification. The unsupervised clustering resembles the open coding scheme 
while the unsupervised classification resembles the close coding scheme. 
 
Besides improving the coding process, new ways of scoring the originality dimension for 
individuals or a small group of individuals are necessary.  Another problem with the current 
scoring mechanism for originality is that when the sample size increases, the probability for 
ideas to be considered creative reduces.  One possible solution is to have a standard list of 
alternative uses for each object against which the originality of the responses obtained via the 
task is evaluated.  This solution may not be appropriate if the standard list is not comprehensive 
enough or does not suit the cohort of participants performing the task.  To overcome this 
problem, a list of alternative uses can be collected from a sample of the target population who 
will later not be part of the planned study in the future.  The list can then be used to evaluate the 
originality of the alternative uses obtained from the participants who are doing the task for the 
first time.  
 
In addition to considering improved scoring mechanisms for the originality dimension, one 
creativity dimension that can be considered in the future is the “usefulness/appropriateness.”  
The purpose of the usefulness/appropriateness dimension is to distinguish between random 
responses and those that had been generated with a purpose in mind. The evaluation of this 
dimension will require passing through all the responses one by one and evaluating and 
indicating whether a response can be considered useful or not in one setting or the other. 
Although the coders in this study are coming from different backgrounds (engineering and non-
engineering), some of the responses being evaluated could be outside the familiarity scope of the 
coders and hence end up unevaluated1.  One way to mitigate this problem is to have people with 
more diverse backgrounds do the coding.  Having such a group of coders, however, is not easy.  
One may turn into crowdsourcing to achieve such diversity but may end up dealing with the 
validity of the provided codes.  Although a plausible solution, crowdsourcing should be 
accompanied with a rigid validation strategy. 
 
Since coding will exclude invalid responses and those that the coders do not come to a consensus 
about, the participants must be made clear on the task that they are about to do.  This can be 

 
1 One of the reviewers of the manuscript gave a plausible explanation for the alternative use “talking stick” for the 
hanger object given by one of the participants that the coders could not decipher.  The reviewer explanation was “a 
‘talking stick’ is an object that gets passed around as people in a group want [to] speak. Only the person holding the 
object can speak and the others must be silent until th[e]y have a turn with the object.”  



achieved by making sure that the participant does not have any question about the study or its 
prompts and allow him/her to go through a training trial before doing the actual task.  For 
example, the participant must be made clear that they need to be as informative as possible 
whenever they provide an alternative use for objects.  This will remove any ambiguity when 
assigning codes to the response as well as ensure fair scores for the elaboration dimension. 
The case study did not administer any personality tests and hence concluding that the stereotype 
threat is an effective method in encouraging female students to be more creative is not definite. 
 
6 Conclusion 
 
In engineering design education, the divergent thinking tasks can also be utilized to evaluate the 
effectiveness of certain pedagogic styles, methods, or techniques on the creative ability of 
engineering students.  Having such insights can help administrators to take informed decisions to 
foster creativity in engineering curricula and help students be more aware of their creative skills 
and work on enhancing them [30-33]. 
 
In this paper, the Alternative Uses Task (AUT), a commonly used divergent thinking task, to 
measure individuals’ creative abilities was used to experiment with and design a robust way of 
quantifying dimensions of creativity. The paper introduced the AUT and how others have scored 
the responses and noted the subjectivity required in scoring.  The paper also pointed to the lack 
of a detailed standardized scoring process. In an effort to standardize the process and clarify its 
execution, a new scoring process is proposed and applied on a case study that investigates the 
effect of the stereotype threat on creative ability of female participants. 
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