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Abstract
Deep learning has seen increased application in the data-driven fault diagnosis of manufacturing system components such as
rolling bearing. However, deep learningmethods often require a large amount of training data. This is a major barrier in particular
for bearing datasets whose sizes are generally limited due to the high costs of data acquisition especially for fault scenarios.When
small datasets are employed, over-fitting may occur for a deep learning network with many parameters. To tackle this challenge,
in this research, we propose a newmethodology of parallel convolutional neural network (P-CNN) for bearing fault identification
that is capable of feature fusion. Raw vibration signals in the time domain are divided into non-overlapping training data slices,
and two different convolutional neural network (CNN) branches are built in parallel to extract features in the time domain and in
the time-frequency domain, respectively. Subsequently, in the merged layer, the time-frequency features extracted by continuous
wavelet transform (CWT) are fused together with the time-domain features as inputs to the final classifier, thereby enriching
feature information and improving network performance. By incorporating empirical feature extraction such as CWT, this
proposed method can effectively enable deep learning even with dataset size limitation in practical bearing diagnosis. The
algorithm is validated through case studies on publicly accessible experimental rolling bearing datasets. A wide range of dataset
sizes is tested with cross-validation, and influencing factors on network performance are discussed. Compared with existing
methods, the proposed approach not only possesses higher accuracy but also exhibits better stability and robustness as training
dataset sizes and load conditions vary. The concept of feature fusion through P-CNN can be extended to other fault diagnosis
applications in manufacturing systems.

Keywords Fault identification . Parallel convolutional network .Wavelet . Reduced dataset . Rolling bearing

1 Introduction

Intelligent fault diagnosis of rotating machinery plays an im-
portant role in smart manufacturing, and rolling bearings are
one type of key components where a small defect may cause
catastrophic consequences. The timely and accurate classifi-
cation of fault conditions of rolling bearings has attracted a lot
of research interests in manufacturing community [1–3].
Vibration signals measured by off-the-shelf sensors are com-
monly used in condition monitoring. However, the anomalies

in rolling bearing responses induced by faults are generally
insignificant. Owing to complicated nonlinear behaviors, e.g.,
radial clearance, contact mechanics, and rolling friction, raw
time-domain signals exhibit nonlinear dynamic effects as well
as transient phenomena. This is further compounded by noises
and various uncertainties [4]. For a long time, the condition
monitoring and fault identification of rolling bearings were
primarily based on frequency-domain methods, such as fast
Fourier transform (FFT) [5]. While FFT is undoubtedly a
powerful tool in analyzing steady-state responses and eluci-
dating random noise effects, its capability on transient re-
sponses is limited since time-frequency information is almost
entirely lost in nonstationary data after performing FFT. To
address this issue, a number of time-frequency domain ap-
proaches have been developed, such as short-time Fourier
transform (STFT) [6] and continuous wavelet transform
(CWT) [7]. Although these time-frequency methods and em-
pirical methods have shown more promise than earlier
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frequency-domain methods, their effectiveness depends high-
ly on the subjective selection of specific features during the
analysis [8, 9]. Moreover, human interpretation is frequently
required. For example, while wavelet methods have been pop-
ular, there is no consensus in existing literature on which type
of wavelet is most suitable for fault feature extraction [10, 11].

Because of the rapid advancements of machine learning
techniques as well as computing power, automated fault diag-
nosis methods, including stacked auto-encoder (SAE) net-
work [12, 13], principal component analysis (PCA) [14], sup-
port vector machine (SVM) [15], and deep belief network
(DBN) [16], have seen increasing implementations for rolling
bearings. With the help of these techniques, it is possible to
develop diagnosis and classification approaches by training
with raw time–domain vibration signals where fault features
are implicitly embedded, thereby avoiding the subjective fea-
ture selection and human interpretation [17, 18]. As such,
data-driven methods based on large-scale fault datasets, such
as deep learning, have become attractive [19]. Weimer et al.
[20] employed a deep convolutional neural network (CNN) to
overcome the difficulties of re-defining manual fault features
for each new case in the production process, which improves
the automation and accuracy of monitoring. In the investiga-
tions by Ince et al. [21] and Abdeljaber et al. [22], 1-
dimensional convolutional neural networks were used to de-
tect motor faults by truncating the time-domain vibration raw
signals of rolling bearing into the same length as training data,
and the results indicated higher accuracy than model-based
methods. In most intelligent fault diagnosis networks, feature
extraction methods such as dimension reduction,
downsampling, and convolutional operation are all designed
to more effectively extract implicit fault features [23, 24].
Indeed, since the first introduction of the real sense of the
CNN model by LeCun et al., the CNN has shown excellent
performance in feature extraction and classification when
large amounts of training data are available [25]. Many deep
neural networks have been developed based on LeCun’s mod-
el, such as AlexNet [26], GoogLeNet [27], and VGG [28].
There have been recent efforts of employing CNN in the in-
telligent fault identification of rolling bearings. For example,
Wen et al. [29] converted raw time–domain vibration signals
into uniformly distributed images with a sequence that are
subsequently trained by 2-dimensional CNN for rolling bear-
ing diagnosis.

On one hand, the accuracy of CNNs continues to improve
owing to their algorithmic advancement, especially for appli-
cations with large-scale datasets. On the other hand, for rolling
bearing diagnosis investigations, fault datasets are generally
limited, and the acquisition of large amounts of training data
comes at a high cost. A number of workarounds have been
attempted to produce sufficient training information with lim-
ited time-domain vibration signal. Some data-enhanced
methods have been developed for the case of rolling bearing,

such as overlap truncation and interpolation operation of raw
signal [30]. Although it yields many training data slices, the
overlap truncation on time-domain vibration signal may intro-
duce inter-dependency of data used in training. Ideally, the
training data should be divided into non-overlapping data
slices, which should be as short as possible to make sure more
training data slices can be obtained from the raw time-domain
vibration signal. Meanwhile, the minimum length of data slice
should be no less than one revolution in order to maintain the
integrity of training data. The data slices produced via the
above method are often still small datasets of limited size.
Some studies have indicated that this may again lead to
over-fitting, as too many parameters for a deep learning net-
work need to be trained based on a small dataset. Aiming at
overcoming the over-fitting problem, Zhang et al. [31] and
Cao et al. [32] designed a two-stage transfer learning network
to identify faults in gears and bearing systems. First, fault
features are extracted based on a pre-trained deep CNN.
Then, well-trained parameters are transferred to predict fault
types from the time-domain vibration signal. The results
showed that this method can improve the robustness to some
extent even when the training data size decreases.

The above literature review indicates that while deep learn-
ing such as CNN is appealing, the limited amount of training
dataset poses significant challenges. In particular for rolling
bearing, although the number of training data slices can be
multiplied by employing truncation of time-domain vibration
signal, the size of fault dataset is still limited based on non-
overlapping truncation and thus over-fitting may occur
[31–35]. It is worth noting that, in contrast, the traditional
time-frequency analysis is not strictly constrained by the
amount of fault data, as time-frequency features can be ex-
tracted empirically in reduced dataset, especially for data con-
taining transient signals [7, 36, 37]. In other words, even
though there exists some subjectivity in the manual
selection/analysis of time-frequency features through such as
wavelet transform, it may indeed lead to valid results of fault
diagnosis [38, 39]. Intuitively, one may hypothesize that fus-
ing a certain amount of such manually extracted feature infor-
mation into the deep-learning frameworkmay relieve the issue
of dataset size. The subjectivity in manual feature extraction
may in turn be mitigated by using the classifier operation in
the deep-learning. Such an information fusion strategy, how-
ever, has not been attempted in the fault diagnosis of rolling
bearing. In fact, to improve the accuracy of rolling bearing
fault diagnosis with a reduced dataset, especially in the case
of load condition changing, multi-domain information fusion
in deep learning could be a worthwhile approach to explore
[40].

In this research, we tackle the problem of rolling bear-
ing fault diagnosis with limited dataset through deep-
learning. Most recently, there has been the suggestion of
fo rmula t ing mul t i - channe l CNN, i . e . , pa r a l l e l
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convolutional neural network (P-CNN) architecture, to fa-
cilitate information fusing in deep learning, which in cer-
tain cases could be more effective than solely deepening
the network [41, 42]. Here in this research, we adopt this
concept to develop a new approach of rolling bearing
fault diagnosis in which the time-frequency features ex-
tracted by continuous wavelet transform (CWT) are fused
with the fault features obtained by a separate general
CNN branch as the input. An intelligent classifier is de-
signed for the classification of fused features. We intend
to solve the over-fitting issue when training is practiced
on dataset with limited size and at the same time reduce
the subjectivity in manual extraction of features. The pro-
posed approach is compared with the general CNN trained
with time-domain data only and other intelligent diagnosis
methods under different load conditions and dataset sizes,
and the influencing factors on the identification perfor-
mance are discussed in depth.

The rest of the paper is organized as follows. In Section 2,
the components of the proposed approach are outlined. In
Section 3, we first introduce the pre-processing of the time-
domain vibration raw signals by non-overlapping truncation,
and then present the architecture and specific parameters of
the proposed network. Section 4 gives validation of the fault
diagnosis performance where publicly accessible bearing fault
dataset is used. The size of training dataset is adjusted, and
comparison with respect to some conventional methods is
carried out. Concluding remarks are summarized in Section 5.

2 Methodology components

2.1 Feature extraction based on CWT

As a powerful variant of STFT, CWT can overcome the lim-
itations faced by STFT to analyze transient, nonstationary
vibration signal by changing the translation value and scale
value of mother wavelets continuously. The mother wavelet
ψ(t) can generally be represented as.

∫∞−∞ψ tð Þdt ¼ 0 ð1Þ

The CWT of a time-domain vibration signal x(t) under the
scale factor a ∈ℝ+∗ and the translation factor b ∈ℝ can be
given by the following integral.

X ω a; bð Þ ¼ 1

aj j1=2
∫∞−∞x tð Þψ t−b

a

� �
dt ð2Þ

where the over-bar on mother wavelet function ψ(t) indicates
the complex conjugate operation. Parameter a is the wavelet
scale that characterizes the frequency, and parameter b repre-
sents the time or space position. In order to visually

characterize the relationship between time, frequency, and
wavelet magnitude, the CWT results of the time-domain vi-
bration signal can be expressed by wavelet scalogram in the
following manner.

Scx a; bð Þ ¼ 1

bj j ∫∞−∞x tð Þψ t−b
a

� �
dt

����
����2 ð3Þ

Here, the time-frequency feature in the wavelet scalo-
gram will be further extracted using CNN, and the newly
obtained feature maps will be fused with feature maps
extracted from the time-domain vibration raw signal by
another different CNN branch to improve the accuracy
and robustness of the network for various dataset sizes.
In this research, without loss of generality, the Gaussian
derivative wavelets with an eighth order derivative func-
tion are employed as the mother wavelet.

ψ tð Þ ¼ Cexp−t
2 ð4Þ

where C is an order-dependent normalization constant.

2.2 Convolutional neural network (CNN)

2.2.1 Convolutional layer

As one of the very effective machine learning networks, CNN
can achieve better learning by sharing convolutional kernel
and employing downsampling to improve the robustness.
The convolutional layer mainly plays the role of extracting
features from a local region on the feature map, in which
various convolutional kernels correspond to different feature
extractors. In order to calculate the output Yp, the
convolutional operations on the inputs X1, X2, …, XD are
implemented using convolutional kernels Wp, 1, Wp, 2 , …,
Wp, D. Then, the convolutional operation results are summed
together, and a scalar offset value bp will be added after that.
The output of the convolutional layer Zp can be obtained as.

Zp ¼ Wp⊗Xþ bp ¼ ∑
D

d¼1
Wp;d⊗X d þ bp ð5Þ

where ⊗ represents the convolutional operation, and Wp ∈
ℝm × n ×D is the convolution kernel. Based on a nonlinear
activation function, the output feature map Yp can be
represented as.

Yp ¼ f Zpð Þ ð6Þ
where f(·) denotes the nonlinear activation function. In this
paper, the rectified linear unit (ReLU) function is employed
as the activation function, which can make the network train-
ing faster than the previous used Sigmoid activation function
[43].
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2.2.2 Pooling layer

The pooling layers are usually designed after the
convolutional layer, in order to control over-fitting effectively
by collecting valid information from the feature map extracted
from the convolutional layer. As an effective downsampling
method, the max-pooling layers are the most common pooling
operation to extract the maximum value from each neuron in
the feature map, which can be described as the following.

Yd
m;n ¼ max

i∈Rd
m;n

xi ð7Þ

where xi denotes the activation value of each neuron in the

regions Rd
m;n on the feature map.

3 Architecture of the proposed network

The architecture of CNN consists of convolutional layer,
pooling layer, full connection, and classifier, and is usually
built by serial stacking. Figure 1 outlines the typical architec-
ture of CNN for fault diagnosis of rolling bearing. It is a
single-branch serial system from the input of image feature
maps to the output of prediction vector. Essentially, the data
slices of time-domain raw signal are imaged as 2-D feature
maps to be fed into the network. The convolution layers and
the max-pooling layers can be regarded as nonlinear feature
extraction part in the network. The convolution layers are
followed by the nonlinear activation function, and the full
connection layer mainly plays the role of classifier. Classical
deep learning networks are built upon this architecture to fa-
cilitate intelligent learning of large-scale datasets through
deepening the networks [26–28]. In reality, because of the
over-fitting problem, the accuracy and robustness of the gen-
eral CNN may decrease rapidly when the dataset size de-
creases [44, 45].

Recent studies indicated that multi-channel CNN, i.e., par-
allel convolutional neural network (P-CNN), can be effective
in certain applications [41, 42]. Based on the literature review
provided in Section 1, we hypothesize that this P-CNN con-
cept could be employed to tackle the issue of limited dataset
size in fault diagnosis of rolling bearing. As shown in Fig. 2,
this proposed network consists of two parallel branches, each

being a convolutional extraction process with specific param-
eters. The time-domain raw signal is analyzed twice in parallel
by these two different convolutional operations. The time-
domain raw signal is divided into training data slices in non-
overlapping manner and fed to the P-CNN. In one branch, the
training data slices are processed directly one by one by the
time-domain CNN branch. In the other branch, the training
data slices are first processed by CWT operation to extract
time-frequency features, and the wavelet scalogram results
then be analyzed by another CNN branch subsequently.
Finally, the time-domain features and the time-frequency fea-
tures are fused together in the merge layer as the input to the
classifier. In this network, the output dimension of the two
branches can be adjusted by the pooling layer and the bilinear
interpolation of wavelet scalogram for improved feature fu-
sion from the two branches. Table 1 presents the parameters of
the proposed network.

As shown in Fig. 2 and Table 1, three consecutive
convolutional operations with a kernel size of 3 × 3 are per-
formed in the two different CNN branches, and the number of
convolution kernels is doubled compared to the upper convo-
lution kernels as the network deepens. The ReLU function is
used as activation function following each convolutional op-
eration. The max-pooling is employed to reduce the parame-
ters of feature maps to prevent over-fitting after the consecu-
tive convolutional operations. In the branch for wavelet sca-
logram, the pixel of wavelet scalogram is resized based on
bilinear interpolation. Then, the new feature maps of wavelet
scalogram are further extracted with a dimension of 10 × 10
by the consecutive convolutional operations and the max-
pooling operations. In the merge layer, the time-frequency
features from wavelet scalogram are fused with time-domain
features to enhance the fault feature, and the consecutive
convolutional operations with 64 kernels are employed to
continue to extract new features after the merge layer. The
dropout technology with a probability 50% is used according
to [46] to prevent over-fitting.

The enhanced features are classified in two consecu-
tive full connection layers. The weights in each layer are
randomly initialized and trained for optimization. Since
the learning efficiency is very low for Sigmoid loss func-
tion when the neuron outputs are close to 0 or 1, the
cross entropy loss function is introduced to improve
training efficiency.

Input
Output

Convolution Max-pooling

Convolution Max-pooling Full connection×2

Fig. 1 Representative
architecture of general CNN
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L pn;bpn� �
¼ −

1

n
∑
n

n¼1
pnlogbpn þ 1−pnð Þlog 1−bpn� �h i

ð8Þ

where pn and bpn are the inputs of the loss function. p-
n ∈ [0, 1] represents the label value of the training data
slices. bpn ¼ σ xnð Þ∈ 0; 1½ � represents the predicted results
of the training data slices, and its specific expression
can be given as following,

σ xnð Þ ¼ 1

1þ exn
ð9Þ

4 Fault identification result analysis

4.1 Fault dataset of rolling bearing

In this research, the fault dataset of rolling bearing comes
from Case Western Reserve University (CWRU) bearing
data center (http://csegroups.case.edu/bearingdatacenter).
The dataset has been analyzed comprehensively by
various researchers [30, 47]. The experimental setup for
the data acquisition of rolling bearing from CWRU is
outlined in Fig. 3. It mainly consists of an induction
motor, torque transducer, dynamometer, accelerometer,
and control electronics. The tested bearing is deep groove

Table 1 Specific parameters of the proposed network

Operation Time-domain raw signal slices

CNN branch Time domain Wavelet scalogram

Pre-processing Imaging CWT operations

Parallel CNN Conv_ReLU repeat 3 times 8 × 3 × 3 Conv_ReLU repeat 3 times 8 × 3 × 3

Max pooling 2 × 2

Conv_ReLU repeat 3 times 16 × 3 × 3

Conv_ReLU repeat 3 times 16 × 3 × 3 Max pooling 2 × 2

Conv_ReLU repeat 3 times 32 × 3 × 3

Max- pooling 2 × 2 Max-pooling 2 × 2

Fusion New features maps

CNN Conv_ReLU repeat 3 times 64 × 3 × 3

Feature classification Dropout 50%

Fully connection1 32

Fully connection2 10

Softmax N/A

Classifier Cross entropy

Conv_1

repeat 3 times

Kernel 8,(3,3)

Featrure maps: 80×80

Pooling: 40×40

Resize

CWT

Scalogram image

Maxpooling (2, 2)

Conv_6

repeat 3 times

Kernel 64,(3,3)

Pooling (2, 2)

Feature fusion

Conv_layer

repeat 2 times

Normalization

Branch2: CNN for CWT

Merge layer

Flat

Branch1: CNN for time domain signal
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Imaging

Fully connection

Conv_4

Kernel 8,(3,3) Kernel 16,(3,3)

repeat 3 timesrepeat 3 times

Max pooling (2, 2)
Conv_5

Fig. 2 Proposed network architecture
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ball bearing (6205-2RS JEM SKF), which is installed at
the drive end of an induction motor.

In CWRU dataset, single point defects with three different
sizes of 0.007 in., 0.014 in., and 0.021 in. are manufactured by
electric discharge machining on different parts of the bearing,
as shown in Fig. 4a and Fig. 4b. The numbers 1, 2, and 3
indicate that the faults are on the ball element (BA), inner ring
(IR), and outer ring (OR), respectively. Specifically, the fault
of outer ring is located at 6 o’clock position when the bearing
is installed on the bearing housing. There is no restriction for
the fault location on the inner ring and rolling element.
Various time-domain vibration signals were recorded under
three different motor loads, 1 hp, 2 hp, and 3 hp, respectively.
The signals were recorded by an accelerometer that was at-
tached at the drive end of the induction motor with magnetic
base. Time-domain vibration raw signals with a length of no
less than ten seconds were collected by a 16-channel data
recorder for each fault condition under a sampling frequency
of 12 kHz.

The dataset containing the time-domain vibration signals
from the healthy bearing and from bearings with various faults
is analyzed, which are summarized in Table 2. The healthy
bearing is marked with label 0, and the other 9 fault cases are
assigned with 9 different labels from 1 to 9, respectively.
There are 10 different conditions in this dataset. In each con-
dition, the first 10-s vibration raw signal is divided in the non-
overlapping manner into 300 data slices, and each data slice
has a length of 400 data points. There are totally 3000 data
slices, corresponding to 10 conditions, in this dataset.

The training data slices of vibration signal with a length of
400 under various conditions are shown in Fig. 5a. The 2-D

image feature maps of the training data slices are shown in
Fig. 5b. The corresponding wavelet scalograms of training
data slices are shown in Fig. 5c. In the proposed network, each
training data slice from raw vibration signal is introduced into
the network in the beginning, and they are employed as two
different training sample forms to ensure that they can be fed
to the two different branches of the network. As indicated, the
data slices will be sent to one CNN branch for time-domain
signal processing. At the same time, they will also be proc-
essed by wavelet extraction and then send to another CNN
branch designed for wavelet scalogram.

It can be clearly observed that it is not possible to distin-
guish different bearing faults directly from the raw vibration
signal. Especially when the faults are on the rolling elements,
the differences on the vibration amplitudes are not obvious for
these three fault sizes 0.007 in., 0.014 in., and 0.021 in. The
time-domain raw signals are displayed as the images in Fig. 5b
with a pixel of n × n after normalization. Here, n is the edge
length of each image in Fig. 5b, and n2 represents the length of
the data slice in Fig. 5a. Although it becomes even more
difficult to identify the fault feature manually from the images,
we can utilize 2-D convolutional operations to extract useful
fault features. Furthermore, the time-frequency features
displayed on the wavelet scalogram after wavelet analysis
may improve classification in the following layer after the
feature fusion of time-domain feature and time-frequency do-
main feature.

4.2 Basic validation of the proposed network

As described above, the time-domain vibration raw signals of
the rolling bearings are collected under three different motor
load conditions. In order to validate the performance of the
proposed network under these different conditions, we define
the vibration raw data under 1 hp, 2 hp, and 3 hp motor loads
as dataset A, dataset B, and dataset C, respectively.
Meanwhile, the proposed network is first rained on 80% data

Table 2 Indices of rolling bearing fault conditions

Fault type Fault size/inch Dataset size Label

Normal bearing No 300 0

Fault bearing OR 0.007 300 1

0.014 300 2

0.021 300 3

IR 0.007 300 4

0.014 300 5

0.021 300 6

BA 0.007 300 7

0.014 300 8

0.021 300 9

1

3

2

(a) (b)
Fig. 4 Three fault scenarios of rolling bearing

Test bearing Torque transducerAccelerometer

Induction motor Dynamometer

Fan end

Drive end

Fig. 3 Experimental setup for vibration signal of rolling bearing

Int J Adv Manuf Technol



slices of each dataset, and the well-trained network is tested
using the other 20% testing data slices from the three different
datasets, as shown in Table 3. We employ 9 different dataset
scenarios to indicate these combinations. For instance, the
scenario B → C means the network is trained on dataset B,
and tested by 20% random data slices from dataset C.

Example: B → C means the network is trained on dataset
B, and tested on dataset C

In this research, several conventional methods for bear-
ing fault identification, including general CNN, support-
vector machine (SVM), and stacked auto-encoder (SAE)
network, are employed to compare with the proposed net-
work. Here, the general CNN is applied through the direct
training and testing on the datasets of time-domain raw
signal. When SVM is used, the time-domain signals are
usually dimension-reduced by PCA, and we refer to this
method as PCA-SVM for short. In some investigations
[48], the labeled bearing fault datasets can also be predict-
ed by SAE network followed by Softmax regression,
which is referred to as SAE-SR network hereafter. In this
subsection, these methods are all tested three times on
various dataset scenarios. The identification accuracy is
defined as the ratio of the number of correctly identified
data to the total number of testing data used. The average
identification results of three tries are reported in Table 4,
and the trends of average identification accuracy in vari-
ous data scenarios are shown in Fig. 6.

No BA 0.007 BA 0.014 BA 0.021 IR 0.007

IR 0.014 IR 0.021 OR 0.007 OR 0.014 OR 0.021

No BA 0.007 BA 0.014 BA 0.021 IR 0.007

IR 0.014 IR 0.021 OR 0.007 OR 0.014 OR 0.021

IR 0.021

No BA 0.007 BA 0.014 BA 0.021 IR 0.007

IR 0.014 IR 0.021 OR 0.007 OR 0.014 OR 0.021

(a)

(b)

(c)

Fig. 5 Different signal forms
under various fault sizes

Table 3 Fault dataset scenario

Training dataset Testing dataset Scenario

A (1 hp) A A → A

B A → B

C A → C

B (2 hp) A B → A

B B → B

C B → C

C (3 hp) A C → A

B C → B

C C → C
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Clearly, the P-CNN method proposed in this paper shows
the best comprehensive performance. Its mean value of aver-
age identification accuracy and the average identification ac-
curacy on each dataset scenarios are higher than those of other
methods. Employing the proposed P-CNN that fuses wavelet
features with time-domain features can enhance the fault iden-
tification accuracy for CNN. It can be observed that these four
networks all show better performance when being trained and
tested on the same datasets from the same load conditions
(e.g., A→A, B→ B, and C→ C), the identification accuracy
of which is significantly higher than that of being trained and
tested on different datasets (e.g., A→B, A→C, B→A, C→
A, B → C, and C → B). All four networks show the worst
performance in the dataset scenarios A→C and C→A. From
the comparison between the four networks in Fig. 6, we can
observe that while P-CNN has the best performance, the
trends of average identification accuracy for these four
methods are actually similar. The average identification accu-
racy of general CNN is much higher than that of PCA-SVM
and SEA-SR. Especially when the training dataset and the

testing dataset are different, the average identification accura-
cy drastically decreases for PCA-SVM and SEA-SR.

4.3 Further analysis with various dataset sizes

The overarching goal of this research is to explore fault iden-
tification of rolling bearing with limited size of training
dataset. Here in order to highlight the performance of the
proposed network, we examine the results under various
dataset sizes. We train and test the network by adjusting the
dataset size as 70%, 40%, 10%, and 5% of the total dataset in
dataset C. Eight percent data slices of each reduced dataset are
employed as training data randomly, and the rest 20% data
slices are taken as testing data. In this part of the research, the
four networks mentioned above are all tested five times to
perform validation on the fault datasets with reduced sizes,
and the identification results are shown in Table 5.

We can observe that (1) the testing accuracy of the pro-
posed P-CNN on each reduced dataset is higher than that of
the other three methods; and (2) the average accuracy of P-
CNN is also better. The average identification accuracy of P-
CNN is 99.60% based on the training and testing on the total
dataset (3000 data slices), which is much higher than those of
general CNN (89.40%), PCA-SVM (88.40%), and SAE-SR
(91.00%). As the size of the dataset decreases, the identifica-
tion accuracy of the other three conventional methods de-
creases significantly. For 5% dataset trained by SAE-SR, the
average identification accuracy decreases to 29.24% which is
the worst performance amongst all cases. This is a 61.76%
decrease from the identification accuracy based on the total
dataset. In comparison, the proposed P-CNN can maintain a
high identification accuracy when the dataset size decreases.
Even for the 5% dataset size, the average identification accu-
racy can still reach 94.17% which is only 5.43% less than that
based on the total dataset. These results demonstrate that the
proposed P-CNN built upon the fusion of time-frequency do-
main features and time-domain features yield a much higher
accuracy compared with the general CNN, PCA-SVM, and
SAE-SR methods when the size of training dataset decreases.

The identification results for different dataset sizes are
also illustrated through box-plots for comparison of
consistency/stability amongst various networks, as shown
in Fig. 7. It can be seen that the identification results of the
proposed P-CNN are generally more consistent for five
tests, and the variance is smaller. Except for the 40%
dataset case where the PCA-SVM results exhibit smaller
variance, the proposed P-CNN leads to both higher accu-
racy and better consistency in all cases. For that 40%
dataset case, P-CNN yields much better accuracy than
PCA-SVM. Compared with general CNN training based
on solely time-domain raw signal, the proposed P-CNN
can significantly improve both the accuracy and stability.

Table 4 Fault identification results in basic validation

Dataset scenarios CNN PCA-
SVM

SAE-
SR

P-
CNN

Average identification accuracy (%)

A → A 85.67 88.67 80.33 98.33

A → B 81.88 60.67 48.17 97.79

A → C 82.71 55.17 44.58 93.54

B → A 80.63 58.50 49.38 94.04

B → B 92.50 86.33 81.00 98.83

B → C 84.38 54.33 77.71 90.28

C → A 72.71 53.67 31.25 82.00

C → B 78.13 54.67 33.42 92.58

C → C 89.40 88.40 91.00 99.60

Mean 83.11 66.71 59.65 93.58
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Fig. 6 Trends of identification accuracy
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4.4 Analysis of network performance with respect to
manual feature extraction methods

One key idea behind the proposed P-CNN is the fusion of
manually selected features, such as those identified through
CWT followed by one CNN, into those features identified
directly from time-domain raw signals by another CNN.
Indeed, in this current investigation, the selection of CWT
for manual feature exaction is based on the phenomenological
investigation on several representative feature extraction
methods in which CWT exhibits the best performance. In this

sub-section, we report the details of such phenomenological
investigation which can shed some lights on the underlying
physical reason why CWT is selected and how it benefits the
P-CNN performance.

Alternatively, empirical mode decomposition (EMD) and
fast Fourier transform (FFT) can be used for manual feature
exaction in this proposed P-CNN. Figure 8 plots comparison
of the average identification accuracies of the proposed P-CNN
when fused with the feature maps from CWT (i.e., the method
proposed in this research), from EMD and from FFT. Also
plotted in Fig. 8 are the average identification accuracy of gen-
eral CNN by direct training on the time-frequency features from
wavelet scalogram (general CNN with CWT) and that of gen-
eral CNN by direct training on time-domain raw signal (general
CNN with raw signal). For each method, three tests are carried
out, and the average accuracy is plotted. It is worth noting that
the architecture of general CNN is based on serial stacking as
shown in Fig. 1. While the identification accuracies of P-CNN
fused by the feature maps from FFT, EMD, and CWT are all
above 90% when training is conducted on the total dataset,
those corresponding for fusing from FFT and EMD decrease
sharply as the dataset sizes decrease. Clearly, the time-
frequency features from CWT extraction lead to better perfor-
mance in terms of information fusion in P-CNN. Meanwhile,
the general CNN for time-domain raw signal consistently ex-
hibits the worst identification accuracy under various dataset
sizes. Although the general CNN with CWT can improve the
identification accuracy to some extent compared with the gen-
eral CNN for time-domain raw signal, the performance is still
much lower than that of the proposed P-CNN which fuses the
time-frequency features with the time-frequency domain fea-
tures extracted from CWT. This comparison highlights the sig-
nificance of information fusion. That is, the fused results out-
perform those by general CNN using time-domain information
along or using time-frequency domain information along.

Compared with the Fourier transform, wavelet functions are
not unique, and there are many different mother wavelets that
can be employed for feature extraction. An important factor in
the proposed P-CNN methodology is the selection of mother
wavelet that can yield optimal performance. For instance, each
order derivative of the Gaussian function can be regarded as a
wavelet function for fault feature extraction of rolling bearing,
and the negative-normalized second-order derivative of the
Gaussian function is a special case in the Gaussian wavelet
function family known as Hermitian wavelet. Morlet wavelet
is composed of a complex exponential (carrier) multiplied by a
Gaussian window (envelope). Some previous investigations in-
dicate that the Morlet wavelet could be effective in analyzing
the vibration responses of rolling bearing, since it is capable of
extracting short pulses that occur when the bearing exhibits
faults [49]. Hereafter, we explore the effects of different wavelet
functions on the identification accuracy of the proposed net-
work to gain an understanding of the feature fusion in P-

Table 5 Comparison of identification results under various sizes of
training dataset

Method CNN PCA-
SVM

SAE-SR P-CNN

Dataset size Identification accuracy (%)

100% (3000) 90.33 89.67 91.50 99.50

91.67 89.67 91.67 99.50

92.17 85.83 90.33 99.50

87.67 88.83 91.50 99.67

85.17 88.00 90.00 99.83

Average:
89.40

Average:
88.40

Average:
91.00

Average:
99.60

70% (2100) 87.38 86.19 89.76 99.52

82.62 85.95 90.00 98.81

92.38 85.95 85.71 98.33

76.67 87.38 90.24 99.76

83.33 88.10 78.81 100.00

Average:
84.48

Average:
86.71

Average:
86.90

Average:
99.28

40% (1200) 75.42 86.67 68.75 97.08

85.00 86.67 68.33 97.92

80.83 86.26 80.83 99.17

70.83 86.25 78.75 97.08

70.42 86.25 75.00 99.58

Average:
76.50

Average:
86.42

Average:
74.33

Average:
98.17

10% (300) 78.33 61.67 46.67 95.00

70.00 61.67 50.00 96.67

70.00 61.67 55.00 96.67

70.00 63.33 55.00 98.33

75.00 63.33 45.00 98.33

Average:
72.67

Average:
62.33

Average:
50.33

Average:
97.00

5% (150) 70.00 56.67 26.32 93.33

66.67 56.67 23.23 96.67

60.00 56.67 26.67 96.67

66.67 60.00 30.00 96.67

43.33 60.00 40.00 90.00

Average:
61.33

Average:
58.00

Average:
29.24

Average:
94.17
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CNN. Figure 9 presents the identification accuracies under dif-
ferent wavelet functions used in the proposed P-CNN. We em-
ploy dataset C with different dataset sizes. The results of the
first order to the eight-order derivative wavelets of the Gaussian
function are compared with those of theMorlet wavelet and the
Hermitian wavelet. As can be seen from Fig. 9, overall, the

eight-order derivative wavelet leads to the best performance,
which is the underlying reason that it is selected to facilitate
CWT based time-frequency feature extraction for information
fusing in the proposed P-CNN. The accuracies of the parallel
convolutional network with all these wavelets generally de-
crease as the dataset size decreases. This is especially true for
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Fig. 7 Identification results under
various sizes of training dataset
illustrated by box plots. a 100%, b
70%, c 40%, d 10%, and e 5%
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the first four order derivative wavelets of the Gaussian function.
The accuracies are significantly lower than those of the higher
order derivative wavelets when training is conducted on less
than 40% of the total dataset. Above the fourth-order derivative,
however, increasing the derivative order does not significantly
increase the identification performance. As the negative-
normalized second-order derivative wavelet of the Gaussian
function, the Hermitian wavelet shows a better performance
than the second-order derivative wavelet for the same dataset,
but its accuracy is slightly inferior to that of Morlet wavelet
function when dataset size decreases.

The preceding discussions demonstrate that fusion of time-
domain features and time-frequency features can effectively
improve the identification. The specific role of feature fusion
in the proposed warrants some further analysis. To evaluate
the effects of fusion of time-frequency features extracted from
CWT on identification accuracy, we adopt respectively 1 to 4
merge layers in the proposed P-CNN. Once again, we employ

dataset C with different dataset sizes, and perform 5 tests for
each dataset condition. The results are plotted in Fig. 10.
Interestingly, it can be observed that the identification results
of the network fluctuate significantly as the number of the
merge layer increases, regardless the dataset sizes. Indeed,
the parallel network shows higher average accuracy with
one merge layer of feature fusion, and the stability generally
decreases as the number of merge layer increases. Therefore,
although feature fusion can improve the accuracy of the pro-
posed parallel network, too many merge layers is not recom-
mended. This analysis provides the rationale for the merge
layer setup in the proposed network.

5 Concluding remarks

This research aims at tackling the issue of limited dataset size
in deep learning based fault diagnosis of rolling bearing
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employed in manufacturing systems. A parallel convolutional
neural network (P-CNN) is formulated, which is capable of
fusing time-domain features identified by one CNN and the
time-frequency domain features extracted by CWT and sub-
sequently identified by another CNN. The network perfor-
mance is examined for a wide range of dataset sizes using
publicly accessible rolling bearing data with various faults
and multiple load conditions. The case analyses indicate that
the proposed P-CNN outperforms a series of conventional
methods. Both the identification accuracy and result consis-
tency are improved with the information fusion. The key
influencing factors, including the selection of manual feature
extraction approach and the network structure, are discussed.
The proposed P-CNN exhibits the promising aspect of achiev-
ing satisfying fault identification performance with reduced
dataset size.
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