


II. RELATED WORK

Sampling-based motion planning has offered a practi-

cal and efficient approach to find motion plans in high-

dimensional space [16], [4], [17], [18], [19]. However, these

approaches are only probabilistically-complete and thus can-

not identify cases when motion planning is infeasible. Our

work directly addresses the challenge of proving motion

planning infeasibility.

Some prior work has addressed special cases to prove

path non-existence. Several approaches provide infeasibility

for single, rigid bodies. [20] proves disconnection for a

rigid body attempting to pass through gates. [21] proves

path non-existence using alpha shapes in collision space.

By constructing disconnected sets of 3-simplices in free

configuration space from the exterior of the alpha shapes,

if the start point and goal point are in different simplex

sets, it proves no collision free path exists. In this work,

scaling to higher dimensions depends on high dimensional

α-shapes, which is still an open research question. [1]

combines cell decomposition with a sampling based method

to take advantage of both approaches. [2] identifies path

non-existence by decomposing the configuration space into

small rectangular cells and checking if a path exists entirely

in collision-free cells. These methods are also only applied

to 3-DOF robots because of the cost of decomposing the

entire configuration space. [22] relates path non-existence

for single, rigid objects in 2D or 3D workspace to the

problem of caging. An approximation of the obstacle region

is constructed to check whether an objects is caged, which

proves path non-existence. [23] solves the motion planning

problem where the workspace obstacles are polyhedral. They

decompose the workspace into a set of polytopes and then

setup a linear program to determine the feasibility of sub-

plans when transitioning from one polytope to another.

Some other works focus on developing complete mo-

tion planning methods. [24] integrates PRMs (Probabilistic

Roadmaps) with complete planning for discs moving in the

plane. [25] constructs a road map based on star-shapedness

which can terminate early when a feasible path is impossible.

These methods decompose the search space, which may scale

poorly. In contrast, our approach depends on filling only

enough of the obstacle region to separate the start and the

goal.

Other works have addressed problems related to motion

planning infeasibility. [9] offers an asymptotically optimal

algorithm to remove the minimum constraints (i.e., obstacles)

to ensure that the motion planning problem is feasible. [26]

provides a probability bounds on finding an optimal motion

planning solution. Some approaches for task and motion

planning (TMP) have developed approximate or heuristic

estimates of motion planning feasibility [10], [8], [27].

Compared to these works, we directly address the challenge

of proving that a particular motion planning problem is

infeasible.

III. ALGORITHM

A. Problem Description

We address the problem of proving motion planning

infeasibility. A motion planning problem consists of a con-

figuration space C of dimension n, a start configuration qstart

and a goal configuration qgoal. The configuration space C is

the union of the disjoint obstacle region Cobs and free space

Cfree. Both qstart and qgoal are in Cfree. When a feasible

plan exists, our approach will produce a plan σ such that

σ[0, 1] ∈ Cfree, σ[0] = qstart, σ[1] = qgoal. When there is

no feasible plan, our approach will produce a proof of such.

B. Algorithm Overview

The algorithm generates a proof that the start and goal

are in disconnected components of Cfree. The proof has two

requirements: (1) a closed polytope whose facets are entirely

within the Cobs and (2) qstart and qgoal are not both inside

or both outside the polytope. In other words, the polytope

separates the start and goal into separate components of Cfree.

We look for the separating polytope in conjunction

with building a search tree in a sampling-based planner—

specifically, in conjunction with RRT-Connect [17], though

other sampling-based methods would also be applicable. The

algorithm has two broad steps.

1) Generate a collision volume graph (CVG): Each time

a configuration is sampled in the Cobs, we generate a

new collision ball and add it to the CVG. The collision

balls represent a configuration space volume contained

entirely in Cobs. Within each ball, we identify n points,

which provide a candidate facet for the separating

polytope in the n dimensional space.

2) Construct the polytope: Given the CVG, we define

a linear constraint satisfaction problem (LCSP) to

identify the separating polytope. The constraints ensure

that the polytope is closed and that it separates the start

and goal. A solution to this LCSP proves that the start

and goal are disconnected.

C. Construct the Collision Volume Graph (CVG)

Within the sampling-based planner, we use sampled con-

figurations in the obstacle region Cobs to grow the CVG

according to algorithm 1. We construct new balls based on

two requirements: (1) fill as much of Cobs as possible and

(2) intersect with the existing balls so that we can close

the separating polytope. The idea of growing volumes in

configuration space comes from [19].

Every vertex of the CVG is a ball. The vertex has four

fields, the ball center, the radius, a set of n points in ball, and

n sets of intersecting balls. The n points in the ball define a

candidate facet of the separating polytope. The intersecting

balls contain facets sharing a hyper-edge with the facet in

the current ball. In n dimension, there are n different hyper-

edges (choose n− 1 from n) for each ball. If a hyper-edge

of the current ball does not have an intersecting ball, we call

this edge an open edge. If a ball has open edges, we call this

ball an open ball.
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Theorem 1: A polytope in R
n space is closed if and only

if every facet of the polytope has an adjoining facet on each

of its hyper-edges.

Proof: We prove by contradiction. If there exists one

facet of a polytope with no adjoining facets on one of its

edges, then the facet’s inside and outside are connectable

around this open edge. Since the inside and the outside of

this polytope are connected. The polytope is not closed.

We use this requirement for closed polytopes to guide

growth of the CVG in algorithm 1. We use a sample point

to construct a collision ball only if it is in Cobs (line 1). If

it is the first point sampled in the CVG, the algorithm finds

an optimal start ball (line 2-5). The process of finding the

optimal start impacts efficiency. A start ball that is too small

will increase the number of balls and corresponding run time

needed to form the polytope. We find an optimal start ball via

a nonlinear optimization problem to maximize penetration

depth (the distance to the nearest point on obstacle region

boundary).

If the CVG is not empty, the algorithm first finds the ball

in the CVG that is closest to the sampled point. Starting from

the closest ball, we search for the first open ball and open

edge (line 6-7). The new ball must include all points of the

open edge. After finding an open ball/edge, there are three

possible ways to generate new balls. The highest priority is

to fill holes (line 8-11). A hole is a set of n points. Each

of its n − 1 points combinations is a hyper-edge of some

balls, but the n points do not belong to any ball. If we find

a hole containing all the edge points, we can create a new

ball using the n points. After a hole ball is created, it needs

to check all possible edge connections before returning.

If a hole cannot be found, we generate a new ball (line

12). To find the optimal ball center, we solve the following

non-linear optimization problem:

min
cnew,rnew

dist(cnew, line(pemean, pc))− C ∗ rnew

s.t. dist(pei, cnew) < rnew, i = 1, 2, . . . , n− 1

penetration-dist(cnew) > rnew

where cnew and rnew are the new ball’s center and radius,

pei are the edge points of the open edge, pemean is the mean

of edge points and pc is the sampled point in collision. The

first constraint ensures that all the edge points are in the new

ball. The second constraint ensures the new ball radius is not

larger than its penetration depth, thus the new ball is entirely

in collision. The goal is to minimize the distance from the

new ball center to the line connecting pemean and pc, so that

the new ball can grow onto the sampled direction as much

as possible. At the same time, we want to maximize rnew.

The constant C captures how much we want to prioritize

growing larger balls.

After the new ball is generated, the ball contains n − 1
points. There are two ways to add the last point. If there

are existing points inside the new ball, use the closest one

and check for all possible edge connections (line 13-18).

Otherwise, generate a new point inside the ball (line 19).

The new point generation uses the penetration vector (the

vector connecting a point in collision and the closest point

on the collision boundary). The new point needs to make the

facet in the ball as perpendicular to the penetration vector

as possible and being as far away to the existing points as

possible. The final steps are to add edges between the new

ball and the open ball, and add the new ball to the CVG (line

20-23).

Algorithm 1: Grow-Collision-Graph (pc, Gc)

Result: A collision ball graph

1 if pc 6∈ Cobs then return;

2 if Gc is empty then

3 vnew.c, vnew.r ← find-optimal-start-ball(pc);

4 Gc.add-node(vnew);
5 return;

6 vclosest ← find-closest-ball(Gc, pc);

7 vopen ← find-open-ball(vclosest, Gc);

8 fill-holes(vopen, Gc);

9 if a hole is filled then

10 check-edge-connection(Gc);

11 return;

12 vnew.c, vnew.r find-new-ball(pc, vopen.c);

13 for v in Gc do

14 pin.add(intersection-points(v, vnew));

15 if ‖pin‖ ≥ 1 then

16 pnew ← find-closest-intersection-point(pin, pc);

17 check-edge-connection(Gc);

18 else

19 pnew ← generate-new-points(vnew)

20 vnew.add-point(pnew);

21 vnew.add-edge(vclose);

22 vclose.add-edge(vnew);

23 Gc.add-node(vnew);

D. Configuration-space penetration depth

The collision balls represent configuration-space collision

volumes; however, existing collision detection approaches

can only help us identify collision information such as

penetration depth in the Cartesian workspace [28]. To gen-

erate the collision balls, we need penetrations depths and

vectors in configuration space. We define the workspace

to configuration space collision relationship as a nonlinear

optimization problem to minimize the distance between the

point in collision and the collision boundary point,

min
q

dist(qc, q)

s.t. ssd(~xm(q)− ~xo) = 0 , (1)

where qc is the configuration in collision, q is the collision

boundary configuration we want to find, ~xm is Cartesian

point of maximum penetration on the robot, ~x0 is the

Cartesian boundary point on the obstacle. The optimization

goal is the shortest configuration space distance, subject to

the sum of squared distance (ssd) between the point on the
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robot and the point on the obstacle being zero. We use a

local search to solve this optimization problem.

E. Constructing a closed polytope

The first step of constructing the separating polytope is

ensuring the selected facets form a closed polytope. Accord-

ing to Theorem 1, each hyper-edge of each facet must be

adjoined by another facet. For the CVG, we can thus say

that for each ball bi, the polytope must also contain one ball

from each of bi’s n sets of intersection balls,

bi =⇒



































bi11 + bi12 + . . .+ bi
1ni

1

= 1

. . .

bij1 + bij2 + . . .+ bi
jni

j

= 1

. . .

bin1 + bin2 + . . .+ bi
nni

n
= 1

, (2)

where bi indicates a ball is used to form the polytope and

bijk indicates that a ball intersecting bi is used to form the

polytope. bij1, bij2, ..., bi
jni

j

are the jth intersection set of ith

ball. ni
j is the number of balls in the jth intersection set.

We rewrite (2) as linear inequality constraints. For each

intersection set we have,

(1− bi) + (bij1 + bij2 + . . .+ bi
jni

j

) > 0 (3)

and

bij1 + bij2 + . . .+ bi
jni

j

≤ 1 + (1− bi)m, (4)

where m is the number of balls.

Equation (3) ensures that if bi is chosen, at least one ball

must be chosen from each of its intersection set. Equation (4)

ensures that if bi is chosen, then the total number of balls

is less than or equal to 1. These two inequalities together

ensure one and only one ball from each intersection set. At

the same time, if bi is 0, there is no requirement to include

balls from the intersection sets.

In addition, we need at least n+1 balls to form a polytope,

which gives us:

b1 + b2 + . . .+ bm ≥ n+ 1 . (5)

There are 2n inequalities for each ball. The total number

of inequalities is 2nm.

F. Separating the start and goal

Next, we ensure that the polytope separates the start and

goal configurations by applying the Ray casting algorithm

[29]. We find the line segment between the start and goal

and count the intersections between the line segment and the

polytope facets. If there is an odd number of intersections,

one point must be inside the polytope and the other outside.

Thus, we know that the polytope separates the start and goal.

Each polytope facet lies in a hyperplane in R
n,

a1x1 + a2x2 + . . .+ anxn = 1 . (6)

The point set in a ball bi is pi1, pi2, . . . , p
i
n, and each point

is an n vector, pij = [pij1, p
i
j2, . . . , p

i
jn]

T . We find the

hyperplane from the points:

(ai1p
i
j1 + ai2p

i
j2 + . . .+ ainp

i
jn) = 1, j = 1, . . . , n , (7)

where ai1, . . . , a
i
n are the parameters for the hyperplane in

the ith ball.

In n dimension, the line connecting qstart and qgoal is,

x1 − q
1
goal

q
1
start − q

1
goal

=
x2 − q

2
goal

q
2
start − q

2
goal

= . . . =
xn − q

n
goal

q
n
start − q

n
goal

,

(8)

with qstart = [q1
start, q

2
start, . . . , q

n
start]

T and qgoal =
[q1

goal, q
2
goal, . . . , q

n
goal]

T . The line definition gives us n− 1
equations, together with the hyperplane equation, we have

a total of n equations to solve for the intersection point

xi = [x1
i , . . . , x

n
i ] between the line and the hyperplane in

the ith ball.

First, we determine whether the intersection between the

line and hyperplane lies on the segment between qstart and

qgoal:

xi − qstart = li
qgoal − qstart

‖qgoal − qstart‖

li < ‖qgoal − qstart‖

li > 0 . (9)

Second, we ensure the intersection point lies within the

facet bounds, i.e., which is the area enclosed by points used

to define the hyperplane (i.e., the ball’s point set becomes the

facet’s vertices). Each hyperplane is formed by n points. On

the hyperplane, the points can be considered as points in n−1
dimensional space. By reducing one dimension, the problem

of a point inside the hyperplane area in n dimensional space

can be converted to the problem of a point inside a polytope

in n− 1 dimensional space. Since we have n points on the

hyperplane, we have n points in the n−1 dimensional space,

which form a simplex. To determine if a point is inside a

simplex, we apply Carathéodory’s theorem [30] and calculate

Barycentric coordinates. A point p in n − 1 dimension is

inside a n-1-simplex formed by n points [v1, v2, . . . , vn] if

all of its Barycentric coordinates are positive and the sum of

the coordinates is less than or equal to 1. We calculate the

Barycentric coordinates can by,

λ = T−1(p− vn) , (10)

where T is ,

T = [v1 − vn, . . . , vn−1 − vn]
T , (11)

and the Barycentric coordinates are,

λ = (λ1, . . . , λn−1),

λn = 1−
n−1
∑

i=1

λi .
(12)

Point p is inside the simplex if the Barycentric coordinates

satisfy,

λi ≥ 0, i = 1, . . . , n . (13)
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