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Abstract—This paper studies the improvement in network
throughput of an ad hoc network from using both licensed
and unlicensed spectra compared to the case where only unli-
censed spectrum is used. We address the problem of how the
nodes of the network, or secondary users (SUs), should spread
their transmissions on both licensed and unlicensed spectra to
maximize network throughput, and characterize ‘sharing gain’
achievable in such spectrum sharing systems. The gain obtained
can be significant and is increasing with the density of the SUs.
The primary and secondary users are modeled as two indepen-
dent Poisson point processes and their performance is evaluated
using techniques from stochastic geometry. A co-operative case
is considered where the channel selection strategy of the nodes
is centrally controlled. Then, a non-cooperative channel selection
game where the SUs selfishly select the channels is analyzed. A
pricing scheme is proposed to drive the decisions of SUs to a
favorable point. Specifically, by setting an ‘appropriate’ price,
global optimal performance is attainable at equilibrium in some
cases. Finally, the analysis is extended to the case where a network
shares spectrum with a cellular network.

Index Terms—Cognitive radio, stochastic

geometry.

game theory,

I. INTRODUCTION

HE EMERGENCE of new network paradigms including

Internet of Things (IoT) [1], Device to Device communi-
cations (D2D) [2] continue to raise the demand for scarce
wireless spectrum. To maintain cost effectiveness, most of
these networks operate on unlicensed spectrum, e.g., ISM
band, which is reserved internationally. But, this spectrum
band is limited and may not suffice to guarantee good network
performance. On the other hand, most of the terrestrial wire-
less communication spectrum is licensed for proprietary usage.
However, this static allocation is inefficient and lot of this
spectrum is under-utilized [3], e.g., uplink channels in cel-
lular networks [4]. In this work, we are interested in the
performance (throughout) improvement that a large-scale wire-
less ad hoc network can achieve by simultaneously using both
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licensed spectrum (shared) and unlicensed spectrum for packet
transmission.

Spectrum sharing is key to alleviate spectrum shortage and
improve throughput in mobile ad hoc networks. One promis-
ing technology, which has been extensively explored, is the
cognitive radio networks where unlicensed users (secondary)
opportunistically transmit on a spectrum owned by licensed
users (primary). The secondary users (SUs) either transmit on
the unused portion of the licensed spectrum (overlay) or trans-
mit on the same spectrum as the primary users (PUs) provided
that their transmissions do not affect the performance of PUs
(underlay). In underlay networks, the SUs continuously sense
the primary spectrum to detect idle transmission slots, thus
their performance depends on PUs’ traffic pattern.

In applications such as the Internet of Things (IoT), a large
number of heterogeneous devices need to continuously trans-
mit critical data requiring seamless connectivity among them.
If a licensed spectrum is available for spectrum sharing, some
of these devices (SUs) can transmit on a licensed spectrum
(provided that they do not degrade the performance of PUs)
while the rest transmit on the unlicensed spectrum. Then the
key question is what fraction of the SUs should transmit on
each channel at any given instant. Clearly, more SUs trans-
mitting on the licensed spectrum may degrade the quality of
service (QoS) of the PUs. On the other hand, more SUs trans-
mitting on the unlicensed spectrum can lead to a higher outage
rate due to increased intra-channel interference. Therefore,
we investigate how the secondary users/traffic should be split
across licensed and unlicensed spectra so that the density
of successful transmissions (throughput in short) for SUs
increases without violating the QoS of PUs.

Many players in the telecom sector have bought spectrum
for a huge amount for proprietor use which they may like
to share with other users as long as it does not degrade
performance of their PUs. For example, mobile ad hoc network
(MANET) like FlashLinQ [5] may like to use some licensed
spectrum that is available for sharing in addition to the
unlicensed spectrum to get higher throughput. In LTE-U tech-
nology, cellular network operators propose to use unlicensed
spectrum in addition to their licensed spectrum to boost cover-
age, whereas we address the reverse possibility of unlicensed
spectrum users sharing a licensed spectrum to improve their
throughput.

We refer to the licensed spectrum as the primary channel
(PC) and the unlicensed spectrum as the secondary channel
(SC). Most of the MANETS networks operate on SC and use
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congestion resolution protocol to achieve better throughput. If
SUs can also use PC, they can aim to get better throughput
by spreading their transmissions on both the channels. Our
goal in this work is to characterize the gain in throughput of a
secondary network by using both SC and PC simultaneously
compared to the case they can only use SC. To characterize
the gain, we introduce a metric called Sharing Gain defined
as the ratio of highest achievable throughput using both PC
and SC and that achievable using SC alone using contention
resolution protocol like ALOHA.

We assume that the secondary network is a MANET oper-
ating on SC and the primary network can be another MANET
or a cellular network operating on a PC. We model the
PUs and SUs as homogeneous independent Poisson point
processes and use techniques from stochastic geometry to
derive performance metrics. Stochastic geometry has been
widely used to analyze the performance of MANETSs [6],
cognitive radio networks [7], [8] and cellular networks [9],
often leading to tractable analysis while giving performance
comparable to that observed in reality [10]. In the case of het-
erogeneous Poisson point processes, even if analytical results
are not easily available, simulations techniques can be used to
evaluate some performance metrics [6]. Our goal is to obtain
as far as we can closed-form expressions and therefore we
restrict our problem to homogeneous case.

In our setting, the strategy of each SU is to select a channel
(PC or SC) for transmission in each time slot. A network oper-
ator! interested in providing high connectivity in the secondary
network would assign a channel selection strategy that maxi-
mizes the overall density of successful transmissions (network
throughput) for SUs while maintaining QoS guarantee for PUs.
However, due to decentralized nature of MANETS, the SUs
may not follow the strategy assigned by the operator and self-
ishly select channels to maximize their throughput leading
to a loss in performance of the secondary network and also
degradation of QoS in the primary network. To mitigate the
loss due to non-cooperation, we consider a pricing based ‘de-
incentivizing mechanism’ where the network operator charges
the SUs for transmissions on the PC. Such pricing can be eas-
ily enforced as SUs need authentication to transmit on the PC.
We define a channel selection game among the SUs where the
utility of each SU is defined in terms of the weighted differ-
ence of success probability and transmission costs and study
Symmetric Nash Equilibria (SNE) of the game. Though the
game involves an infinite number of players, our focus on
SNE allows the game to be treated as a two-person game with
closed-form expressions for equilibrium.2 The price can be
then used to control the fraction of the SUs transmitting on
the PC.

The summary of our contributions and their discussions are
as follows:

o We first model spectrum sharing between two MANETS,

one operating on a PC and another on a SC. We introduce
a metric called ‘Sharing Gain’ to quantify the gain. The

I Network operator can be a regulator or a device manufacturer that sets
the protocol of the SUs.

21t is well known that computing the games is, in general, a hard problem.

metric allows us to compare the achievable throughput
for SUs by using both PC and SC against a benchmark
throughput achievable on SC alone using ALOHA.

o We show that when PUs QoS requirement of PUs
is ‘relaxed’, the Sharing Gain can be significant
(Theorem 1). Specifically, we show that as the QoS
requirement of the PUs reduces SUs benefit more as they
will have more flexibility to spread their transmission on
primary and secondary channels. We also demonstrate
that when the QoS for PUs is ‘stringent,” the SUs would
benefit from using only SC instead of both the channels.

+ When the SUs are non-cooperative, we study the SNE of
the game where SUs aim to maximize a utility defined as
the weighted difference of success probability and trans-
mission cost. We show that global optimal performance
can be achieved at equilibrium (Theorem 2 & 3) in
some cases through a pricing mechanism. Specifically,
we show that a linear pricing mechanism where the SUs
are charged in proportion to the amount of time they use
PC induces co-operation among the selfish SUs.

o We show that SNE of the game is the same as
Wardrop equilibrium [11] in an equivalent routing game
(Theorem 4). This connection enables us to use repli-
cator dynamics to compute the SNE. Further, using
these dynamics we propose algorithms that achieve the
equilibrium.

» Finally, we consider a secondary MANET share uplink
of a cellular network and show that the observation about
throughput and sharing gain are similar to the earlier case
where they shared spectrum with another MANET.

A. Related Works

Several papers including [12]-[17] study the performance of
co-existing heterogeneous networks under outage constraints.
Below we discuss papers that consider underlay networks and
non-cooperative users as we do. Survey articles [18]-[20] give
details of other aspects of spectrum sharing.

In [15], the authors study transmission-capacity trade-off
of a network where a MANET shares uplink of a cellu-
lar network; transmission capacity is defined as the highest
density of PUs and SUs that can co-exist without violat-
ing the outage constraints. It is shown that the capacity
region of co-existing network is triangular. In [17], the
authors study co-existence of two MANETs and evaluate
the transmission capacity of the secondary network under
outage constraints. The authors in [13] study single hop trans-
port capacity (STC) of two MANETSs that co-exist, where
STC involves both the transmission distance and transmis-
sion capacity. They consider different distribution on the
distance between transmitter-receiver pair. In [12], the authors
consider spectrum sharing between D2D devices and cel-
lular networks. A D2D device either transmits directly to
other devices or uses the cellular network. The authors
derive rate expression and analyze achievable rates for D2D
devices.

As discussed above, the papers on spectrum sharing ana-
lyze the highest density of SUs and PUs that can co-exist
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without violating outage constraints. Our work differs from
these works as we study how SUs can spread their trans-
missions on both PC and SC to achieve higher throughput
without degrading QoS of PUs and characterize the achiev-
able gains. We stress that our goal in this work is to
effectively utilize both PC and SC to achieve higher throughput
rather the just co-exist with the PUs without degrading
their QoS.

MANETS are often decentralized and user in them make
decisions on their own and can be selfish. several authors
have studied non-cooperative behavior of SUs [21]. In [22],
the authors consider a single PU and N SUs. Spectrum shar-
ing problem is formulated as an Oligopoly market where the
SUs fight for good share in the spectrum offered by the PU.
In [23], multiple PUs trade spectrum with multiple SUs. The
authors consider a repeated game model where SUs adopt to
different quality and price set by the PUs. The behavior of
SUs analyzed using the theory of evolution [24]. In [25], [26]
the authors study a non-cooperative game among a finite set of
primary networks that share part of their spare spectrum with
the secondary users for a fee. In [27] the authors consider a
population game framework composed of both PU and SU that
determine selfishly their transmission rates on the PU channel.
The quality is evaluated using an average delay measure and
a pricing mechanism is used to minimize the price of anar-
chy of the system. Finally, transient analysis of the system
is studied through the prism of the replicator dynamics. Its
convergence is proved and yields to effective selection strat-
egy for this overlay CR network. In this last reference, even
if mathematical tools from game theory with a large number
of players are also considered like in our section related to
the noncooperative case, the problem under consideration is
totally different. In fact, we consider the spatial distribution
of users and coverage probabilities measure, they do not con-
sider the geographical aspect at all, only the transmission rate
and the average delay.

In this paper, we establish that under the stochastic
geometric setting, the spectrum sharing problem with non-
cooperative users can be modeled as a routing game.
Though game theory has been applied extensively in the
study of cognitive radio networks and spectrum sharing,
to the best of our knowledge this connection is new
and helps us leverage the tools developed for the rout-
ing games to study dynamics of the spectrum sharing
systems.

Paper Organization: We begin with spectrum sharing
problem between two MANETSs in Section II and discuss
the model and setup. In Section III, we consider a cooper-
ative scenario where all the SUs follow a strategy assigned
by a network operator. In Section IV, we consider selfish
behavior of SUs and study Nash equilibria of the game. In
Section V we establish that the game is equivalent to a rout-
ing game and give a method based on replicator dynamics
to compute the Nash equilibrium of the game. In Section VI
we extend the analysis to the case where SUs of a MANET
share spectrum with a cellular network and give numerical
results in Section VI-B. We end with concluding remarks
in Section VIL

II. SPECTRUM SHARING BETWEEN MANETS

In this section, we consider two mobile ad hoc networks,
one operating on a licensed spectrum and the other on an unli-
censed spectrum. The extension to the case where multiple
licensed spectra are available for sharing can also be treated
similarly, but it brings in more combinatorial complexities.
Using the terminology of cognitive radio networks, we refer
to licensed spectrum as a primary channel (PC) and trans-
mitters on it as primary users (PUs). Similarly, unlicensed
spectrum is referred to as secondary channel (SC) and trans-
mitters on it as secondary users (SUs). We assume that PC
is of higher bandwidth than SC and is of better quality. The
SUs can also transmit on the PC provided that they do not
degrade PUs’ quality of service (QoS). We assume that both
SUs and PUs are saturated, i.e., always have a packet to
transmit. This saturated traffic scenario is ideal to evaluate
the performance of the system in a kind of worst-case sce-
nario. This is mainly studied before deployment of solutions in
practice.

Both PUs and SUs are spread in a common geographical
area and we assume that they are distributed according to inde-
pendent homogeneous Poisson point processes (P. P. P.) of
intensity A; and Ay respectively.

We consider the simplified mobile ad hoc network
(MANET) model called the Poisson bipolar model proposed
in [6] for the SUs and PUs. Each dipole of the MANET
consists of a transmitter and an associated receiver. Let
& = {X};>1 denote the locations of secondary trans-
mitters that are scattered in the Euclidean plane according to
a homogeneous Poisson point }Jrocess of intensity Aj;. The
set of secondary receivers {y;r i>i» Where y;U denotes the
receiver associated with transmitter Xzﬂ , are assumed to be
distributed uniformly on a circle of radius r centered around
its transmitter, i.e., y{f = Xzﬂ + rR(G‘{I), where 6“? is uni-
formly, independently and identically distributed on [0 27],
and R() = (cos(6),sin(h)). Let ®! := {X]};>; denote the
location of primary transmitters and, like SUs, the receiver of
each PU is located uniformly on a circle of radius r centered
around its transmitter.?

Let n = 0,1,2,..., denote index of time slots with
respect to which all nodes are synchronized.* We asso-
ciate with each SU a multi dimensional mark that carries
information about decision of which channel to use (PC or
SC) and the fading condition at each time slot. Following
the notation of [6, Ch. 17], let the sequence Mgf (n) =
{ei(n),Fiﬂ(n),F;U_I(n)}nzo denote the marks associated
with SU i, and M/ (n) = {F(n), F =" (n)},>0 denote the
marks associated with PU i, where

e ¢; = {e;(n)}n>p denotes the sequence of channel access

decisions of SU i. e;(n) is an indicator function that takes
value 1 if node i decides to transmit on PC in slot n, oth-
erwise it takes value zero. The random variables e;(n) are
assumed to be independently and identically distributed
(i.i.d.) in i and n, and independent of everything else.

3Extension to include a random distance between Tx-Rx pairs is straight-
forward. But it provides little new insights.

4Ana]ysis extends to non-synchronous using techniques in [28]
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o Fll(n) = {Féf(n) : j > 1} denotes the sequence of
channel conditions between the transmitter of SU i and
all the secondary receivers (including its own receiver).

. F{I_I(n) = {Féf—I(n) : j > 1} denotes the chan-
nel condition between the transmitter of ith SU and all
primary receivers.

e Fl(n) = {Fé(n) : 7 > 1} denotes the sequence of
channel conditions between the transmitter of ith PU and
all the receivers (including its own receiver).

. Fg_H(n) = {ng_ﬂ(n),j > 1} denotes the sequence
of channel conditions between the transmitter of ith PU
and all secondary receivers.

e It is assumed that channel conditions are i.i.d. across the
nodes and time slots, with a generic distribution on R
denoted by F with mean 1/u. The marks are assumed to
be independent in space and time.

The probability that the ith SU transmits in time slot n on PC
is p; = Pr{e;(n) = 1} = E[e;(n)]. When all the SUs use
the same p; (symmetric scenario), we drop the subscript i and
write it as p. If each SU use PC with probability p and its
decision is independent of everything else, we obtain a pair of
independent Poisson processes at each time slot n, one repre-
senting a set of SUs on PC &I (n) = {X/!, e;j(n) = 1} and
the other representing the rest of SUs on the SC @éf (n) =
{X!T e;(n) = 0} with intensities pA;; and (1—p)Aj7 respec-
tively. All the SUs transmit at a fixed power Pjy, and the PUs
at a fixed power level of P;. For notational convenience we
write P = PI/PII'

Let I(x, y) denote the attenuation function between any two
given points z,y € R2. We assume that this function depends
on the distance between the points, i.e., |z — y|. We consider
the following form for attenuation:

I(z,y) = |z —y|™? with B> 2. M

A. Coverage Probability of a SU
A signal transmitted by ith SU is successfully received in

time slot n on SC if the SINR at its receiver is larger than

some threshold T7y, i.e.,

Py Fy (n)l(r)

i3

SINRI (n) =
' Iégf(n)(yég) + W(n)

T, 2

where W (n) is the thermal noise power at the receiver and

>

PrFY (m1 (1" - ")
X[ eafl (n)\X[T

f¢,6'r (n) (:UEU) =

denotes the shot noise of the P. P. P. @éf (n) in time slot n. We
assume that the noise is an i.i.d. process. A signal transmitted
by the SU at X iﬂ is successfully received in time slot n on PC
if the SINR at its receiver is larger than a threshold T7, i.e.,

Py FlI (n)i(r)
I@{I(n)(%’g‘r) + i (o) (97) + W(n)
> Ty, (3)

SINRI=I(n) =

where

Iyt (n) (ygf ) -

>

PuFL mi(1x]7 - 1))
X[ el (n)\ X!

)

is the shot noise from SUs on the PC and

fcbf(n)(yig) = > PIF};_H(H)I(le — !
X! ed! (n)

)

denote the shot noise from PUs, at y;” in time n. Since band-
width of PC is assumed to be much larger than that of SC we
set Tj7 > Ty. Consider a typical SU at the origin with mark
M (0) = (e;(0), F(0), F'=1(0)) at n = 0. The typical
node is said to be covered in slot n = 0 on SC if (2) holds given
that it selects to operate on SC. Then the coverage probability
of the typical node is

120 {SINR{I (0) > Typ

(0) =0},

where Péf denotes the Palm distribution [29, Ch. I] of the sta-
tionary marked P. P. P. @éf . Note that due to time-homogeneity,
this conditional probability does not depend on n. The cover-
age probability of a typical node when all other nodes use the
same channel access decision is evaluated in [30]. Continuing
the notation used in [30] we denote this coverage probability
(non-outage probability) as pgf = pgf(r,(l —p)Am, Tr).
A tagged node is said to be covered in slot n = 0 on PC
if (3) holds given that it selects to operate on PC. We denote
this coverage probability as p2l 1 = pII=I(r, AL T7) and is
given by

pil-1 {SINR;.U 1) > T7 | ei(0) = 1},

where Péf ~! denote the Palm distribution of the stationary
marked P. P. P. & = &Il + &/ with density \; = A;
+ pAnr-

Proposition 1: [6, Proposition 16.2.2] Let the fading pro-
cess be Rayleigh distributed and each SU select PC with
probability p in each slot. Then, coverage probability of a
typical SU on SC and PC, respectively, is

pe' = Liyy (WTir/Prl(r) Lw (uTir /Prrl(r))
pe ! = Lryy (uTr/Prrl(r) L1y, (WTr/Prrl(r))
x Lw(pTr/Prri(r)),

where Ly (s) = E[e~*X] denotes the Laplace transform of
random variable x evaluated at s.

Corollary 1: Let the fading process be Rayleigh distributed
and W = 0. For the path loss model in (1), we have

pt’ = exp{—(1—p)A1r Crr}
P~ = exp{—pAn Cryexp{-N PP Cr },

where Cp; = r2To/PK(8), C; = r2 TP K (8) and K(B) =
212/(Bsin(27/B)).
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B. Coverage Probability of a PU

The ith PU is said to be covered if SINR at its receiver is
larger than threshold T7. We denote the coverage probability
of a typical PU as pl == pl(r, 7, T1). Following the steps
used for typical PU, it can be evaluated as follows:

Proposition 2: [6, Proposition 16.2.2] Let each SU transmit
on PC with probability p. For Rayleigh fading, the success
probability of a typical PU is given as

Pe = L1y (WTr/PrUR) L,y (T1/Pri(m))
x Lw (pTr/Pri(r)).

Corollary 2: Let the fading process be Rayleigh distributed
and W = 0. For the path loss model in (1), the coverage
probability of a PU is

pl = eXP{—pAHP_%SC'I} exp{—ArCr},
where Cr = 2 TP K (B).

C. Density of Successful Transmission of SUs

Let d/f(p) denote the spatial density of successful trans-
missions of the SUs on SC. Since the SUs form a P. P. P. of
intensity (1 — p)Azr in each slot on SC, we obtain d!!(p) =
(1=p)Airpd (r, (1= p)A1r, Typ). Similarly, let df (p) denote
the spatial density of the successful transmissions of the SUs
on PC. Since the SUs form a P. P. P. of intensity pAjr in each
time slot on PC, we obtain d;r(p) = p/\HpCI_I('r,:\, T7).
Then, if each SU decides to transmit on PC with probabil-
ity p independent of others, the total density of successful
transmissions of the SUs, denoted as ds(p), is

do(p) = df (p) + dl (p).

In the following we first consider the case where all the
SUs co-operate and aim to maximize their spatial den-
sity of success without degrading the QoS of the PUs.
We then consider that the SUs selfishly select the chan-
nels and propose a mechanism to improve equilibrium
performance.

III. Co-OPERATIVE CASE

In this section we assume that all the SUs belong to a
network operator and access PC with a probability assigned
by the operator. A fraction of SUs are allowed to transmit on
the PC provided that their transmissions do not degrade the
QoS for the PUs on PC.

A. Quality of Service Guarantee for the PUs

A natural way to guarantee a certain QoS to the PUs is to
limit the amount of interference by the SUs on PC, or, alter-
natively, to maintain a minimum coverage probability of the
PUs in presence of SUs. Specifically, we consider that each
PU is covered with probability at least 1 — §, where & deter-
mines the predefined QoS level. The objective of the network
operator is to maximize the density of successful transmis-
sions of the SUs without degrading the QoS requirement of the

PUs, i.e.,

ds(p)
pl>1-56 (5)

maximizepeg 1]
subject to

Let p} denote the global maximum of the optimization
problem in (5).

Sharing Gain: If SUs can transmit only on the SC, then
contention resolution protocols like ALOHA, CSMA can be
used to improve the success density. In ALOHA/CSMA, only a
fraction of the SUs transmits in each time slot, while the others
remain silent to reduce interference. If SUs can also transmit
on the PC in addition to SC, some of the SUs can transmit
on PC (provided that the QoS constraints are met) and thus
increase the number of their concurrent transmissions without
increasing intra-channel interference on SC. We measure this
gain in terms of the success density of the SUs by comparing
maximum success density achievable using both PC and SC
to that achievable using SC alone. Specifically, we define SUs
success density gain by G := G(Apr, A1, Tqr, T7), as:

ds(p5)

G = .
maXpe(o 1) df (p)

(6)

B. Performance Evaluation

For analytic tractability, we focus on the case of Rayleigh
fading and neglect channel noise® (W = 0). From
Corollaries 1 and 2, the optimization problem in (5) for the
Rayleigh fading is given by:

maximize,cjoq] (1 —p)Amrexp{—(1—p)AnCrr}
2
+ pAnr EXP{ —pArCr — A P? CI}

_2 _ _
exp{—pAfP?® Cr —A\;Cr} >1-06.
)

The following simple observation states in which parameters
configuration it is possible for both the SUs and PUs to share
the PC.

Lemma 1: Given § > 0, SUs can transmit on the PC if and
only if

subjected to

Ar < —log(1-4)/Cr.

Proof: A fraction p of the SU’s are permissible to transmit
on PC if and only if they do not degrade the QoS of the PU’s,
i.e., when

exp{—pAIIP—2fﬁ Cr—\; C}} >1-6.
Rearranging the above, we obtain
P
Now it is clear that for p > 0, Aj should satisfy
Ar < —log(1-4)/Cr.

SFor the case with non-negligible noise the same analysis holds up to a
constant scaling factor that depends on the Laplacian of noise random variable.
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Scaling Properties: For notational convenience write A \ =
—log(1 —_J)XCI and p = —(log(1—38)+A;Cr)/A\;f P Cj.
If A\j < Ay, then some SUs are permitted to use PC. On the
other hand if A\; > A;, SUs are prohibited to use PC. Notice
that A; is inversely proportional to Ty (through C), and if T}
decreases, more SUs can be accomodated on the PC without
degrading QoS of PUs. Specifically, if T decreases by a factor
a € (0 1], then the density of both PUs and SUs can increase
by a factor a=2/B on PC without affecting the QoS for the
SUs. To see this, note that 5 depends on the products Ay T?f A

and Ajs Tf/ A (through A;C and Aj; C' ) and their value does
not change if T decreases by a factor a € [0 1] and the values
of A; and )\ increases by a factor a—2/5.

Let us first consider unconstrained optimization problem
ignoring the constraint in (7). It is easy to note that both d1 (p)
and d!(p) are quasi-concave in p and each attains a unique
maximum. But, their sum is not always quasi-concave and
the maximum value of d;(p) may not be unique. Some of its
properties are listed below.

Proposition 3: Let p* denote a maximum of dg¢(p). Assume
ArrCr <1, then p* is unique. Further,

e If A Cpp <1, then dg(p) is concave in p.

o If ’\IICII > 1, then p* >1—- 1/)\[[0[[.

Proof: Differentiating each term in dg(p) w.r.t p we obtain

dd (p)/dp = Arp exp{—(1 — p)A;; C1r}

x A Cp(1—p)—1), ®)
dd! (p)/dp = Aip exp{—pAi1 Cr}(1 — pA1r Cr)
x exp{—AIPW CI}. )

First consider the case Aj;;Cj; < 1. Differentiating (8)
and (9) again, we see that they take negative values for
p € [0,1]. Hence dg(p) is concave in p. Now consider the case
ArrCrr > 1. In this case dg(p) is monotonically increasing
for all 0 < p < 1—1/A;;Cyr as both (8) and (9) are positive
in this interval. Hence it is clear that p* > 1 — 1/\j; Cyy.

Uniqueness of p* is clear in the case Ay Cjy < 1 due to
concavity. To see the same holds for the case Ajjejr > 1, con-
sider the following first order optimality conditions obtained
by setting dds(p)/dp = 0. Simplifying the expression and we
obtain

exp{~ArP¥? G (1 — pArr Cr) exp{-pAur Cr}
=exp{—(1 = p)Ag Cp }(1 — (1 = p)A1r Cpp)-

Since we assume that A;;C; < 1, the left hand side is
positive and decreasing, taking value exp{—\;P~2/8C;}
(1—pAjr Cr) exp{—pA7 Cr} at p = 1. Whereas, the right side
is positive and increasing only for p > 1 — 1/Aj7 Cjy (other-
wise it is negative), taking values Oand l at p = 1—-1/A;7 Cjr
and p = 1, respectively. Hence, the condition dds(p)/dp =0
(Eqgn. (10)) holds for a unique p. |

Based on this result, the following remarks can be done.

Remark 1: Let p* denote a maximum of dg(p).
If A;pCr>1, then p* may not be unique. Further,
when Ay Cr > 1, any optimum p* is such that
1ApCr <p* <1-1/ACyy.

(10)

The proofs of this remark come directly and are similar to
that of Proposition 3. Recall that Cj; > Cf implies Ty > T7,
and smaller the values of T and T7j, better the channel qual-
ity (with higher success rate). For a given Afp, if Ay Cpp < 1,
dg” is maximized at p = 0, i.e., there is no need for SUs
to transmit on PC, hence G= 1. If \;;Cj; > 1, d(p) is
maximized at p = 1 — 1/A;;Cy and the operator benefits
by allowing a fraction 1 — 1/A;; Cyr of the SUs to transmit
on PC. Further, if Aj;Cy < 1, PC quality is better than that
of SC, hence the operator benefits more by allowing more
than 1 — 1/A;;Cyy fraction of the SUs to transmit on PC
as noted in the second part of Proposition (3). On the other
hand, if A;; Cr > 1, PC quality is not significantly better than
that of SC, and the operator may gain only by allowing a
smaller than 1 — 1/A;; Cyy fraction of the SUs to transmit
on PC (Proposition 1). Thus we focus on the scenario where
ArrCrr > 1 and A Cr < 1, iee., the quality of PC is better
compared to that of SC where the operator prefers to place
more SUs on PC but is constrained by the QoS requirements
for the PUs.

Now we return to the constrained optimization in (7). Note
the objective function is concave in the regime of interest and
constraint is a convex set. Hence solution of (7) is unique. Its
properties are listed below.

Proposition 4: Let A\;y Cyr > 1 and Aj; C7 < 1. For a given
0 > 0 and p the global optimum d} of (5) satisfies:

e If p <1—1/ACpy, then p} = p.

e« If p>1—1/A;Cpy, then p} > 1—1/A;7Cyy.

Proof: From Proposition (3), the objective function in (7)
is monotonically increasing for all p <1 — 1/A;;Cyr. Hence
the optimum is achieved at p}; = p. Further, d¢(p) achieves
the maximum at a point p > 1—1/A;; Cy7. Hence if p > 1—
1/Aj1 Cyp, then the optimum is such that p}; > 1—-1/A;; Cy7.H

As noted earlier, the network operator benefits if at least
1 —1/Ap7 Cpy fraction of the SUs operate on PC. However, if
doing so violates QoS guarantee for PUs, then the network
operator can place at most p fraction of SUs on PC.
The following Theorem characterizes the gain in different
regimes.

Theorem 1: Let A\;Cpr > 1 and A Cr < 1. Let a =
exp{—A1P?BC;}, we have

e If p>1—1/A;Cyy, then

1+ earf Cpexp{—A1Cr} > G
> 1+ ea(ArCrr — 1) exp{—(A; Crr —1)C1/Cr}
(11)
e If p <1—1/A;Cy, then
G <1+ ea(ApCrp — 1) exp{—(Ap; C;y — 1)Cr/ Cyr}

Proof: 1 First consider the case p > 1 — 1/A Cyy. It is
easy to note that maximum of d/f(p) is attained at p = 1 —
1/A; Cpp and maxyc(gq) di! (p) = 1/eCyy. Also, d!(p) is
monotonically increasing and maximized at p = 1. Hence,
ds(p) is trivially upper bounded and then we obtain:

maxye[o,1] d!(p) + maxpe(o,1] d (p)

G <
maXyeo,1] d{(p)

¥
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Fig. 1. Gain vs. outage . We set Py = Py, Ay Cpp =2, A Cr = 0.2,
ApCr = 0.5, A;Cp = 0.05. The gain reaches a limit value as the outage
tolerance grows. However, the centralized scheme may degrade the network
performance when the outage tolerance is very low (G <1 when & < 0.08.).

<1+ eCy max_dl(p),
pe[0,1]

=1+ ea)j Cry exp{—A11 Cr}.

From Propositions 3 and 4 note that p} > 1 — 1/A;; Cpy and
ds(p) is increasing for all p < 1 — 1/A;7 Cyr. Evaluating
d(p) and d(p) at p =1 — 1/\}; Cy; and simplifying, we

obtain
1 1
L D (Y __)c}.
CII) { (I cr) !

1
(v > =+
eClr
Finally, using the definition of G and simplifying the expres-
sion, we get the lower bound:

C
G >1+ae(ACp —1) GXP{_()‘II Cir — 1)0—;}-

When p < 1—1/\j; Cyz, from Proposition 4 we have p};, = p.
Also, from Proposition 3, dg(p) is monotonically increasing
forall p < 1—1/Aj;Cyr. Hence de(p)y) < ds(1—1/A11 Cpyp).
Then using the same steps used previously, we obtain the
required upper bound. |

Both the upper and lower bounds in (11) are increasing in
the ratio T';7 / T (through Cp;/Cy) for a fixed Aj; Cry. Thus,
the gain G is higher if PC quality improves compared to that
of SC quality. We note that for the case p > 1 —1/Aj7 Cjy the
lower bound is strictly larger than 1, thus the network opera-
tor always gains using PC. However, if QoS requirement for
the SUs is ‘stringent’ such that p < 1 — 1/A;7 Cpy, then it
may be possible that G < 1 and the operator may not gain
by using PC. In Figure 1 we plot G as a function of the out-
age tolerance 4. As seen, for small values of §, G < 1. In
this regime, the network operator should avoid using PC and
aim to increase the success density on SC alone using con-
tention resolution protocols. In Figure 1, the minimum outage
tolerance such that the use of PC enhances SUs successful
transmissions is given by § = 0.08. Above this outage level,
the gain G is higher than 1. Therefore, transmitting on both
SC and PC is not always profitable at the global system level.

IV. NON-COOPERATIVE CASE

In this section, we consider that the nodes selfishly select
the channel to transmit on. The goal of each SU is to maximize
its good-put. We refer this non-cooperative game among SUs
as a channel selection game.

With abuse of terminology let PC and SC also denote
actions of each SU. In this context, we consider that the SUs
do not know a priori their neighborhood and the level of
interference they will see on either channel and hence play
the same mixed strategy in each time slot that is decided
at the beginning of the game. Our interest is in considering
Symmetric Nash Equilibrium (SNE) of the game, in which
all the SUs play same (mixed) strategy at equilibrium. SNE
is often considered to evaluate the performance of systems
involving a large population of homogeneous players. The
game considered is static; i.e., the environments of the players
such as CSI and geographic positions are invariant. It provides
a baseline game-theoretical analysis as in many networking
problems (see [27], [31]) for obtaining closed-form expression
of equilibrium solutions and performances.

Each SU determines one channel to transmit on as a random
process. Let p; denote the probability with which i-th user
selects the PC. We refer to p; as the mixed strategy (or simply
strategy) of user i. Consider a tagged SU i and let U;(p;, p)
denote its reward/utility when it plays a strategy p; while the
rest of SUs play strategy p. We define the utility of the tagged
SU as its average good-put, given as

Ui(pi, p) = pipk(r, A1 + pAir, Tr)
+ (1= pi)pl (r, (1 — p)Amr, Trr)- (12)
Definition 1: A probability p; € [0 1] is a SNE if

Ui(pispg) < Ui(pg.p3),

holds for all i and p; € [0 1].
py indicates that no SU has an incentive to unilaterally devi-
ate from the strategy pj if all other SUs are playing it. pj also
gives the fraction of SUs using PC at equilibrium.
Proposition 5: Let the fading be Rayleigh distributed and
W = 0. Then we have

2

« _ (Tu/Tr) — (Ar/Am)PF
’ T /Tr+1 '
Proof: The proof idea is that when all the players play
mixed strategy (13), U(p;, p) becomes independent of p;, i.e.,
a tagged node becomes indifferent to its own strategy. Let SU 1
play mixed strategy p; and all other SUs play mixed strategy p.

Then for Rayleigh fading and W = 0, we have

Ui(pi, p)
= piaexp{—pArr Cr} + (1 — p;) exp{—(1 — p)A;s Ci1}
= pi(aexp{—pA C} — exp{—(1 — p)A;s C11})
+ exp{—(1—p)An Cr},

2
where a := exp{—A; P? C;}. Suppose all the SUs other than
i-th SU play a strategy p is such that

(13)

aexp{—pApg Cr} =exp{—(1 - p)A Cpr}, (14

then U;(p;, p) does not depends on p; and the i-th SU
becomes indifferent to its own strategy. Further, if every SU

6Though there are infinitely many players in the game, we can compactly
write utility U; as if there are two players in the game- one is the tagged
player and the other representing rest of the players that use the same strategy.
‘We do so as our interest in the SNE of the game.
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TABLE I
SUMMARY OF NOTATIONS

Notation Meaning
p* unconstrained optimum of ds(p) in (7)
Dy constrained optimum of d(p) in (7)
D QoS constraint bound
Py SNE without cost
Py(p) SNE with cost p > 0

play a mixed strategy p that satisfies (14), then unilateral devi-
ation by a SU do not increase its reward. Hence, solution
of (14) as given in (13) is the SNE of the game. |
Notice that pj is increasing with the ratio Tj;/T; and
decreasing with Ay /Ajy, thus
o if PC quality improves or SC quality degrades, then SUs
will transmit more frequently on PC at equilibrium,

» if PU density decreases or SU density increases then SUs
will transmit more frequently on PC at equilibrium.
Though the bias of the SUs to operate on PC increases with
increasing quality of PC or decreasing density of the PUs, this
is not always desired as it can violate the QoS requirement
for the PUs. To avoid this, the SUs has to be de-incentivized
from aggressively using PC. We next propose a pricing based

de-incentivizing scheme.

A. Pricing Based Mechanism

To prevent the SUs from aggressively using PC, we intro-
duce a price on SUs for transmitting on the PC. We assume
that the network operator charges a fixed price per transmission
from SUs that transmit on the PC, and this price is determined
in collaboration with the owner of the PC knowing its QoS
constraints. The network operator controls this price form the
SUs and can regulate its value. Let p > 0 denote the price
charged form SUs each time they transmit on PC. Taking into
account this cost, we redefine utility of each SU as a weighted
difference of performance (average good-put) and a dis-utility
(expected transmission cost) as

Ui(pi, p) = Ui(pi, p) —aw(pi) Vi (15)
where o is a trade-off factor indicating the importance each
SU assigns to the performance compared to costs. For each
SU, the transmission cost depends only on its strategy and
for ith SU it is given as w(p;) = pp;- The other possi-
ble utility function is the average good-put per unit cost, i.e.,
Ui(p;, p)/aw(p;). But this utility leads to a game with degen-
erate SNE of p; = 0,where SUs have no incentive to use PC.
Henceforth, we focus on the game with utility (15) where we
denote the resulting SNE as p; (p). For notational convenience,
we write the product ap simply as p and refer to it as price.
A list of notations summarized in Table I for easy reference.

Theorem 2: Assume A;;C; < 1 and A Cpp > 1. For
Rayleigh fading and W = 0, the game where SU’s utility
defined in (15) has a unique SNE. Further, the SNE pg(-) is
such that

2
o pg(p) =0if p> exp{—A; PF Cp} — exp{-A Cpy}

o pg(p) is strictly decreasing for all

2
0<p< EXP{_AIPE CI} —exp{—A;r Crr}-
Proof: Rearranging the utility of a tagged SU, we have
Ui(pi, p)
= pi(aexp{—pA;r Cr} — p—exp{—(1—p)Ar Cpr})
+ exp{—(1—p)An Cr}, (16)

where a = e}cp{—/\IP% Cr}. Let a —exp{—A1;1Cr1} < p-
Note that the coefficient multiplying p;, ie.,
aexp{—pA; C1}—p—exp{—(1—p)A;; Cir} is a decreasing
function in p, and is negative valued for all p € [0 1]. Then
p; = 0 is optimal for SU i and is also a dominant strategy.
Hence p; = 0 is the SNE.

To prove the second part, recall from the proof of
Proposition (5) that SNE of the game is given as the solution of

aexp{—pAg Cr} —exp{—(1—p)A Crr} = p. (A7)

The left hand side is continuous and strictly decreasing in
parameter p. Hence, the valug of solution is decreasing in p. B

The quantity exp{—A;P® C7} — exp{—A;;Cyr} denotes
the marginal gain in success probability of a SU from trans-
mitting on PC compared to that on SC when rest of the SUs
transmit on the SC. If this marginal gain is smaller than the
transmission cost on PC, then the SU has no incentive to use
PC. Hence we obtain p; = 0 in the first part of the theorem.
On the other hand, when the marginal gain is larger than the
transmission cost, the SUs benefit from transmitting on PC.
However, with higher costs, the benefit is diminishing and
SUs use PC less frequently as noted in the second part of the
theorem. Further, by setting an appropriate price the operator
can achieve any SNE in the interval [0 p3(0)]. See the proof
for details.

Optimal Price: The operator would like to set a price such
that the success density of the SUs is maximized without vio-
lating the QoS requirement for the PUs. If pj € [0 pj(0)], then
the operator can find a price p* > 0 such that pg(p*) = pg and
achieve global optimal performance at equilibrium. However
the condition pj € [0 py(0)] need not always hold. The follow-
ing Theorem characterizes the achievability the global optimal
performance at equilibrium.

Theorem 3: Let the conditions in theorem (2) hold. Global
optimal performance is achievable at equilibrium if and only
if p < pg(0).

Proof: A straightforward evaluation of derivatives in (8)
and (9) at p = p}(0), we see that ddl!(p}(0))/dp > 0.
Hence, from Proposition (3) the unconstrained optima p* of
ds(+) satisfies pj(0) < p*. Also, from Proposition (4) we have
p = po*.Let p < py(0). The second part of Theorem (2) guar-
antees existence of a p*>0 such that p = pj(p*). This proves
the sufficient condition. Let p > py(0). From Proposition (3)
and (4) we have that p}, = p* if p > p* or p} = p if p < p*.
Since py(0) < p*, it must be the case that p3(0) < p;. Now,
by for any p > 0, we only achieve a SNE smaller than pg(0).
Hence, global optimal is not possible for any p > 0. This
concludes the proof. |
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Fig. 2. PoA vs. outage tolerance. We set Py = Py, A Cp = 2, A1 Cr =
0.2,A;;C; = .5,A; C; = 0.05,A;C = 0.02..

As given in the proof, for any given p, the corresponding
SNE p = pj(p) satisfies

aexp{—pAr Cr} —exp{—(1 - p)A\r Crr} = p.

Alternatively, to achieve any SNE p; we can set a value of p
for which the above relation holds with p = p;. Specifically,
by setting p = p}, we can find the corresponding p that results
in global optimal performance at equilibrium.

When p > pg(0), the pricing strategy is not effective and
there is degradation in the social performance due to selfish
nature of SUs. This degradation can be measured using price
of anarchy (PoA) [32] defined in our context as follows:

ds(pp)

PoA = min —_
p>0,p;(p)<p A1 U(pg(p))

(18)
where A\jp U(pg(p)) is the SUs’ spatial density of successful
transmissions at SNE py (p). PoA as a function of ¢ is shown
in Figure 2. When 4 is small, through pricing selfish nature of
the SUs can be directed to achieve global optimal performance
at equilibrium (PoA = 1). For large values of 4, there exists
no non-negative price to control the selfish behavior and hence
the PoA is high. However, in this regime, if the operator pays
the SUs instead of charging them (negative p), global optimal
performance can be still achieved.

V. DYNAMICS OF THE GAME

In this last section, we study the dynamics of decision for
this channel selection game. We first establish that the game
is equivalent to a routing game with a continuum of users.’
Specifically, we show that the SNE of the game is the same as
the Wardrop Equilibrium (WE) [11] of an equivalent routing
game. Though the equivalence seems natural, we have not
come across this equivalence anywhere and present it here for
completeness. The advantage of this equivalence is that we
can readily use replicator dynamics to compute SNE of the
channel selection game.

A. Equivalent Routing Game

We first recall the Wardrop setting. In this setting, certain
traffic is to be shipped across a set of routes. Total traffic to
be shipped constitute the set of non-atomic players, and the

TNote that in the channel selection game the number of players is countable,
whereas it is uncountable in the routing game.

cost of using each route depends on the total traffic on that
route. To map channel selection game to a Wardrop setting,
we can view each SU as a non-atomic player and transmis-
sions of SUs as the total traffic (load) to be transported across
two routes that are represented by PC and SC. The set of
transmitters constitute a common source (S) and the set of
receivers a common destination (D). In the channel selection
game, the success probability depends on the total density of
SUs using that channel. We can thus assign the cost of a route
in Wardrop setting as the success probability (with price) on
that route/channel. The routing model is such that congestion
costs denoted Rj(-) and Ra(-) are

2
Ri(p) = exp{ _pA;CPF } exp{—pAirCr} — p

Ra(p) = exp{—(1—-p)An Cp}.

We refer to this game model as routing equivalent of channel
selection game where the notion of equilibrium is WE which
satisfies the following principles [11]. “The journey times on
all the routes actually used are equal, and less than those
which would be experienced by a single vehicle on any unused
route” Let (pg,;, (1 — pg,)) denote the WE of the equivalent
routing game.

Theorem 4: The SNE of the channel selection is the same
as the WE of its equivalent routing game, i.e., py, = py(p)-

Proof: Applying the principles of Wardrop equilibrium, we
can find a n such that

Ri(pw) 21

Ro((1—pw)) =7

puw(Ry(py) —m) =0

(1= py)(B1(1 — py) —n) = 0.
Let 0 < pf < 1, above conditions then imply that
Ri(pf)) = R2(1 — pf,) which is the same as the condi-
tion of SNE (see (14)). Now consider p;, = 0. Applying
the above conditions again, we obtain B1(0) = n < Rs(1),
which implies exp{—pA; C; PF } —exp{—A;; Ci1 } < p. Thus
(pd), (1 — p))) satisfy properties of SNE in Theorem 2 and
hence py, = pg(p)- |

B. Replicator Dynamics

Given that the channel selection problem is equivalent to a
routing game (or a populations game), we can apply replica-
tor dynamics [24] to study its behavior. Let p(f, P) denote the
fraction of SUs that take action P at time ¢. It is straightfor-
ward to compute the solutions to the replicator equation for
p(t, P), which is given as follows:

dp(t, P)/dp

The stationary points of the above dynamics are clearly
either 0, 1 or a p such that R;j(p) = Ra2(p), which is in
agreement with our earlier observations. We note that replica-
tor dynamics indicates that p = 1 could be an SNE, but under
the regime Ay Crr > 1 and A;; Cr < 1 this equilibrium is
not realizable. For the sake of completeness, we discuss the
derivation of the replication dynamics for our setting next.
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Fig. 3. Convergence of DRD as p varies.

Derivation of Replicator Dynamics

To use population game terminology, let F : {P,S} x
[0 1] — R denote fitness function of each SU, where F(A, p')
is fitness of a SU when it plays action A € {P, S} while the
rest of the SUs play mixed strategy p’. Fitness function indi-
cates the benefit of taking an action. Then fitness for taking
action P is F(P,p') = Ry(p’) and fitness for taking action S
is F(S,p") = Ry(1—p'). The utility of a SU that plays mixed
strategy p when rest play p’ (see (15)) is related to its fitness
function as U(p, p') = pF(P,p')+(1—p)F(S,p’). Let p(t, p)
denote the fraction of SUs that take action P at time f. p(t, p)
evolves according to replicator dynamics as [24]:

dp(t,P)/dp = p(t, P){F(P,p(t, P)) — F(t)}

where F'(t) denotes the mean fitness of the populations given
by F(t) = p(t, P)F(P, p(t, P))+(1-p(t, P))F(S, p(t, P)).
Substitute the values of the fitness function and we arrive at

dp(¢, P)/dp
= p(t,P)(1 — p(t, P)){F(P,p(t,P)) — F(S,p(t,P))}
= p(t, P)(1 — p(t, P)){R1(p(t, P)) — Ro(1 — p(t, P))}.

|

Discrete Version: Considering a Euler discretization of the

replicator equation (13), we obtain an equivalent discrete-time
version of the replicator dynamics:

Pt+1 = Pt Rl(pt)
- (1 —pt)Ro(pe) + peRa(pt)’

From the folk theorem of evolutionary game theory, the Nash
equilibria are rest points of the above dynamics [33]. In
Fig. (3)—(4), convergence of discrete replicator dynamics is
shown for various parameters starting from random initial
points and following parameters: Ay = .1, Ay =5, T} = .1,
Ty =1, Py =4, P, =1, r = .3, = .5. In Figure 3, we
plot updates of discrete replicator dynamics as the value of p
varies. We repeat this experiments by varying As in Figure (4).
As seen, the dynamics converges in a few iterations.

(20)

C. Decentralized Protocol

The replicator dynamic equations (19) are the limit of pro-
tocols and learning algorithms that can be practically imple-
mented in real networks. For example, protocols based on
imitation rules (described in [34] in a cognitive radio network)
or utility estimation (as proposed in [35]) played repeatedly
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Fig. 4. Convergence of DRD as A9 varies.

converge to the replicator equations. Such algorithms are eas-
ily implementable because only local information on goodput
is needed. Therefore, many works nowadays combine machine
learning techniques to enhance performance of future wireless
systems and it motivates the need of Al for wireless technolo-
gies. We describe next a pseudo-code of the imitation protocol
that can be implemented in each SU.

1) Initially, randomly choose between primary and sec-
ondary channel to transmit. Then, store the goodput
obtained.

2) While at each iteration do

a) Select randomly a channel and compare the new
goodput to the previous one.

b) If the new goodput is higher, then Migrate to
this channel with probability proportional to the
difference of goodput.

This algorithm is based on particular information for each
mobile, which is his goodput depending on the channel used
to transmit on. Many other protocols based on imitation rules
are proposed in [36, Ch. 3]. In this chapter, the authors pro-
pose an algorithm in which SUs exchange estimated goodput
and then choose the best one to transmit. Their proposed
imitation-based protocol can achieve efficient spectrum uti-
lization meanwhile provide good fairness across SUs. In the
case of imperfect information on the goodput, one can resort
to recent machine learning techniques for games as in [37].

VI. SHARING SPECTRUM WITH CELLULAR NETWORK

A MANET co-existing with a cellular network is consid-
ered. The users of MANET can transmit on an unlicensed
spectrum and uplink channel of the cellular network. As ear-
lier, we refer to users of the MANET as SUs and that of the
cellular network as PUs. The discussion in this section is brief;
once the success probability of a PU and an SU on the uplink
channel is derived, the rest of the analysis is similar to that of
the previous sections.

A. Model and Setup

For SUs, we use the same bipolar MANET model of
Section II. We follow the setup in [9] to model the uplink of a
cellular network with power control. The base stations (BSs)
and PUs are modeled as two independent homogeneous P. P. P.
of intensity Ap and Ay respectively. Let ®¢ = {X}i>
denote locations of the PUs. Each PU attaches to the nearest
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BS, thus the cellular network forms a Poisson-Voronoi tessel-
lation of two-dimensional plane. Each BS serves a single PU,
that is randomly selected from the Voronoi cells, on a time-
frequency resource. Let ML = {F?,C(n),F&C_H (n)}n>o0
denote the sequence of marks associated with PU i, where
Ff(n) = {F (n) : j > 1} denote the sequence of channel
conditions between the PU i and the BSs, and Fi-c_H (n) =
{Fg_ﬂ (n) : j > 1} denote sequence of channel conditions
between PU i and the SUs.

Consider a typical SU at origin and let it connect to a
tagged BS located at Bp. Let R denote distance between the
typical SU and Bp. It is easy to note that R is Rayleigh dis-
tributed, given as fp(r) = 2rm)p exp{—Apgnr?}. Further, let
D; = |X; — By| denote distance between an interfering SU
located at X; and By, and R; denote interferer’s distance to
its serving BS. We denote the set of active users obtained
from thinning of ®C as ®C. The SINR of the typical SU in
slot n is

Py RPFS(n)R™P

SINRC (n) =
() Ig0(ny(Bo) + Ipt1(n)(Bo) + W (n)

2D

where Py denotes the transmit power of PUs, € € [0, 1] is the
power control factor, Izc = >y _5c Pm Fz%(n)R:’B D; A
denotes the shot noise filed of PUs and Id:{f(n)(‘) is the shot
noise of SUs defined in (4). A typical SU is said to be covered
when SINRC (n) is larger than T.

It is noted in [9] that {R;}s, though identical, need not
be independent, and the P. P. P. ®C is not tractable. Further,
for analysis, the following reasonable approximation are made
in [9]. (1) {R:}s are independent and their marginal dis-
tributions are identical distributed given as fg, (r|Di) =
2Apmrexp{—Ap7mr?}/(1 — exp{—7AD2}) (2) ®¢ is non-
homogeneous with distance dependent intensity function given
as A\pr(d) = Ap(1 — exp{—Apwd?}). We continue to make
these assumptions to derive the coveracge of the typical PU
and SU on the uplink, denoted as p; = pg()\c, Tc,e)
and pg_c = ng_C(T,Ac, Tc,€e) , respectively. where
Ac =AM + pAlr-

Proposition 6 ([9, Th. 2]): Assume W = 0. Let the
fading process be Rayleigh distributed with mean 1 and
each SU selects PC with probability p in each slot. Then,
coverage probability of a typical PU and SU on PC
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Fig. 6. PoA vs Outage for different primary and secondary transmit power
ratios.

is, respectively,
28 =Ep [ﬁ%c (TC/PMR'S(E_”)
% Lr (TC/PM Rﬁ(e_n)]
1
ng—C = EI&)C(TC/PIII(T))EICI,{I(TC/PHI(T))’

where Ep[ - | denotes expectation with respect to rv R.

For the case of perfect power control, i.e., e = 1, the cov-
erage probabilities of a typical PU and SU can be computed
explicitly using

e 2 7:2/B
c = exp{—pAnr? T/ K(8)}

T
Liyp (ﬁ) = exp{ A1t (Prr/ Pur)/P T K (B) |

T o0 .’..."2
() <ol oo [

8 mAge ™ Bldyrdr
1+ Talu_ﬁﬂzﬁ .

Notice the similarity of SU coverage probabilities on the cel-
lular network with that in the previous section where PC is
another MANET. Then, the density of successful transmissions
of SUs as a function of p has similar properties in both the
cases. By setting Py = Py, Agp = Ay in Sections III and IV
we can obtain the sharing gain and the equilibrium behav-
ior (upto constant factors) for the case with cellular networks.
Hence we skip the details.

B. Numerical Results

We compare the performance gain and price of anarchy
of spectrum sharing systems when the primary system con-
sists of a MANET or a cellular network. In Figure 5, we
plot gain of SUs as a function of QoS parameter ¢ for dif-
ferent values of primary and secondary transmit power ratio
P = Py/Pj. As expected, the gain increases with relax-
ing the outage constraint. Note that for a fixed §, the gain
is increasing in p. To understand this, we first fix a Pj; and
note that p and observe that the maximum fraction of allowed
SUs on PC increases with P (or Pr). Thus, more SUs can
transmit on PC and increase their throughput. Now fix Py, by
lowering Pj;, we observe that more SUs can operate on PC
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and thus exploit the benefit of nonconcurrent transmissions on
both the channels. To understand the effect of transmission
powers when the nodes are non-cooperative, we plot PoA as a
function of ¢ for different value of p in Figure 6. For each p,
increasing ¢ increases the loss due to non-cooperative behav-
ior of the SUs. Also, when outage constraints are relaxed
(increased), SUs have to be incentivized to transmit on PC.
For a given 4, decreasing p decreases PoA, i.e., by decreas-
ing (increasing) primary (secondary) transmit power, network
throughput increases.

VII. CONCLUSION

In this work, we considered the scenario where the users
of a MANET (secondary) operating on an unlicensed also
transmit on a licensed spectrum to improve their through-
put. We introduced the metric ‘Sharing Gain’ that measures
the gain in throughput in a MANET using both the licensed
and unlicensed channels compared to the case where they can
only use the unlicensed channel. We characterized the shar-
ing gain of the secondary network and showed that it can be
significant for large-scale networks. specifically, we showed
that if the QoS on the primary channel is stringent, one may
be better off by not sharing the spectrum with the primary
users on the licensed channel, but use only the unlicensed
spectrum with some contention resolution protocol. We also
considered non-cooperative behavior and studied the channel
selection games where the SUs selfishly select a channel for
transmission. For this case, we proposed a pricing mechanism
that achieves global optimal performance at equilibrium in
some cases. Finally, we established an equivalence between
the channel selection game and a routing game and developed
algorithms to study the dynamics of the system using replicator
dynamics.

Decentralized access channel techniques are crucial for
the deployment of Cognitive Radio technologies in the con-
text of IoT and 5G networks. Our study evaluates the-
oretically the gain of such methodology and also opens
interesting questions: is there an alternative framework
(semi-distributed) that can be easily implemented into sen-
sors/actuators, how the control has to be reactive with the
current decision processes, how to manage the interoper-
ability among the devices in the revision protocols, and so
on. Finally, combining the decision process of secondary
users with existing tools in cognitive radio networks such as
“detect-and-avoid” may lead to interesting hierarchical game
model.
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