A STOCHASTIC LINE SEARCH METHOD WITH EXPECTED
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Abstract. For deterministic optimization, line search methods augment algorithms by provid-
ing stability and improved efficiency. Here we adapt a classical backtracking Armijo line search to
the stochastic optimization setting. While traditional line search relies on exact computations of
the gradient and values of the objective function, our method assumes that these values are avail-
able up to some dynamically adjusted accuracy which holds with some sufficiently large, but fixed,
probability. We bound the expected number of iterations to reach a desired first-order accuracy in
the nonconvex, convex and strongly convex cases and show that this bound matches the complexity
bound of deterministic gradient descent up to constants.

1. Introduction. We consider the stochastic optimization problem

min f(z), (1.1)

where f : R” = R is a C'-smooth function with L-Lipschitz continuous gradients. We
assume the function f(x) is not computable, but instead the objective function is ap-
proximated by stochastic estimates f(x;&). Here £ is a random variable obeying some
probability distribution, P. The most common case addressed in recent literature is
the expected loss formulation

min { f(x) = EeplF(:6)]} (1.2)

zeR®

In this paper we do not specifically require that f (2;€) be an unbiased estimate of
f(z), instead we require f(z) to be approximated sufficiently accurately, for example,
by sampling ¢ and averaging these estimates. We will also require that V f(x) be
approximated sufficiently accurately. As we discuss later in the paper, this approxi-
mation can be obtained by sampling ¢ and averaging the estimates V f (x; ), if they
are available, or by generalized finite difference approximations using f (z;€), when
estimates V f(z;€) are not available.

The most widely used method to solve (1.2) is the stochastic gradient descent
(SGD) [18]. Due to its low iteration cost, SGD is often preferred to the standard
gradient descent (GD) method for empirical risk minimization. Despite the prevalent
use of SGD, it has known challenges and inefficiencies. Firstly, the step direction may
not be a descent direction, and secondly, the method is sensitive to the choice of the
step size (learning rate) which usually needs to be tuned by hand. Various authors
have attempted to address this last issue, see [9, 11, 13, 14]. Motivated by these facts,
we turn to the deterministic optimization approach for adaptively selecting step sizes
- GD with Armijo backtracking line search.

Related work. In general, GD with backtracking requires exact gradient and func-
tion evaluations which is impossible for the general problem (1.1). On the other hand,
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the iteration complexity for GD is superior to SGD making it an attractive alterna-
tive. Several works have attempted to transfer ideas from deterministic GD to the
stochastic setting by using dynamic gradient sampling, see e.g. [5, 10, 12], however,
these works address only the convex setting. Moreover to obtain convergence rates
matching those of GD in expectation, a constant step size must be determined in
advance based on the Lipschitz constant, and hence possibly underestimated, while
to decrease the variance of gradient estimates the sample size needs to be increased
at a pre-described rate, possibly overestimated. Recently in [4], an adaptive sample
size selection strategy was proposed where the sample size is selected based on the
reduction of the gradient (and not pre-described). For convergence rates to be de-
rived, however, an assumption had to be made that these sample sizes can be selected
based on the size of the true gradient, which is, of course, unknown. In [19, 17],
second-order methods that average the sampled gradients and Hessians, a procedure
known as subsampling, are proposed; however, the sample sizes are simply assumed
to be sufficiently large so that essentially, the methods behave as deterministic inex-
act methods with some probability. In fact, the convergence rate analysis in [19] is
carried out under the assumption that gradient and Hessian estimates are accurate
at every iteration up until one has reached an e-accurate solution. Thus the proba-
bility of reaching this accuracy decays exponentially with the complexity bound. In
contrast, our analysis provides a bound on the expected number of iterations to reach
an e-accurate solution and we show the gradient of the iterates converge a.s. to zero.

In [4] and [10], two practical backtracking line search methods were proposed
that use their respective heuristic sample sizes to select approximate gradients and
function estimates. In both cases, the backtracking is based on the Armijo line search
condition applied to function estimates that are computed on the same batch as the
gradient estimates. A different type of line search method based on a probabilistic
Wolfe condition is proposed in [15]; however it aims at improving step size selection
for SGD and provides no theoretical guarantees. In summary, while several practical
line search methods or sampling procedures have been proposed, there has not been
a practical stochastic line search method with convergence rate guarantees.

The complexity bounds we derive in this work are different from the complexity
guarantees for a majority of other stochastic methods. For instance, in the convex set-
ting, SGD complexity is often derived as the number of iterations until the expected
function gap is small. In the nonconvex case the bound is on the expected sum of the
norm squared of the gradients over all iterates generated by the algorithm. We, in-
stead, bound, in terms of ¢, the expected number of iterations to achieve an e-accurate
solution. Thus we will denote this complexity bound as the expected complezity of the
line search algorithm, while typical analysis bounds the expected convergence rates.

Our analysis relies on a general framework proposed in [3] that uses results from
martingale theory to derive a bound on the stopping time of a stochastic process.
Using that framework a stochastic trust region method was analyzed in [3] and an
expected complexity bound was derived. The analysis from trust region methods do
not readily extend to line search methods. In [6] expected complexity of line search
method is obtained for the case when the gradient (and Hessian) information may
be stochastic, but the function values are computed exactly. This work is thus an
extension of the line search analysis in [6]. As we will see the analysis of the fully
stochastic case is significantly more complex.

Our contribution. In this work we propose the first stochastic backtracking line
search method which has rigorous convergence guarantees and requires only knowable
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quantities for implementation. While traditional line search methods rely on exact
computations of the gradient and function values, our method assumes that these
values are available up to some dynamically adjusted accuracy which holds with some
sufficiently large, but fixed, probability. Moreover the step sizes are chosen adaptively.
We show that the expected number of iterations to reach an approximate-stationary
point matches the worst-case efficiency of typical first-order methods O(s72), while
for convex and strongly convex objectives, it achieves rates of deterministic gradient
descent in function values, O(e~1) and O(log(e~!)) respectively. Our analysis does
not require unbiased estimators of either f(z) or Vf(x).

Background. There are many types of (deterministic) line search methods, see [16,
Chapter 3], but all share a common philosophy. First, at each iteration, the methods
compute a search direction di, by e.g. the gradient or (quasi) Newton directions. Next,
they determine how far to move in this direction through the univariate function,
¢(a) = f(xp + ady). Typical line searches try out a sequences of potential values for
the stepsize, accepting a once some verifiable criteria becomes satisfied. One popular
line search criterion specifies an acceptable step length which gives sufficient decrease
in the objective function f:

(Armijo condition [1]) Flak + ady) < f(zr) — 0|V f (22|, (1.3)

where the constant 6 € (0,1) is chosen by the user and dy = —V f(x). Larger step
sizes imply larger gains towards optimality and lead to fewer overall iterations. When
step sizes get too small no progress is made and the algorithm stagnates. A popular
way to systematically search the domain of o while simultaneously preventing small
step sizes is backtracking. Backtracking starts with an overestimate of o and decreases
it until (1.3) becomes true. Our exposition is on a stochastic version of backtracking
using the stochastic gradient estimate as a search direction and stochastic function
estimates in (1.3).

1.1. Notation. The notation we follow is standard. Throughout, we consider
an Euclidean space, denoted by R"™, with an inner product and an induced norm
[I-]l. All stochastic quantities defined hereafter live on a probability space, denoted by
(Pr, Q, F), with the probability measure Pr and o-algebra F containing subsets of ).
A random variable (vector) is a measurable map from € to R (R™) respectively. As is
standard in probability theory, we never explicitly define the space 2, but implicitly
specify it through the random variables. In the remainder of the paper, all random
quantities will be denoted by capitalized letters and their respective realizations by
corresponding lower case letters. For instance, a realization of the random variable
X :Q — Ris given by X (w) =: « for some fixed w € . Given a subset A of Q, we
call the set A an event and denote the indicator of the event A by

if
1A(w)_{1, ifweA

0, otherwise

For any random variable X :  — R and any constant ¢ € R, we use the following
notation for an event generated from a random variable

{X <c¢}:={w: X(w) <c}.

2. Stochastic backtracking line search method. We present here our main
algorithm for GD with backtracking line search. We impose a standard assumption
on the objective function.



Algorithm 1: Line search method

Initialization: Choose constants v > 1, § € (0,1), and « > 0. Pick initial
point zg, ag = Y°a,,, for some jy < 0, and §, > 0.
Repeat for k=0,1,...
1. Compute a gradient estimate Based on x; compute a gradient
estimate gy satisfying Assumption 2.2. Set the step s, = —a,gx
2. Compute function estimates Based on §,, g, and z}, obtain esti-
mates of fY and f; of f(xx) and f(zk + sk), respectively, satisfying
Assumption 2.2.
3. Check sufficient decrease

Check if

4. Successful step
If (2.2) set 2py1 = ox + sp and o = min{a,,,.,vay }

max

fo < 12— agbllgel® (2.2)

¢ Reliable step: If ¢, llgwl? > 67, then increase 67, | = v07.
e Unreliable step: If ¢, lgel® < 67, then decrease 67, =~y 167.
5. Unsuccessful step
Otherwise, set zx11 = 2k, oy = 'y_lo%7 and (5,34_1 = 7_1(5,3.

AssuMPTION 2.1. The gradient of f is L-Lipschitz continuous for all z € R™
and that there exists a lower bound fuin, i-e.,

Jmin < f(2), for all x € R™.

For the convergence analysis to hold, we will impose additional assumptions on
how certain steps in Algorithm 1 are performed. For the moment, we present the
algorithm as a general framework, without particularizing the details of each step,
and we introduce the assumptions and examples of how each step can be satisfied
later in this section.

2.1. Outline of the method. At each iteration, our scheme computes a random
direction g, via e.g. a minibatch stochastic gradient estimate or sampling the function
f () itself and using finite differences. Then, we compute stochastic function estimates
at the current iterate and at the prospective new iterate, resp. f and fi. Given these
stochastic estimates, we check the Armijo condition [1]

(Stochastic) Armijo F2 < 2 — 0oy, |lgrl? - (2.1)

If (2.1) holds, the next iterate becomes x4 1 = xr—0y,gx and the stepsize ¢, increases;
otherwise xp+1 = x and «,, decreases, as is typical in (deterministic) backtracking
line searches.

Algorithm 1 describes our method.! Unlike classical backtracking line search, the
gradient estimate is recomputed every time, even if the iterate is not changed. This
is necessary since each particular g, may not be a descent direction. Also there is
an additional control, d,, which serves as a guess of the increase in the true function
at the point zj; and controls the accuracy of the function estimates. We discuss this
further next.

1We state the algorithm using the lower case notation to represent a realization of the algorithm
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Challenges with randomized line search. Due to the stochasticity in the gradient
and/or function values, two major challenges result:

e a series of erroneous unsuccessful steps cause «;, to become arbitrarily small;
e steps may satisfy (2.1) but, in fact, f(zr — argr) > f(zk) leading to the
objective value at the next iteration larger than the current iterate.

Convergence proofs for line searches in the deterministic setting rely on the fact that
neither of the above problems arise. To handle the first difficulty, our approach con-
trols the probability that the random gradients and function values are representative
of their true counterparts. When this probability is large and the step size o, is suf-
ficiently small, the method tends to make successful steps. Intuitively, the step sizes
oy, behave like a random walk with an upward drift; thus they tend to stay away from
0.

Yet, even when the probability of good gradients/function estimates is near 1, it
is not guaranteed that f(xg4+1) < f(xy) holds, even in expectation, at each iteration
due to the second issue. When such an increase in the objective function occurs, it can
be arbitrarily large, in fact, the objective function can increase by at most a2 ||gx|”.
To control this increase in the objective, we introduce the quantity 47, which, on the
one hand, is meant to predict the largest possible increase in the objective function
and, on the other hand, changes conservatively from one iteration to the next. When
the predicted increase is small relative to the decrease in the function estimates given
through the sufficient decrease condition (2.2), namely 62 < o, ||gx||®, then the step,
—aggr, will likely decrease the objective function. We call such a step reliable and
increase the parameter 5,% for the next iteration. Otherwise, our predicted increase is
larger than the decrease in the function estimates so the step, —axgg, may increase
the objective function. In this case, we call the step unreliable and decrease the
parameter 7.

Unlike the typical stochastic convergence rate analysis, which bounds expected
improvement in either E(]|V f(2)]|) or E(f(x) — fmin) after a given number of itera-
tion, our analysis bounds the expected complexity, which is the total expected number
of steps that the algorithm takes before either ||V f(x)|| < e or f(x) — fmin < € is
reached. Like in this paper, in the works [19, 17], it is assumed that at each iter-
ation the stochastic gradient and/or the stochastic Hessian approximate their true
values with sufficiently high accuracy and this holds with some probability p. How-
ever in [19, 17] unlike our work, the accuracy of the stochastic gradient and/or the
stochastic Hessian is not chosen dynamically but instead depends on the final desired
optimization accuracy €. They choose, at each iteration, the approximate stochastic
gradient and/or Hessian to be essentially the true gradient and/or Hessian with a
small error and their choices of the stochastic gradient/Hessian hold with probability
p that depends on the optimization accuracy €. As such, the analysis of their methods
reduces to the deterministic setting and yields expected complexity bounds that hold
with high probability. First, they provide no complexity analysis when the stochastic
gradient /Hessian fails to be essentially the true gradient/Hessian. Secondly, the prob-
ability p relies heavily on e. In contrast, we derive our expected complexity bounds
using stochastic gradient estimates that, at each iteration, dynamically change and
the stochastic estimates hold for a fized probability, independent of the optimization
accuracy. Our results rely on a stochastic process framework introduced and analyzed
in [3] for a stochastic trust region method.

2.2. Random gradient and function estimates.
5



Overview. At each iteration, we compute a stochastic gradient and stochastic
function values. With probability p,, the stochastic gradient g is ”"close” to the true
gradient, which means that the error between g and the true gradient at the current
iterate is bounded using the current step length.This procedure naturally adapts the
required accuracy of gradient estimates as the algorithm progresses. As the steps
get shorter (i.e. either the gradient gets smaller or the step size parameter does),
we require the accuracy to increase, but the probability p, of encountering a good
gradient g; at any iteration is the same.

A similar procedure applies to function estimates, ff and f;. The error between
the function estimates and the true function values at the points x; and zp + s
(sk = —augy) are tied to the size of the step, «ay ||gx||. At each iteration, there is
a probability py of obtaining good function estimates. By choosing the probabilities
of good gradient and estimates, we show Algorithm 1 converges. To formalize this
procedure, we introduce the following.

Notation and definitions. Algorithm 1 generates a random process given by the
sequence {Gy, Xy, A, Ay, Sk, FY, Fg}. In what follows we will denote all random
quantities by capital letters and their realization by small letters. For instance, the
random gradient estimate is denoted by Gy and its realization by gr = Gi(w). Sim-
ilarly, let the quantities x = Xi(w) (iterates), o, = A, (w) (stepsize), control size
A (w) =6y, and s = Si(w) (step) denote the respective realizations of the random
quantities. Similarly, we let {F?, F;¢} denote estimates of f(Xj) and f(Xx + Sk),
with their realizations denoted by f? = F(w) and fi = F(w). Our goal is to show
that under some assumptions on Gy, and {F}, Fi} the resulting stochastic process
converges with probability one and at an appropriate rate. In particular, we assume
that the estimates Gy, and Fy and F} are sufficiently accurate with sufficiently high
probability, conditioned on the past.

To formalize the conditioning on the past, let <4 denote the o-algebra generated
by the random variables Go, G1,...,Gr_1 and F{, F§, FP, Ff, ... F? |, F¢ | and let
ffff /2 denote the o-algebra generated by the random variables Gg, G1, ..., Gy and
FQ, Fs, FY F¢,...,FY |, F¢ ,. For completeness, we set F& = o(zp). As a result,
we have that .FkG T for k > —1 is a filtration. By construction of the random variables
X and A, in Algorithm 1, we see E[X;|FFE] = X, and E[A,|FF L] = A, for all
k> 0.

We measure accuracy of the gradient estimates Gy, and function estimates F| ,8 and
F} using the following definitions.

DEFINITION 2.1. We say that a sequence of random directions {Gj} is (pg)-
probabilistically k4-sufficiently accurate for Algorithm 1 for the corresponding se-
quence {A,, X}, if there exists a constant g > 0, such that the event

Iy = {{|Gx — V(Xp)|| < g AlGrll}
satisfies the conditions
Pr(ly|FY) = E[L1 | FET] > py

In addition to sufficiently accurate gradients, we require estimates on the function
values f(zx) and f(zk + sk) to also be sufficiently accurate.
DEFINITION 2.2. A sequence of random estimates {F}, F¢} is said to be pg-
probabilistically € r-accurate with respect to the corresponding sequence { Xy, A,, Sk}
if the event

T = {F) = f(an)| < ep AR ||Gill®  and  |Ff — f(zy + si)| < ep AR [|Gil*}
6



satisfies the condition
Pr(Ji|F Y ) = B[y | F T 0] =

We note here that the filtration f,?;lf /2 determines the random quantities A, and
Gi;; hence the accuracy of the estimates is measured with respect to fixed quantities.
Next, we state the key assumption on the nature of the stochastic information in
Algorithm 1.

AsSSUMPTION 2.2. The following hold for the quantities in the algorithm:
(i) The random gradients Gy generated by Algorithm 1 is p,-probabilistically & 4-
sufficiently accurate for some sufficiently large p, € (0, 1].
(ii) The estimates {F,S,F,f} generated by Algorithm 1 is py-probabilistically -
accurate estimates for some ey < and sufficiently large py € (0,1].

0
domax
(iii) The sequence of estimates {F}, F} generated by Algorithm 1 satisfies a r -

variance condition for all k£ > 0.2

E[|F} — f(Xu + S0)PIFC 5] < max{s3A7 [V F(X)|", 07 A%)

| (2.3)
and  E[|F — f(Xp)PIFC 5] < max{a7 AL |V F(Xi)[|", 0° ALY

A simple calculation shows that under Assumption 2.2 the following hold

Ellni | FeN 2 pgpss Bl [FEN] < 1—py, and E[1y|FFH] <1 - py.

REMARK 2.1. We are interested in deriving convergence results for the case when
kg may be large. For the rest of the exposition, without loss of generality rg > 2. It
clear if k4 happens to be smaller, somewhat better bounds than the ones we derive
here will result since the gradients give tighter approximations of the true gradient.
Equation (2.3) includes the maximum of two terms - one of the terms ||V f(Xy)]| is
unknown. When one posesses external knowledge of ||V f(Xg)]||, one could use this
value. This is particularly useful when ||V f(X}%)] is big since it allows large variance
in the function estimates, for example assumption that |V f(Xg)|| > ¢ implies that
this variance does not have to be driven to zero, before the algorithm reaches a desired
accuracy. Since a useful lower bound on ||V f(X} )| may be unknown, we include the
parameter A, as a way to adaptively control the variance. As such k¢ should be
small, in fact, can be set equal to 0. The analysis can be performed for any other
values of the above constants - the choices here are for simplicity and convenience.

Assumption 2.2 on the accuracy of the gradient and function estimates is key in
our complexity analysis. We derive specific bounds on p, and py under which our
results hold. We note here that if py = 1 then Assumption 2.2(iii) is not needed
and condition p, > 1/2 is sufficient for the convergence results. This case can be
considered as an extension of results in [6]. Before concluding this section, we state
a result showing the relationship between the variance assumption on the function
values and the probability of inaccurate estimates.

LEMMA 2.3. Let Assumption 2.2 hold. Suppose the random process generated
by Algorithm 1 is {Gy, Xk, Ay, Ay, Sk, FY, FEY and {FQ, F¢} are py-probabilistically

2We implicitly assume |F§ — f(Xj, + Sj)|? and |FP — f(Xj)|? are integrable for all k; thus it is
straightforward to deduce |F — f(Xj + Sk)| and |FQ — f(X})| are integrable for all k.

7



accurate estimates. Then for every k > 0 we have

B[l |Ff = f(X+ S| [FET 0] < (1= pp)t? max{s Ay |V F(X8)|*, 047}
and  B[Lyg|FY — F(X0)] [FET o) < (1= pp) 2 max{rp Ay | V(X)) 047}

Proof. We show the result for F — f(X}) and note the proof for F{ — f( X} + S)
is the same. Using Holder’s inequality for conditional expectations, we deduce

Lye|Fy —f(Xk)] ’
max{r A, |V F(X5) 7,047} 1/2
1/2 2 1/2
[Fy—f (X))l
( (Ll 7 1/2]) (E[max{nmzklwf(;k)u“02A4}| W’D '

The result follows after noting by (2.3)

|~ f (X0l 1/
(E [max{n§A§k||Vf(;k)\|4,92A4 ‘ k— 1/2D =L

2.3. Computing Gy, FY, and F} to satisfy Assumption 2.2.. In this sec-
tion, we discuss one approach for computing stochastic gradients and stochastic func-
tion estimates that satisfy Assumption 2.2 when minimizing an expected loss function

min { ) = B sl 01 |

Recall that f(z) and V f(x) can be approximately computed using random realizations
f(z,€) and Vf(z;€). One approach for computing gz (resp. f2 and f;) such that
it satisfies Assumption 2.2 is as follows — sample § from the probability distribution
P a total of |Sg| (resp. \Sf|) times and then average the estimates V f(xy,&;) (resp.
f(xk, &) and f(gck — argr, §)). By choosing specific values for the number of samples,
|S7| and |S,{ |, the averaged random realizations satisfy Assumption 2.2. For many
machine learning problems, one thinks of £ as a data point. We describe this procedure
below.

We impose, only for this section, an assumption on the boundedness of the vari-
ances of the random function and gradient realizations

E(|Vf(2,€) — Vf(2)||*) <V, and E(|f(z,£) — f(z)[*) < V}.

At each iteration k, sample & from the probability distribution P a total of Sf number

of times. Then compute V f(zx,&;), for every i € Sf and set the stochastic gradient

estimate as the average g := ﬁ Ziesg V f(xk,&). Using results (see e.g. in [19,
k

20]), we choose the number of samples from the probability distribution such that

871 > O(szmrirs) (2.4)

2o llgrl?

(where O hides the log factor of 1/(1 — p,)). This choice ensures that Assumption
2.2(i) is satisfied for the stochastic gradient. While gj is not known when |S7] is
chosen, one can design a simple loop by guessing the value of ||gx| and increasing the
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number of samples until (2.4) is satisfied, this procedure is discussed in [6]. Next,
with the stochastic gradient g; chosen, we use a similar procedure to generate f,g and
f,? by sampling £ a total of S,{ number of times. To satisfy Assumption 2.2(ii), it
suffices to compute fp = I?l,fl Zies,{ f(zg, &) with

S]] > O(==rt

ozl

(where O hides the log factor of 1/(1 — ps)). We obtain f{ analogously. Finally if

0‘2/% then Assumption 2.2(iii) holds for the
f

function estimates. Chebyshev inequality, a standard probability inequality, directly

proves this result. To summarize, Assumption 2.2 holds provided we choose the

number of samples larger than

the number of samples satisfies |S,{ | >

51120 () ot 1501 wos {0 (). 2}
We observe:

e Unlike [5, 10], the number of samples for gradient and function estimation
does not increase at any pre-defined rate, but is closely related to the progress
of the algorithm. In particular if a || gx || and J,, increase then the sample sizes
can decrease.

e Also, unlike [19] where the number of samples is simply chosen large enough a
priori for all £ so that the right hand side in Assumption 2.2(i) is bounded by
a predefined accuracy O(g), our algorithm can be applied without an apriori
choice of e, but with a choice of a total computational budget, for instance.

e Finally, unlike [4] where theoretical results require that |Sy| and |S,{ | depend
on ||V f(zx)||, which is unknown, our bounds on the sample sizes can be com-
puted using knowable values, such as bounds on the variances and quantities
determined by prior iterates in the algorithm.

We also point out k4 can be arbitrarily big and pg, as we will show later, depends
only on the backtracking factor « and is not close to 1; hence the number of samples
to satisfy Assumption 2.2(i) is moderate. On the other hand, p; will have to depend
on Kg; hence a looser control of the gradient estimates results in tighter control, i.e.
larger sample sets, for function estimates.

Our last comment is that G}, does not have to be an unbiased estimate of V f(X%)
and does not need to be computed via gradient samples. Instead it can be computed
via stochastic finite differences, as is discussed for example in [7].

3. Renewal-Reward Process. In this section, we define a general random
process introduced in [3] and its stopping time T that serve as a general framework
for analyzing the behaviors of a stochastic trust region method in [3] and our stochastic
line search method. We will then show that our stochastic line search method satisfies
the properties of this random process, with the stopping time defined by the time of
reaching desired accuracy. We will show how this framework applies to the nonconvex,
convex and strongly convex cases, which will allow us to derive the bound on the
expected complexity for our method in each of these cases.

Here we state the relevant definitions, assumptions, and theorems and refer the
reader to the proofs in [3].

DEFINITION 3.1. Given a discrete time stochastic process {X}}, a random vari-
able T is a stopping time for {Xy} if the event {T' =k} € 0(Xo, ..., Xk).
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Let {®y, Ax} be a random process such that ®; € [0,00) and Ay € [0,00) for
all k£ > 0. We, also, introduce a biased random walk process, {Wj}72,, defined on
the same probability space as {®, Ar}. We denote Fj, the o-algebra generated by
{®y, Ao, Wo, ..., Pr, Ax, Wi}, where Wy = 1. In addition, W}, obeys the following
dynamics for some constant % <p<l1

Pr(Wk+1 = 1|fk) =p and PP(Wk+1 = _1|]:k') = (1 —p) (31)

We define T to be a family of stopping times parameterized by ¢. In [3] a bound
on E(T.) is derived under the following assumption on the process {®y, Ax}.
AssuMPTION 3.1. The following hold for the process {®y, Ax, Wi }.

(i) The random variable, Ajg, is a constant. Fix a constant auax > 0. There exists
a constant A € (0,00) such that amayx = ApeMmex for some juax € Z and the
random variables satisfy Aj < oumax for all k£ > 0.

(ii) There exists a constant A = Age™ for some j € Z with j < 0, such that, the
following holds for all k£ > 0,

1{T€>k}~/4k+1 > 1{T5>k} min {Ake/\wk“ s A}

where W), 1 satisfies (3.1) with p > 3.
(iii) There exists a nondecreasing function A : [0,00) — (0,00) and a constant © > 0
such that

L sy E[@r1]|Fil < Liz sk (P — OR(Ay)).

Assumption 3.1 (iii) states that conditioned on the event 7. > k and the past, the
random variable ®j, decreases by ©h(Ay) at each iteration. Whereas Assumption 3.1
(ii) says that once A;, falls below the fixed constant A, the sequence has a tendency
to increase. Assumptions 3.1 (i) and (ii) together also ensure that A belongs to the
sequence of values taken by the sequence Ai. As we will see this is a simple technical
assumption that can be satisfied w.l.o.g.

REMARK 3.1. Computational complexity (in deterministic methods) measures
the number of iterations until an event such as ||V f(z)| is small or f(xy) — f* is
small, or equivalently, the rate at which the gradient/function values decreases as a
function of the iteration counter k. For randomized or stochastic methods, previous
works tended to focus on the second definition, i.e. showing the expected size of the
gradient or function values decreases like 1/k. Instead, here we bound the expected
number of iterations until the size of the gradient or function values are small, which
is the same as bounding the stopping times T. = inf{k > 0 : ||V f(Xy)|| < €} and
T. =inf{k >0 : f(Xy) — f* <e}, for a fixed € > 0.

REMARK 3.2. In the context of deterministic line search when the stepsize oy
falls below the constant 1/L, where L is the Lipschitz constant of V f(x), the iterate
xk + sx always satisfies the sufficient decrease condition, namely f(xg +sx) < f(zr) —
Oou ||V f (21)||>. Thus a never falls much below 1/L. To match the dynamics behind
deterministic line search, we expect @y — P ~ f(Xgy1) — f(Xi) with Oh(Ag) ~
Ak [VF(Xi)|? and the constant A ~ 1/L. However, in the stochastic setting there
is a positive probability of Ay being arbitrarily small. Theorem 3.2, below, is derived
by observing that on average A; > A occurs frequently due to the upward drift in
the random walk process. Consequently, E[®,1 — @] can be bounded by a negative
fixed value (dependent on ¢) frequently; thus we can derive a bound on E[T].

10



The following theorem (Theorem 2.2 in [3]) bounds E[T.] in terms of h(A) and
By,

THEOREM 3.2. Under Assumption 3.1,
p @y

2p—1 Oh(A)

E[TL] < +1.

4. Convergence of Stochastic Line Search.

4.1. Useful results. Before delving into the main analysis, we state some aux-
iliary lemmas similar to those derived in [6, 2, 7].

LEMMA 4.1 (Accurate gradients = lower bound on ||gx||). Suppose gi is Kg-
sufficiently accurate. Then

VS (i)l

< .
(Kgamax + 1) o ||gk||

Proof. Because g, is r4-sufficiently accurate together with the triangle inequality
implies

IV (@)l < (kgay, + 1) [lgrll < (Kgormax +1) llgrll -

0

LEMMA 4.2 (Accurate gradient and function estimates and small step size =
successful step). Suppose g is 4-sufficiently accurate and {fy, fi} are f-accurate
estimates. If

1-46

o < 1=
BT kg L2

then the k-th step is successful. In particular, this means fi < f2 — Oy HngQ.
Proof. The L-smoothness of f and the r4-sufficiently accurate gradient immedi-
ately yield

2
Lo,

< f(xr) — (V) — g1)Tge — oy llgel® + 2% [|gx
< flx

flay + si)
2 2 | La? 2
k) + rgai lgrll” — ay llgrll® + =5 llgkl” -

Since the estimates are € s-accurate, we obtain

2
fi —erod lgnll” < fmp +sk) — f2 + f3
2 2 | Lo? 2
< flae) = fo + 17+ g lgell” — ay llgell” + =52 [lgr |

2 2 2 | La2 2
< fr +erof gl + rgod llgell™ — ap llgell” + =52 [lgnll” -

. 2
The result follows by noting fi < f2 — a, ||| (1 - (ng + % + 2€f)). O

LEMMA 4.3 (Accurate function estimates and successful step = decrease in func-
tion). Suppose €5 < 4a9 and {fg, f2} are e¢-accurate estimates. If the step is

successful, then the improvement in function value is

Flaen) < Flon) — 228 gy (1)
11



If, in addition, the step is reliable, then the improvement in function value is

Flann) < flaw) = == llgnll® = 707 (4.2)

Proof. The step is successful and the estimates are €s-accurate so we conclude

flar+sk) < floe+ se) = fi + fi = fl@e) + flan) — o0 ||91c||2
< flar) + 2ep0f lgell” — b llgell”
< f(xk) — Qy ||gk||2 (9 - 2€famax) )

where the last inequality follows because o), < o The condition €5 <

max* 4o

immediately implies (4.1). By noticing 0% lgrl” > 0% llgxll? + % holds for reliable
steps, we deduce (4.2). O

LEMMA 4.4 (Bound on gradient change on successful iterations). Suppose the
k-th step is successful. Then

IV f (@) II” < 2(L%aZ [lgall” + 1V f (@) )-

In particular, the inequality holds

22 (O IV @) = 0 IV £ @) 7)< 2v00(0dn el + 22 95 @I,

Proof. An immediate consequence of the L-smoothness of f is |V f(zp41)]] <
Lag ||gk|| + [|Vf(zk)||. The result follows from squaring both sides and applying the
bound, (a + b)? < 2(a? + b?). To obtain the second inequality, we note that in the
case the iteration is successful, oy | = yay,. O

LEMMA 4.5 (Accurate gradients and function estimates and successful step =
decrease in function). Suppose gy is kg-sufficiently accurate and {f?, fi} are ef-

accurate estimates where €5 < § 9' . If the step is successful, then
(2% 2 (2% 2
_ < "k - Tk WV . 4.3
Frenn) = Flo) € == lull = g 9o (43)

In addition, if the step is reliable, then

% Vi@l (44)

Oa 2 0
_ <-——k Bl Tr—
f(xk-‘rl) f(xk) - 8 Hng Sék 4(I€gamax + ]‘)

Proof. Lemma 4.1 implies

2 2 2
= Sag llgnll” < —Gay llgrll” — mak IV ()™ (4.5)

We combine this result with Lemma 4.3 to conclude the first result. For the second
result, since the step is reliable, equation (4.5) improves to

2 2 2
— gy llgwll” < =§a llgrll” = §0% — amar o IVF (@)

max

and again the result follows from Lemma 4.3. O
12



4.2. Definition and analysis of {®, A,, W} process for Algorithm 1. We
base our proof of convergence on properties of the random function

Dy = U(F(X) — fuin) + (1= D) g AL [FXDIP + (1 - 0)00F (46)

for some (deterministic) v € (0,1) and fumin < f(z) for all . The goal is to show that
{®k, A, } satisfies Assumption 3.1, in particular, that @y is expected to decrease on
each iteration. Due to inaccuracy in function estimates and gradients, the algorithm
may take a step that increases the objective and thus ®;. We will show that such
increases are bounded by a value proportional to ||V f(z)||°. On the other hand, as we
will show, on successful steps with accurate function estimates, the objective decreases
proportionally to ||V f(z)||*, while on unsuccessful steps, ), always decreases because
both A, and A, are decreased. The function ® is chosen to balance the potential
increases and decreases in the objective with changes inflicted by unsuccessful steps.

THEOREM 4.6. Let Assumptions 2.1 and 2.2 hold. Suppose the random process
generated by Algorithm 1 is {Gy, Xi, Ay, Ny, Sk, FP, F¢}. Then there exist probabil-
ities pg,pf > 1/2 and a constant v € (0,1) such that the expected decrease in Py
is

_ _ A1
Blog - 076 < PSS (S oo 4 eat). @

In particular, the constant v and probabilities py, py > 1/2 satisfy

32va? 167 (Kgotay + 1)2
> max 1 -1 g*-*max 4
[ 2 {0 1 ), 2 , (4.9
2y
> 4.9
P2 TRy )42y (4.9)
L2 16v(1 —
and PgPs > ma {8 vy + 164( — V), i — } (4.10)
1 —ps I-v)(1—y1 "Q=-v)1-91)

Proof. [Proof of Theorem 4.6] Our proof considers three separate cases: good
gradients/good estimates, bad gradients/good estimates, and lastly bad estimates.
Each of these cases will be broken down into whether a successful/unsuccessful step
is reliable/unreliable. To simplify notation, we introduce three sets

Succ := {at iteration k the step is successful, namely sufficient decrease occurs},
R := {iteration k the step is reliable, i.e. A, |Gil® > A2},
and U := {iteration k the step is unreliable, i.e. A, ||Gx|* < A?},

First, we decompose the difference in ®;, into three disjoint sets
E[®11 — @kl 7] = El(Lnns + Lrcas, + 1oe) (@ngr — )| FET.

For each case we will derive a bound on the expected decrease (increase) in ®;. These
bounds are derived in the proof below and are summarized in Table 4.1.

Case 1 (Accurate gradients and estimates, 17,5, = 1). We will show that
the @5 decreases no matter what type of step occurs and that the smallest decrease

13



Upper bound on E[®j,1 — $f]

Accurate
gradients
Accurate
functions

w/ prob. pgps

Bad gradients
Accurate
functions
w/ prob.

(1 —pg)ps

Bad
functions
w/ prob.

1—ps

— VX)) -
A

IV F(X)|1P

A |V F(Xp)||” + A2

Success 2 ) ]
decre]; o increase increase
A 2 A, 2 A 2
S IVFXDIP = || = IVFXIP - || — 2 IVAC))® -
Unsuccess A7 A2 A2
decrease decrease decrease
Overall
worst . .
decrease increase increase
case
improv.

TABLE 4.1

We summarize the proof of Theorem 4.6 by displaying the expected upper bound on ®p41 — Py
up to constants. The proof considers cases: accurate grad./functions estimates, bad grad./accurate
functions estimates, and bad function estimates. FEach of these is further broken into whether the
step was successful/unsuccessful.

happens on the unsuccessful step. Thus this case dominates the other two and overall
we will conclude that

E[11,q7, (Prt1 — B[ FEH]

< —pgps(L—v)(1 =771 (“25 IV F(XI? + 9Ai> .

(4.11)

(). Successful and reliable step (1gycclr = 1). The step is successful and both the
gradient and function estimates are accurate so a decrease in the true objective
occurs, specifically, (4.4) from Lemma 4.5 applies:

L 1succ IRV(f(Xpy1) — f(Xk))

< —vlnpnslsucclr ( S

0.A,

04,

amax

IGK]* + §A% + rga, . 17 ||Vf(Xk)H2) :

(4.12)

As the step is successful, the difference in A, HVf(X;C)H2 may increase, but its
change is bounded due to Lemma 4.4:

1
L dsueelr(L = ) 75 (Ake [VF (X0 |2 = A [VF(X0I7)

(4.13)

< Irns sucelr(1 — v)27A; (a?nax 1G> + 2= ||Vf(Xk)H2> :

Lastly because we have a reliable step, A? = vA%. Consequently, we deduce

that

1IkﬁJk 1SuCC1R(1 -

14

)AL — A7) = 11,a0 Lsucelr (1 — v)0(y — 1) AR (4.14)




Without loss of generality, suppose L2 > 1. We choose v sufficiently large so
that the term on the right hand side of (4.12) dominates the sum of the right
hand sides of (4.13), and (4.14), specifically,

v A
16

IV £(Xe)]>

B VeAk.
B 8L2(H9amax + 1)
vo vl

and - §Ai+(1—u)(7— 1)0AZ < —1—6A%,

which is satisfied if (4.8) holds. We combine equations (4.12), (4.13), and (4.14)
to conclude

vhA
E\Gell® + (1 = v)2vAp0d, 0 IGE]* < ——Z2 (|G|,

8
l/gAk 2’7"414;
L2

- 4L2(I€gamax + 1)

5 IVAXD)I” +(1 )

(4.15)
5 IVF(XO)I7,

1r.n7e Isuce IR (Prt+1 — Pr)

v A
S _1IkﬁJk1Succ1R ( k

8L2(R9amax + 1)

4.16

S Ivsca + seag).

(ii). Successful and unreliable step (lgyecly = 1). Because the step is successful
and our gradient/estimates are accurate, we again apply Lemma 4.5 to bound
f(Xk+1) — f(Xg) but this time using (4.3) which holds for unreliable steps.
The possible increase from the change in the ||Vf(X})||? term is the same as
(4.13) where we replace 1g with 1y since Lemma 4.4 still applies. Lastly with
an unreliable step, the change in A is

]-Ikﬁ.]kISucclU(]- - V)G(AiJrl - Ai)

i, (417)
< I succlu(l —v)(1 =7 )0A%.

Therefore by choosing v such that (4.15) holds, we have that

11,07 1sucelu(@Prq1 — i)

i} " - (4.18)
S _1IkﬁJklsucclU (M (1 - V)(l - 1)9A2) .

8L (fgApaxt1)?

(iii). Unsuccessful step (1gycee = 1). Because the step is unsuccessful, the change in
the function values is 0 and the constants A, and A7 decrease. Consequently,
we deduce that

]-IkﬂJk ]-SuccC ((I)k+l - (I)k)

- (4.19)
< ~Tnsdsuce (1= 0)(1 =77 (35 IV (X +0A2) .

We chose v sufficiently large to ensure that the third case (iii), unsuccessful step (4.19),
provides the worst case decrease when compared to (4.16) and (4.18). Specifically the
constant v in (4.8) was chosen so that

71/6/4]6
8L2(’%Qamax + 1)

VAP < ~(1 - )1~y ) 2 9P
(4.20)

and _T?Ai < —(1-v)(1 —~y"HeAzZ.
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As such, we bounded the change in ®; in the case of accurate gradients and
estimates by

i (Biss = 81 < L (1= 0) (1= 27) (5 IVAO0I° 4082 ) . (2

We take conditional expectations with respect to f,?_’lf and using Assumption 2.2,
equation (4.11) holds.

Case 2 (Bad gradients and accurate estimates, 1rcnj;, = 1) Unlike the
previous case, the difference in the ®; may increase, since the step along an inaccurate
probabilistic gradients may not provide enough decrease to cancel the increase from
the ||V f(Xy)||>. Precisely, the successful and unreliable case dominates the worst case
increase in the difference of the ®:

’Y-Ak

E[lrgn (Prer1 — )| FET] < (1 —pg) (L —v) IVF (X)) (4.22)
As before, we consider three separate cases.
(i) Successful and reliable step (1sueclr = 1). A successful, reliable step with ac-
curate function estimates but bad gradients has functional improvement (see
Lemma 4.3, equation (4.2)):

A 2
Lreas Isuce IRV (f (Xk+1) — f(Xk)) < —1rens, Isuce IRV (% + %Ai) .

In contrast to (4.12), we lose the |V f(X;)||* term. A reliable, successful step
increases both constants A, |, and AZ |, leading to (4.13) and (4.14) with 17,7,
replaced by 17eny,. Hence by choosing v to satisfy (4.8), the dominant term in
the difference in the @y is

11,5&]1@ 1SucclR((I)]g+1 — (I)k)

, , (4.23)
< U dsweeln (=255 Gl = 2207 + 29724, |9 (X))

(ii) Successful and unreliable step (1gyeely = 1). Lemma 4.3 holds, but this time
equation (4.1) for unreliable steps applies. Moreover, (4.13) and (4.17) that
bound the change in the last two terms of ®; also apply. Again by choosing v
to satisfy (4.8), we deduce

Lrengg Lsucelu(Pp41 — Pi) (4.24)
v 2 —_ —v Nk
S 112F‘|Jk. 1SucclU (_%‘GGICH — (1 — V)(l -7 1)9Ai + a )Azlz\Vf(Xk)H ) .

(iii) Unsuccessful (1gyecee = 1). As in the previous case, equation (4.19) holds.
The right hand sides of (4.23), (4.24), and (4.19) are trivially upper bounded by the
positive term A, IV £(X)|I>. Hence, we conclude that

2v(1 —v)

A VX)) (4.25)

Lreas, (Prt1 — @x) < lreny,

Inequality (4.22) follows by taking expectations with respect to ]—'E_‘If and noting that
E[17cqs, [ FLT] <1—py as in Assumption 2.2.

Case 3 (Bad estimates, 1;- = 1). Inaccurate estimates can cause the algo-

rithm to accept a step which can lead to an increase in f, A, and A and hence in the
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difference of the ®;. We control this increase in the difference of the ®; by bounding
the variance in the function estimates, as in (2.3), which is the key reason for As-
sumption 2.2(iii). By choosing the probability of Ji to be sufficiently small, we can
ensure that, in expectation, the difference in the ®y is sufficiently reduced. Precisely,
we will show

E[Lyg(®rr1 — )| FCT] < 20(y/T = py) max{rp Ay, [V F(Xp)|*, 047}

+ - 2 v s

A successful step leads to the following bound
Lyelsuce? (f(Xk+1) — f(Xk))
< Lyglsucet (B — FY) + [f(Xpr) — FZ| + [F — f(X)]) (4.27)
< Lo Lsucer (=04, [ GalP + 1 (Xesa) = B+ |FE = F(X0)])

(4.26)

where the last inequality is due to the sufficient decrease condition. As before, we
consider three separate cases.
(i). Successful and reliable step (lgucclgr = 1). With a reliable step we have
—A, ||G|I> < —A2, thus (4.27) implies

1J£15ucclRV(f(Xk+1) - f(Xk))
< Lgdsucetnw (~304¢ Gl = $8% + | (Xieer) — FE| +1FE - F(X0)]).

We note that @51 — P is upper bounded by the sum of the right hand side of
the above inequality and the right hand sides of (4.13) and (4.14). As before,
by choosing v as in (4.8) we ensure =22 A, [|Gy[|* + (1 —v)2vA, 02 |Gil|* <0

and =Z2A2 4 (1 — v)(y — 1)0AZ < 0. It follows that

Lyglsuce R (Pht1 — Pr)
2
< Lyg (VIF(Xisr) = Bl 4+ VI B = f(X)| 4 (1 — v) DALGIEOIE),

ax |

(4.28)

(ii). Successful and unreliable step (1gyecly = 1). Since on unreliable steps, Ai_H is
decreased, then the increase in the difference of the ®; is always smaller than
the worst-case increase we just derived for the successful and reliable step. Thus
(4.28) holds with 1y replaced by 1y.

(iii). Unsuccessful (1gyecce = 1) As we decrease both A and A, and X1 = Xj, we
conclude that (4.19) hold.

The equation (4.28) dominates (4.19); thus in all three cases (4.28) holds. We
take expectations of (4.28) and apply Lemma 2.3 to conclude that

E[Le(®ry1 — On)|FEE] < 20(1 — pp) 2 max{rp A, |V F(X5)|, 047}
+ (1= pp) (L= v) FANV LX)
Now we combine the expectations (4.11), (4.22), and (4.26) to obtain
E[®; 1 — 04| F Y] = E[(Liins, + Ligas, + Lug) (@r1 — 04) | FT]
< iy (1= 1)1 = ) (ALTEERLE A7) 4y (1 — py) BTG

(4.29)

+20(1 = p)" /2 (K p A IV S (X)IP +0A%) + (1= py)/2 - D04 9 (x|
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where the inequality follows from 1 —p; < (1 —p;)*/? and 1 —p, = ps(1 —py) + (1 —
pr)(1 —py) < pr(1 —py) + (1 —py)*/2. Let us choose p, € (0,1] as in (4.9) which
implies

1-v)(1-7"HA 2v(1-v) A 2
(—pops S0 (1 — ) U4 |9 £(Xy) |
1-v)(1-—y"HA 2
< —popy G |V £ (X))
We have now reduced the number of terms in the conditional expectation
. “1y (A
B[ 11— OulFCE) < —popp 31— 1)1 =77 ($5 IVS (X)) + 043)

+20(1 = )2 (A IV (XN +0AF) + (1= py) /2 - D024 |9 ()

PgPf
1—pf

We choose py € (0, 1] large enough, so that satisfies (4.10) which implies

—v)(1—y~* —v
(7 pgpys(1 2L)2(1 7 ) +(1 7pf)1/2 (21//<af + 4W(L12 )) )-Ak ||Vf(Xk)H2

< 0= g x|

and 2P (1 — v)(1 — v HOAT + 2v(1 — py) /2007 < BPL(1 — 1) (1 — 4~ HOAZ.

The proof is complete. O

REMARK 4.1. To simplify the expression for the constants we will assume that
6 = 1/2 and v = 2 which are typical values for these constants. We also assume
that without loss of generality x, > 2 and v > 1/2. The analysis can be performed
for any other values of the above constants - the choices here are for simplicity and
illustration. The conditions on pg and py under the above choice of constants will be
shown below.

THEOREM 4.7. Let Assumptions 2.1 and 2.2 hold and chose constants as in
Remark 4.1. Suppose {Gr, Xi, Ay, Ay, Sk, Y, F} is the random process generated
by Algorithm 1. Then there exists probabilities py,ps and a constant v > 1/2 such
that the expected decrease in @y is

1
Ed _d J—_-G~F < —
[ k+1 k‘ k_l] - 2048<ngamax + 1)2

In particular, the constant v and probabilities py, py must satisfy

(“25 IV £ (X0 + ;A§> o (4.30)

v

1—v = 64(H9amax + 1)27 (431)
S0 g sl (4.32)
by = 17 an Py 2’ ’
and M 2 max {1024'%]0[’2(%90‘1113»)( + 1)2 + 647 1024(Kgamax + 1)2} : (433)

1—py

Proof. We plug in the values for v and 6 and use the fact that £, > 2 to obtain the
expression for v/(1—v) and p,. In order to deduce the expression for p,p/(1—py)/2,
we assume that v/(1—v) = 64(ky0,,. +1)?. Lastly, we suppose v > 1/2, p;ps > 1/2,

and Wlm = (1 — v). Therefore, we have
s -n(—y) _—(-v) v 1
4 = T16 T 1024(g ey + 1)2 — 2048(kgapay + 1)2

The result is shown. O
18



4.3. Convergence rates for the nonconvex case. Our primary goal in this
paper is to bound the expected number of steps that the algorithm takes until
IV f(Xk)|| < e. Define the stopping time

T.=inf{k >0 : [VF(X3)| < e}

We show in this section, under the simplified assumptions on the constant from The-
orem 4.7

L3 1)2®
E[T.] < O(1) - - 2PL . <ﬁgama§+) 0
2pgpy — 1 €

+ 1.

Here O(1) hides universal constants and dependencies on 6, 7, a,,.... We derive this
result from Theorem 3.2; therefore, the remainder of this section is devoted to showing
Assumption 3.1 holds. Given Theorem 4.6, it is immediate the random variable &y
defined, as in equation (4.6), satisfies Assumption 3.1 (iii) by multiplying both side by
the indicator, 1{7, 5y} In particular, we define the function h(A,;) = A% to obtain
from Theorem 4.7

E[l{7. >k} (Prs1 — Ou) | FE ] < —OR(A) L1 513,

where © = It remain to show Assumption 3.1 (ii) holds.

1
S04BL2 (g g 1107
LEMMA 4.8. Let py and py be such that pgpy > 1/2 then Assumption 3.1 (i) is

satisfied for Wy = 2(15,ng, — 1/2), A =1log(7v), p = pgpy, and

~ Proof. We can shrink A, without loss of generality, so that A = AoeM for some
7 €Z and j <0. It remains to show that

LirsipArtr > Lirs gy min { A, min{ oo, YA HeJ + 7 A (1= 1100, }

Suppose A, > A. Then AL > A and hence Ay 2 A. Now, assume that A, < A.
If we have 15, = 1 and 1;, = 1, it follows from Lemma 4.2 that the kth step is
successful, i.e. xpy1 = ap + 5 and a ;= max{a,,,.,va,}. If IxJ, = 0, then
Qpyq 2 v lay. 0O -

Finally substituting the expressions for h, A, and ¥ into the bound on E[T¢]
from Theorem 3.2 we obtain the following complexity result.

THEOREM 4.9. Under the assumptions in Theorem 4.7, suppose the probabilities

Dg,Pf Satisfy

16 1
pg 2 T?J pf > 57 and
PPl > max {10245 L2 (K g0y + 1)% + 64, 1024 (kg0 + 1)%} .

V1—ps

with 2 = 64(kgaua +1)2. Then the expected number of iterations that Algorithm 1

1—v

takes until |V f(Xz)||> < & occurs is bounded as follows

L? L/2+2 1)2
E[T.] < Dbgbr . (kg + L/2+ 2e5)(KgOpax +1) By + 1,

= 2pgpr — 1 Ce?
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where C' = 1/4096 and ®g = v(f(Xo) — fmin) +(1—v)(1/L?A, ||Vf(Xo)H2+1/2A(2)).
As a simple corollary to the complexity results we have the liminf-type a.s. con-
vergence result.
THEOREM 4.10. Let the assumptions of Theorem 4.6 (or Theorem 4.7) hold.
Then the sequence of random iterates generated by Algorithm 1, Xy, almost surely
satisfy

liminf |V f(X})|| = 0.
k—o0

4.4. Convex case. We now analyze line search (Algorithm 1) under the setting
that the objective function is convex.

ASSUMPTION 4.1. Suppose, in addition to Assumption 2.1, the function f in
(1.1) is convex. We also assume there exists a constant D > 0 such that

lx —2*|| <D forall x €U,

where x* is some global minimizer of f and the set I/ contains all iteration realizations.
Moreover, we assume there exists a Ly > 0 such that |V f(z)|| < Ly for all x € U.

REMARK 4.2. In deterministic optimization, it is common to assume that the
function f has bounded level sets and that all the iterates remain within the bounded
set defined by f(x) < f(x¢). For the stochastic case, it is not guaranteed that all
the iterates remain in the bounded level set because it is possible to take steps that
increase the function value. Clearly iterates remain in a (large enough) bounded set
with high probability. Alternatively, if it is known that the optimal solution lies within
some bounded set, Algorithm 1 can be simply modified to project iterates onto that
set. This modified version for the convex case can be analyzed in an almost identical
way as is done in Theorem 4.6. However, for simplicity of the presentation, for the
convex case, we simply impose Assumption 4.1.

In the convex setting, the goal is to bound the expected number of iterations T
of Algorithm 1 until one reaches a nearly optimal value,

flzr) — fF <e.

In the convex and deterministic setting, the complexity bound is derived by showing
that 1/(f(xk) — f*) has a constant increase until an e-accurate functional decrease is
reached. For the randomized line search we follow the same idea, replacing f(zy)— f*
in &5 (modified by substituting fumi, in (4.6) by f*) and defining the function

1 1
U, = — — 4.34
P &)+ ¢’ ( )

where the constant € > 0 is the same level of optimality as 7.. To simplify the
argument, we impose an upper bound on A,.

ASSUMPTION 4.2. Suppose there exists a constant d,,,, such that the random
variable A, <6, ...

First, with a simple modification to Algorithm 1, we can impose this assumption.
Second, the dynamics of the algorithm suggest A, eventually decreases until it is
smaller than any € > 0.

We show the random process {Uy, Ay} satisfies Assumption 3.1 for all k > 0. The
dynamics of the random variables A, behave the same as in the nonconvex setting;
hence Assumption 3.1 (i) and (ii) follow from Lemma 4.8. We ensure boundedness
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of the random process {U;} by incorporating the optimality level directly into the
definition of ¥; hence the dependency on ¢ for complexity bounds is built directly
into the function ¥. The main component of this section is proving Assumption 3.1
(iil) holds for this Uy, i.e. an expected improvement occurs.

THEOREM 4.11. Let Assumptions 2.1, 2.2, 4.1, and 4.2 hold. Suppose the random
process generated by Algorithm 1 is {Gi, Xy, Ay, Ay, Sk, FY, Fg}. Then there exists
probabilities py and py and a constant v € (0,1) such that

1 CE[U,., — U, |FEF < —pgps(1=r)(1-7"") A1 7
(ro>ky B[P — Uy |F0] < R L L T {T.>k}

where Uy, is defined in (4.34). In particular, the probabilities py and py and constant
v in (4.8), (4.9), and (4.10) from Theorem 4.6 suffice.
Proof. First, by convexity, we have that

Lrsky - (Pr +¢)
<lprsry - (V4 D) = £5) + (1 — ) 20D 4 (1 1)9A2)
< Lnsny - (7 + DIVFR), X = 2%) + (1= ) EEE 4 (1= 1)05,,,,A, )

< 1{Ta>k} ’ ((V + 1)DL + (17U)szaXLf + (1 - V)\/gémax> (HVf(LXk)” + \/éAk:> ’

where we used |V f(Xy)|| < Ly. Without loss of generality, we assume o, < 1; one
may prove the same result with any stepsize, but for the sake simplicity we will defer
to the standard case when o, ,, < 1. By squaring both sides, we conclude

L sy - Ap(Pg +€)? Lin sy - Ap(Pg +¢)°

c (v + )DL+ el (1) VBS,,, )2

V(X
ST (A”f(L“” +9Ai> ,

where we used the inequality (a+b)? < 2(a?+b?). From the above inequality combined
with (4.7) we have

(4.35)

< “Pops(L=v)(L =771

E(l{r, sk - (Prr1 — )| Fo ] < e sk Ap(Pr 4 )2

We can then use Jensen’s inequality applied to the function z — % to derive the
following bound

1 1 1 1
1 ‘E — FEFl <1 : —
{Te>k} [(I)k +e€ Driq + 5’ k1:| = HT>k} <(I>k +e€ E[‘I)k_H + €|.7:,?_117]>

_, . E[®;+1 — (I)k|-7:kcjf]
{Te>k} (P + e)E[Ppy1 + €|}—l?—.11$]

< ~peps(1=v)A=7"HA, (P +¢)? Ao
- 4C (Dp + ) E[dy sy +e|FOL] M
o “peps(L=1)A =7 DA,

— 40 ’ {T5>k)}



where the last inequality follows from E[®y 1 +¢|FS ] < ®f +e. O
The expected improvement in ¥y allows us to use Theorem 3.2 with h(A) = A,

A= WLI/;;HQ’ O = %%(177_1) where C' is defined in (4.35), and p = p,ps.

This directly gives us the complexity bound.

THEOREM 4.12. Let the assumptions of Theorem 4.11 hold with constant v and
probabilities py and py as in Theorem 4.6. Suppose we choose the constants as in
Remark 4.1. Then the expected number of iterations that Algorithm 1 takes until
f(Xk) — f* < e is bounded as follows

[e% L 2
(Kg@max+1) (g +Ltes) ( (v+1)DL+(1—v) ( 222L 4 /fs,
E[l.] <0(1)- QPZZZ;fCl ' ( e+®o ( )>

The bound in Theorem 4.12 can be further simplified as follows

DPgPf L3/€2(D2 + Lfc + 512‘(1ax) .
2pgpy — 1 €

E[T:] <0Q1)-

4.5. Strongly convex case. Lastly, we analyze the stochastic line search (Algo-
rithm 1) under the setting that the objective function is strongly convex. As such, we
assume the following is now true of the objective function while dropping Assumption
4.1 and the bound on A,.

ASSUMPTION 4.3. Suppose that, in addition to Assumption 2.1, the function f
is p-strongly convex, namely for all z,y € R™ the following inequality holds

Fa) > f) + VI @~ )+ B~y

Our goal, like the convex setting, is to bound the expected number of iterations T
until f(z) — f* < e. We show that this bound is of the order of log(1/¢), as in the
deterministic case. Our proof follows the same technique used in the deterministic
setting which relies on showing that log(f(xy) — f*) decreases by a constant at each
iteration. Here, instead of tracking the decrease in log(f(xr) — f*), we define the
function

Uy, = log(®y + ) + log <i) ) (4.36)
where the constant € > 0 is the same level of optimality as T, and P is defined
in (4.6). We show the random process {¥y, A} satisfies Assumption 3.1. Again,
the dynamics of A, do not change and ¥ > 0 since we incorporated the optimality
condition directly into the definition of ¥. Hence Assumption 3.1 (i) and (ii) hold.
The next result shows the expected decrease of ¥y, (Assumption 3.1 (iii)).

THEOREM 4.13. Let Assumptions 2.1, 2.2, and 4.3 hold. Suppose the random
process generated by Algorithm 1 is {Gy, Xg, Ay, Ay, Sk, FY, Fi}. The expected im-
provement 1S

pepr(1—v)(1—~71)
A(ECED 4 (1= D)t + (1))

Lz spy - B[Wrp — U |FET) < — A - Lrsky,

where Wy, is defined in (4.36) and the probabilities p, and py and constant v are defined
in Theorem 4.6.
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Proof. By strong convexity, for all z, we have f(x) — f* < i [V £()]|*; hence
we obtain

Lrony - (@5 +2) < Tnoy - (4 D) = 1)+ (1= ) (2T 4 ga2))

S 1{T5>1€} ' ((% + (1 - V)amax) w + (1 — Z/)HAE)

v 2 ) 2
< 1{T5>k} : ((% + (1 - V)(l + amax)) (W + eAi)) '
For simplicity of notation, we define
C = DI | (1 0)(1 + G- (4.37)

Also for simplicity and without loss of generality, we assume «,,,, < 1; hence, we
conclude

Lizosky - Ap(®r+€) < Lipnsgy - C <W + QAi) .

We have an expected decrease in @y (4.7) from Theorem 4.6. This together with the
equality 17, sk} (Prs1 — Pr) = Prr1yar. — Prar. gives the following bound?

IN

—v _~—1 2
B[ 1z, — Cpar. [FEE) < — o2z )(Akwng'“)“ +9Ai)

. 1{T5>k}

—pgps(1—)(1—y"1) A,
O A (@ +2) gz

IN

—v)(1—y"! :
= E[®(l€+1)/\TE+E“F]§;}f] < (1 _ pgps(1 31(@1 YA -1{Tg>k}) ((I)kATE+€)- (438)

Consequently, using Jensen’s inequality applied to the function z — —log(z) with
x > 0, we have the following

Elog(®(k41)a1. + &) — log(®rat, + )| Fih]
< log (E[q)(kJrl)/\TE + E|F;§_€]) — lOg((I)]g/\T5 + 6)
E[® +e|lFeh
~log < [ (1t 1)aT, + €l kl])

St +€
1-v)(1—-~"HA
<10g(1—pgpf( i(c ) k'l{T5>k}>7

where the last inequality follows by (4.38). Because log(l —x) < —x for z < 1, we
deduce our result. O ~
Using the above theorem allows us to use Theorem 3.2 with h(A) = A, A =

%, 0= %&M where C is defined in (4.37), and p = pypys. After
simplifying some constants, we have the following complexity bound.

THEOREM 4.14. Let the assumptions of Theorem 4.13 hold with constant v and
probabilities py and py as in Theorem 4.6. Suppose we choose the constants as in
Remark 4.1. Then the expected number of iterations that Algorithm 1 takes until

f(Xg) — f* < e is bounded as follows

PgPs L? Dy +e
BT < 01) - P (st + L 29) (5 + 0 ) o (2255) 1

3We use the notation a A b = min{a, b}.
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Simplifying the bound further gives us

E[T.] < O(1) - - LoP! (LS(“gzmax)s) log (?’) .

2pgpy — 1

4.6. General descent, nonconvex case. In this subsection, we extend the
analysis of our line search method to the general setting where steps are taken along
some direction dj, and not the negative stochastic gradient estimate —gj. For example
di may be computed by applying a subsampled Newton method [17], or it may be a
quasi-Newton direction derived using gradient estimates from the past iteration. We
will not assume here any specifics about how dj, is derived, but we will simply assume
that dj and g, make a sufficiently obtuse angle. Algorithm 1 is then modified as
follows

e a step is reliable when fakg,?dk > 6,% instead of oy Hng2 > 5,%;
e the stepsize sy = aydy (instead of —aygy).
e The sufficient decrease (2.2) is replaced with

f(:[,’k + akdk) < f(.’Ek) + akedggk. (439)

e d; satisfies the following standard conditions.
ASSUMPTION 4.4. Given a gradient estimate g we assume the following hold for
the descent direction d,
(i) There exists a constant S > 0, such that d, is a descent direction, namely

ngk
|l 1 gx |l

(ii) There exist constants k1, ke > 0 such that

< -3, for all k.

kgl < el < allgill s for all .

We note that to satisfy the above assumption one can always modify the step
direction dj by adding a appropriate multiple of g to it. For example, such self-
correcting technique has been successfully used together with stochastic L-BFGS
method in [8].

We now provide simple variants of the lemmas derived in Section 4.1.

LEMMA 4.15 (Bound on gradient change, variant of Lemma 4.4). Suppose the
k-th step is successful and the descent direction dy, satisfies Assumption 4.4. Then

IV f (@) I” < 2(L7af3 [lgnll + 1V f (@) |)-

In particular, the inequality holds

22 (i IV @) = 0 IV £ @) I1P) < 20 (0 ol + 2 1V F(@0)]?)

Proof. An immediate consequence of L-smoothness of f is ||V f(zg+1)|| < Lag ||dg||+
IV f(xk)]]. The result follows from Assumption 4.4 (ii) then squaring both sides and
applying the bound, (a + b)?> < 2(a? + b?). To obtain the second inequality, we note
that in the case xj + s is successful, Qg = V- 0
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The analysis for the steepest descent relies on successful iterations occurring when-
ever the stepsize is sufficiently small. We provide a similar result for the general
descent case.

LEMMA 4.16 (Accurate gradients and function estimates and small step size =
successful step, variant of Lemma 4.2 ). Suppose gy is rq-sufficiently accurate, the
descent direction dy, satisfies Assumption 4.4, and {f2, fi} are ef-accurate estimates.

If

. B1-0)
ak — Lko QEf
kg + =% +

then the k-th step is successful. In particular, this means fi < f2 + Oay g} dy
Proof. The L-smoothness of f and the x4-sufficiently accurate gradient immedi-
ately yield

fxr) + o (VF(xr) — gr)Tdie + o9t dk + La’“ l|d ||
< Flan) + g0 |lde] lgnll + gl di + Z2E | dy 2

Since the estimates are € s-accurate, we obtain

fi—epad lgel® < flan +si) — fi + f2
La? 2
< flan) = fo + 2 + sgai l1dell lgrll + orgi di + 5= |||
2 Lo? 2
< fR+eroi lgell” + rgo dill llgrll + argrh di + =5% [ldil” -

The above inequality with Assumption 4.4 implies

2e Lk
fi-f<a (f+ +)||gk|||dk|+akgkdk

—a? (2 Lk
< —k (Hf + kg + 2> gt di + axgf di.

The result follows by noting f; < f2 + a,gf dy (1 - % (Hg + an + 26f>> O

As in the steepest descent case, we use the same function <I>k as defined in (4.6).
Using the sufficient decrease condition (4.39) and Assumption 4.4 on dj, a successful
step yields a decrease of

[z + agdy) < =0k B Hgk||2

Hence, we can derive, as in the steepest descent scenario, an expected decrease in ®y.

THEOREM 4.17. Let Assumptions 2.1, 2.2, and 4.4 hold. Suppose the random
process generated by Algorithm 1 is {Gr, Dy, Xi, Ay, Ay, Sk, F,?, Fg}. Then there exist
probabilities py,pr > 1/2 and a constant v € (0,1) such that the expected decrease in
(I)k 18

1-— 1—~"1 A
[0y 41 — 0| FEF] < —PoPsl ”4)( ) (L’; 1V £ (X012 +9A§). (4.40)

25



In particular, the constant v and probabilities py,py > 1/2 satisfy

32va2 K3 167 (Kgtmax + 1)2
> —— & = 16(y — 1 max 4.41
1—v —max{ orap 0L Or1 3 ’ (441)
2y

> 4.42
P2 =T 4 2 2

L? 167v(1 —
and Pobs > ma {8 vy + 16%( — V), i — } (4.43)

1—py 1-=v)1=9y"") "A=v)d-7"1)

Proof. Using Assumption 4.4 on the descent direction dj when a step is successful,
we see

Tsuce (f(Xx 4+ A Di) — F(Xi)) < —Lsuccl Ak B [|Gil)” -

Hence, we may replace 6 in the proof of Theorem 4.6 with 6x18. The only other
change to the proof and the resulting constants lies in the replacement of Lemma 4.4
by Lemma 4.15. This implies a change in the choice of v in equation (4.15). In
particular, we choose v to now satisfy

vk BA vOk1BA
DORIBA Gl + (- )2 A0 Gl <~ g2,

max 16
v0r1 BALIIVF(X)II? | 200—0)v A IV F(Xe)|? v0r1 BALIIY f(X)|I?
T AL mgapt1? T T S T S s TP (4.44)
0 0
and - %Aﬁ +(1-v)(y—1)pA2 < —%Aﬁ.

0
The dynamics of Ay mimic those in the gradient descent case and thus Lemma 4.8
holds by replacing A with

B —0)
=

LK/Q
HQ—’_ 2 + K1

A:

The proof of Lemma 4.8 relied on Lemma 4.2 which we replace in the general descent
case with Lemma 4.16. We derive a complexity bound using Theorem 3.2 for the
general descent setting.

THEOREM 4.18. Under the assumptions in Theorem 4.17, and constants chosen
in Remark 4.1, suppose the probabilities pg, py > 1/2 satisfy

16
Dg > T and

PgPf > max { 1024k L2 (max{ry,2k2}a +1)2 164, 1024(max{rg,2r2 ta . +1)? }

M - k1B k1B

2
with 7 = 64(max{“9’§f§}am"+l) . Then the expected number of iterations that Algo-

rithm 1 takes until |V f(Xy)|)* < e occurs is bounded as follows

3,.3,.3

PgD LEK(I)O 1

E[LL]<O(1) &L 20270 — 4,
2pgpr — 1 K5 €

where & = v(f(Xo) — fuin) + (1 — ) (1/L2 Ay [V f(Xo)||* + 1/2A2).
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5. Conclusions. We have used a general framework based on the analysis of
stochastic processes proposed in [3] with the purpose of analyzing expected complex-
ity of stochastic optimization methods. In [3] the framework is used to analyze a
stochastic trust region method, while in this paper we were able to use the same
framework to develop and analyze a stochastic backtracking line search method. Our
method is the first implementable stochastic line search method that has theoretical
convergence rate guarantees. In particular, the accuracy of gradient and function
estimates is chosen dynamically and the requirements of this accuracy are all stated
in terms of knowable quantities. We establish complexity results for convex, strongly
convex and general nonconvex, smooth stochastic functions.
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