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A B S T R A C T   

Autonomous robotic vehicles (i.e., drones) are potentially transformative for search and rescue (SAR). This paper 
works toward wearable interfaces, through which humans team with multiple drones. We introduce the Virtual 
Drone Search Game as a first step in creating a mixed reality simulation for humans to practice drone teaming 
and SAR techniques. Our goals are to (1) evaluate input modalities for the drones, derived from an iterative 
narrowing of the design space, (2) improve our mixed reality system for designing input modalities and training 
operators, and (3) collect data on how participants socially experience the virtual drones with which they work. 
In our study, 17 participants played the game with two input modalities (Gesture condition, Tap condition) in 
counterbalanced order. Results indicated that participants performed best with the Gesture condition. Partici-
pants found the multiple controls challenging, and future studies might include more training of the devices and 
game. Participants felt like a team with the drones and found them moderately agentic. In our future work, we 
will extend this testing to a more externally valid mixed reality game.   

1. Introduction 

As autonomous robotic vehicles (i.e., drones) proliferate, scholars 
expect them to be valuable to search and rescue (SAR1) Alharthi et al. 
(2018a); Khan and Neustaedter (2019) as they move from nuisance ABC 
News (2017); Hutson (2017) to valued teammates. As drones become 
more automated, we expect it to be useful for one person to direct 
multiple drones while maintaining situational awareness Endsley 
(1995). This pushes drones from being an extension of an individual 
pilot to members of a team and allows human operators to move from 
direct piloting via physically large, laptop-based user interface (UI) to 
wearable UIs that support mobility and situational awareness. 

Our long-term objective is to build such wearable UIs for human- 
drone teams, predicting this need in the near future. To do so we 
build and test an intermediate step: a mixed reality that combines 

wearable UIs and humans operating in the physical world with a set of 
virtual drones. Such a mobile laboratory Ashbrook et al. (2009) is an 
ecologically valid research environment for developing algorithms for 
drones, UIs for directing drones, and hardware configurations that make 
up composite wearable computers (i.e., those assembled from hetero-
geneous pieces of hardware). This intermediate step enables us to design 
such systems without yet needing to consider the legal and safety ram-
ifications of drone flight Dolgov and Hottman (2011); Dorr (2018); 
Hobbs (2010), which is outside our scope. The objective of the present 
research is to narrow down the space of needed devices to achieve such 
an interface by running a fixed laboratory study Ashbrook et al. (2009) 
using a 3D game UI, the Virtual Drone Search Game, to represent the 
physical world and considering wearable computer configurations. We 
develop the following research questions (RQs): 
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1. To improve technological mediation of wearable multiple-drone 
control, we contrast two input modality conditions. Which input 
modality will work more effectively? As an exploratory study, we 
do not make a directional hypothesis.  

2. We aim to further improve our mixed reality system for designing 
future wearable drone UIs and training operators. How can we 
improve our system to maximize knowledge gain from designs 
and to make the experience compelling and stressful (i.e., like 
real SAR scenarios) to participants?  

3. As drones become more automated, they transition from tool to 
teammate. What is a baseline for how participants socially 
experience the (virtual) drones when working with them? 

To address the research questions, we compare input modality 
design. To narrow the design space, we performed grounded theory on 
hardware that could be composed to create a wearable computer system. 
Taking this analysis, along with our target domain, we ran a pilot study 
with three device configurations. Following the pilot, we identified two 
candidate input modality combinations that we believed would be 
effective:  

• Gesture condition: Head-mounted display (HMD), wrist-worn 
touchscreen, Leap Motion free-air gesture controller, and Twiddler 
3 chording keyboard; and  

• Tap condition: HMD, wrist-worn touchscreen, Tap finger-worn 
keyboard, and handheld mouse. 

In this paper, we test human interaction with our UI to team with 
multiple drones to understand the design of future systems. We compare 
workload, performance, and situational awareness between two UIs to 
demonstrate the usefulness of our simulation for user testing and to learn 
which UI is most effective. We use free response questions to determine 
how to improve the system and game before we move it to a mixed 
reality system. Further, we examine how participants perceive the 
drones as teammates and potentially anthropomorphic agents. 

The present research contributes ways to advance designing wear-
ables to support human-drone teams. We find that: (RQ1) the Gesture 
condition produced better performance and lower workload than the 
Tap condition. However, across conditions, situational awareness of the 
drones was low. (RQ2) Based on participant comments, certain aspects 
of the game were more confusing than others (e.g., drone charging) and 
could be improved. (RQ3) Finally, participants felt like a group or team 
with the virtual drones, and rated them as moderately agentic. 

The remainder of the paper is organized as follows. Multiple back-
ground sections cover SAR, human-drone teaming, wearables, and game 
design. We describe our research artifact, the Virtual Drone Search Game, 
providing details on game design and implementation, including how 
technologies are assembled. Our methods section provides insight into 
the empirical user study, and the results section organizes results ac-
cording to our research questions. We then provide a discussion and 
conclusion, pointing to future work and its value to SAR. 

2. Research Context: SAR 

Search and rescue (SAR) is a disaster response operation to locate 
persons who are in distress or imminent danger, aid them (e.g., medical, 
food), and move them to a safe place Department of Defense (2006). 
There are different types of SAR operations (e.g., urban search and 
rescue2, mountain rescue3). Time is critical in SAR operations; using 
technology (e.g., drones) could decrease the time needed to find persons 
who are in distress Waharte and Trigoni (2010). Most studies on drones 
for SAR work with simulation Cacace et al. (2016, 2017); Karaca et al. 

(2018), but a case study found that using a commercial drone to assist 
search for a missing climber near the peak of the Karakoram Mountains 
reduced the number of people needed to find the climber and reduced 
the risk of those SAR responders McRae et al. (2019). Conditions like this 
are especially dangerous to people because of the vast area needed to 
search and dangerous altitude. Findings that drones could also decrease 
the time needed to find missing persons Weldon and Hupy (2020) makes 
drones promising to the field of SAR (see Section 3.1 for more on 
teaming with drones). 

Constant training is core to SAR Fischer et al. (2014); Toups et al. 
(2016); Toups and Kerne (2007). Traditional methods, such as 
high-fidelity simulations and classroom courses, may fall short of 
providing effective and cost-efficient training that is needed for 
emerging technologies. Advances in technology open new opportunities, 
including computer-based training simulations, drones, mixed reality, 
virtual reality (VR), and wearables. Prior studies report on the usefulness 
of these technologies for training purposes Alharthi et al. (2018b); Hsu 
et al. (2013); Toups et al. (2011). Hsu et al. Hsu et al. (2013) provide an 
overview of how VR has been used for disaster preparedness training. 
These types of simulations also provide training opportunities for 
human-agent coordination and collaboration Fischer et al. (2017); 
Ramchurn et al. (2016), helping responders to build advanced coordi-
nation skills. Advances in computers and wearable technologies have 
the potential to enhance the design of mixed-reality training Feese et al. 
(2013). 

Our ongoing work develops a mixed reality game and wearable 
system to test safe use of drones across contexts to help train and prepare 
for SAR. Our ultimate goal is to examine how good training with this 
technology can improve real-world SAR. In this work, we first validate 
the concept by testing the game on a computer prototype. 

3. Background: Human-Drone Teaming 

The term drone, used for simplicity, refers to an aerial vehicle that 
can be controlled remotely Austin (2010); Barin et al. (2017); Chang 
et al. (2017); Jones et al. (2016). Drones have different flight capabilities 
that depend on size (e.g., palm-sized to small-jet-sized) and flight type 
(e.g., quadcopter, hexacopter, fixed-wing) Vergouw et al. (2016). Pay-
loads are the equipment that drones carry to perform useful work (e.g., 
camera, thermal imager, GPS) Austin (2010). 

Drones have high incident rates (e.g., crashes), approximately 10 
times greater than their crewed counterparts Dolgov and Hottman 
(2011); Hobbs (2010). Although equipment malfunctions and weather 
contribute, the primary cause is pilot error Chao et al. (2010); Dolgov 
and Hottman (2011); Hobbs (2010). Poor pilot performance often stems 
from lack of situational awareness Endsley (1995, 2000) and / or high 
workload Dolgov et al. (2017). As with most UIs, while pilots generally 
bear the blame, often suboptimal control interface design and / or 
training are the true source of error Norman (2013); Pancock et al. 
(2016). The system we are testing will allow researchers and practi-
tioners safe testing of UIs before using a system in the real world. 

Drones are expected to play a crucial role in SAR and are already 
involved in the field. Drones were, controversially used for SAR during 
Hurricane Harvey in summer 2017 ABC News (2017); Hutson (2017) to 
create a 3D map of the flooding and damage. 

In the USA, one person can legally pilot only one drone at a time 
Dorr (2018); however, such limits may reduce SAR efficiency. 

In this paper, we test a computer prototype of the system for a person 
to control multiple drones at once, forming a human-drone team with a 
single human operator. Once researchers demonstrate sufficiently low 
incidence rates, it may be beneficial to increase the legal limit of number 
of drones per pilot to increase efficiency of SAR teams. 

3.1. Multi-Drone Interaction 

Existing work has primarily focused on interactions with a single 
2 FEMA USAR: https://www.fema.gov/urban-search-rescue  
3 Mountain Rescue Association: http://mra.org 
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ARV; interacting with a team of ARVs is just being explored Brambilla 
et al. (2013); Chen and Barnes (2012); Chien et al. (2010); Kira and 
Potter (2009); Kolling et al. (2012); Penders et al. (2011). Research on 
teams has focused on the technical side of how ARVs might work 
together Modares et al. (2017); Remes et al. (2013); Sanchez-Lopez 
et al. (2014), with little research on how an individual human can 
control multiple ARVs. What research there is on human integration has 
begun to explore how to appropriately signal operators when multi-ARV 
teams require attention Chien et al. (2011) and the use of multitouch 
and gestures to guide operation Hayes et al. (2010); Micire et al. (2009). 
In one system, a group of two to three ARVs fly autonomously while a 
human focuses mostly on SAR Bevacqua et al. (2015); Cacace et al. 
(2016, 2017). That human is given the ability to take over control of 
ARVs at a low (e.g., “move a little more this direction”) or high (e.g., 
“certified area”) level. Individuals interact using a mixed-initiative 
multimodal system Cacace et al. (2016). 

Systems that rely on drone autonomy have some challenges for 
current technology. They assume that the SAR expert is also familiar 
with the drone-controlling system Cacace et al. (2017). However, if 
teams must quickly deploy multiple drones in emergency situations, the 
responders may have little to no training, or may have been trained a 
long time ago. 

In this project, our goal is to develop a system that requires less 
training for first-time users and that requires less computer autonomy 
for directing the drones. This project differs from swarm control because 
the pilot can control multiple drones independent of each other. 

3.2. Anthropomorphic Perceptions of Drones and the Human-Drone Team 

In human-robot interaction, social responses have been critical for 
human-robot teamwork and defining human expectations of robots 
Fraune et al. (2017a); Lee et al. (2010). While we do not expect to find 
differences in these measures across conditions, we use them as a 
baseline for future studies in which participants may perceive robots as 
differently anthropomorphic, negative or positive, and like teammates. 

3.2.1. Anthropomorphism 
Anthropomorphism refers to how humans perceive robots to be 

similar to humans (e.g., in appearance, in behavior) Epley and Waytz 
(2010); Epley et al. (2007). The more human-like people perceive robots 
to be, the greater humans’ expectations Lee et al. (2010). For example, 
people expect a robot that looks or behaves like a human to be able to 
engage in conversation, even if the robot cannot. Certain types of 
anthropomorphism occur with robotic teammates even if the robots do 
not look like humans; e.g., people have held funerals for mechanomor-
phic (i.e., machine-like) military robots Carpenter (2016), and dog-like 
robots Robertson (2018). Given the effects of anthropomorphism on 
human behavior, we measure social responses to robots. 

Anthropomorphism is divided into experience (i.e., the ability to feel 
positive or negative stimuli like pleasure and pain) and agency (i.e., the 
ability to plan, calculate, or act) Haslam et al. (2008); Kozak et al. 
(2006). Robots are often viewed as low in experience Gray et al. (2007); 
Wullenkord et al. (2016) but medium-to-high agency Kahn Jr. et al. 
(2012); Lee and Lau (2011). As perceptions of an agent’s experience 
increase, so do humans’ desire to act in a humane way toward the agent 
Haslam et al. (2008); Waytz et al. (2010). High perceptions of robot 
experience relate to putting more effort into keeping them safe, which 
may alter how much danger people allow SAR drones to get into. Per-
ceptions of an agent’s agency relate to how much people expect an agent 
to be able to act on its own Haslam et al. (2008); Waytz et al. (2010). 
Higher perceptions of agency should relate to lower amounts of human 
oversight. Because in this paper, participants direct the drones, it is 
likely that they will report low levels of perceived drone experience and 
agency. Measurements in this study can serve as a baseline for future 
studies in which participants have less control over the drones. 

3.2.2. Entitativity 
Campbell describes entitativity as a group being cohesive, or like a 

single entity Campbell (1958). Entitativity can be applied to robots 
Fraune et al. (2017b) and even “alien” shapes Dasgupta et al. (1999). 
High-entitativity groups have members that are typically have high 
similarity in appearance, common goals, and interdependence or shared 
outcomes. High group entitativity relates to team member consistency, 
meaning that group members are more likely to interact with each other 
in the future Castano et al. (2003b); Haslam et al. (2013); Insko et al. 
(2013); Lickel et al. (2001a). It also relates to positive behavior toward 
group members, whether they are humans Castano et al. (2003b); 
Haslam et al. (2013); Lickel et al. (2001a) or robots Fraune et al. 
(2017b). In long-term interaction or as experiment stakes increase in 
future studies, we expect people to feel more entitative with robots. 

3.2.3. Emotion 
Emotion relates to behavior; people tend to approach things to which 

they have positive emotions and avoid things to which they have 
negative or anxious emotions Cottrell and Neuberg (2005a). Group-based 
emotion is felt with others (e.g., as an individual, one might have a 
negative emotion toward football but, as a group, feel proud of a local 
team) Smith and Mackie (2008); Smith et al. (2007). 

Based on theories of emotions and group-based emotions, partici-
pants would be more likely to continue interacting with drones that they 
have more positive and fewer negative emotions about. Research on 
human interaction with technology has found that people with anxiety 
or fear related to technology, rated on scales like the Computer Anxiety 
Scale (CAS) Marcoulides (1989), the Computer Anxiety Rating Scale 
(CARS) Heinssen Jr. et al. (1987), and the Robot Anxiety Scale (RAS) 
Nomura et al. (2006) predicts have lower performance dos Santos and 
Santana (2018), satisfaction, and intention to use the technology later 
Meuter et al. (2003). Further, positive emotions toward technology 
predicts willingness to interact with it even more than negative emo-
tions does Smith et al. (2020). To present a full view of people’s emo-
tions underlying their interactions with the drones in this study, we 
measured both positive and negative emotions. Emotions toward using 
drones is important as drones become increasingly useful in SAR 
situations. 

4. Background: Wearable Computers 

Wearable computers are equipped on various locations on a person’s 
body Barfield (2015); Mann (1997); Starner et al. (1997). These devices 
establish constant interaction between the environment and the user 
and often form their own network of intercommunicating effectors and 
sensors. Wearable input devices vary widely in terms of how they ac-
quire input from a user. Some systems include mini-QWERTY keyboards 
or virtual keyboards and pointing devices, mimicking desktop designs, 
but wearables open up a range of possibilities for full-body interaction 
and sensor-based, and context-aware designs Bellotti and Edwards 
(2001). For output, a number of displays, haptics, and audio feedback 
UIs exist. A key concern centers on how components inhibit mobility. 

Wearable devices have been minimally used in disaster response (e. 
g., firefighters may wear a TRX System to track individuals where GPS 
fails Systems (2016)). 

Using drones and wearables together may provide great benefits to 
first responders. For example, Epson’s MOVERIO Augmented Reality 
Smart Glasses have been used in simulated disaster situations Epson 
(2016). In their experiment, they use a drone to capture visuals of the 
disaster area, which are sent to the rescue team in the field, who use the 
smart glasses, to help with decision making. 

The present research aims at creating testbeds for composite wearable 
computers in the context of working with drones. By composite wearable 
computers, we mean assembling devices, primarily wearables, but also 
devices that can be repurposed as such, for a particular application. For a 
number of future applications, it is useful to consider how wearable can 
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be formed as a composite of effectors and sensors that work in harmony, 
but are modular, providing support to the wearer’s primary task. 
Because the present research is aimed at future systems, it is important 
for us to consider the range of potential wearable systems, rather than 
existing, potentially restrictive platforms (e.g., Google Glass, Apple 
Watch). In this research, we tested different wearable devices against 
each other. See the Wearable Interface: Designing from the Framework 
Section for details. 

5. Background: Game Design Terminology 

Games are framed as a combination of rules and play, involving 
designed game mechanics, through which players make choices Salen 
and Zimmerman (2004). Rules are the structures of a game that constrain 
player choices, while play is the freedom to make choices within those 
constraints Salen and Zimmerman (2004). Rules define the outcomes of 
choices, resulting in new, observable game states. To that end, play is the 
essential experience of the system that the rules create. The combination 
of rules and play leads to designed moments of choice for players: game 
mechanics Adams and Dormans (2012); Juul (2005); Salen and Zim-
merman (2004). 

Jørgensen Jørgensen (2013) defines “gameworld” as “an information 
space and an ecological environment designed with certain gameplay 
activities in mind” (Jørgensen, 2013, p23–24). They are thus virtual 
spaces, inhabited by avatars, that serve as UIs to a game system. The 
gameworld enforces the rules of the game. 

The present research uses a virtual gameworld, but aims at building a 
mixed reality game. In the mixed reality, the gameworld is created by 
augmenting the physical world. The player experiences reality first- 
person, but experiences the gameworld through the wearable UI. The 
current version of this research works with a first-person perspective on 
a gameworld that is reflective of a location in the physical world. 

6. Research Artifact: Virtual Drone Search Game 

The present research designs for future SAR scenarios, in which 
human-drone teams are essential. We expect such scenarios to involve 
human operators moving through hazardous environments and relying 
on drones for remote intelligence about where to search and where 
hazards are located. To that end, we develop a Virtual Drone Search Game 
in which the player, directing a team of virtual drones, must identify 
hidden locations in a physical-world environment while avoiding haz-
ards. We build the system as a game, aiming to make the experience 
enjoyable to participants and to create stress Salen and Zimmerman 
(2004); Toups et al. (2011). 

Creating stress is important because search and rescue (SAR) situa-
tions can be high-stress, and people respond differently under high- than 
low-stress Westman and Eden (1996). Prior studies designing games to 
support disaster response aimed to create stressful environments to 
match real-world experience. Therefore, in our simulation, participants 
experiencing some stress advances ecological validity of the design. 

For this study, we use a desktop apparatus that simulates wearable 
interfaces by incorporating some of the wearable hardware. Using the 
desktop apparatus simplifies deployment and creates less burden for 
participants at the cost of ecological validity. The study gives us valuable 
insight to design wearables and enables us to ensure that the mixed 
reality game is as effective as possible. In the desktop apparatus, the 
player uses wearable hardware to get information about the drones and 
to provide direction to them. The player uses a laptop display as a first- 
person UI onto a gameworld that functions as an analog to the physical 
world. 

While the present game apparatus is configured as a desktop appli-
cation, we developed the prototype system such that it can be recon-
figured as a mixed reality game for future studies. Thus, the system is 
complex, connecting multiple software and hardware systems; Fig. 1 
shows how components communicate. To provide game logic and a first- 

person gameworld UI through an avatar, we use an engine built on Unity 
(version 2017.3.1f14). A drone simulation platform, Gazebo (version 
7.0.05), tracks and simulates the virtual drones. A custom planner pro-
vides the drones’ intelligence, programmed using a Planning Domain 
Description Language (PDDL) McDermott et al. (1998), and communi-
cates with Gazebo using the Robot Operating System (ROS, version Ki-
netic Kame6). Finally, a set of hardware and software interfaces connect 
with these components to create a UI that provides information about 
the gameworld and the ability to interact with the virtual drones. We use 
NASA WorldWind7 for a map visualization, displayed on a wrist-worn 
touchscreen (Fig. 2), and provide drone data on an HMD (Fig. 4). 

6.1. Game Objective 

The objective of the game is to find hidden goal objects within 
multiple structures of a physical built environment. We derive this 
objective from SAR practice Fischer et al. (2015); Toups et al. (2016). All 
objects can be found by the drones, but some can only be collected by the 
drone and some by the player. The purpose of this design is twofold: (1) 
It represents reconnaissance drones’ expected ability to locate victims 
and the need for SAR responders to render most aid and (2) It sets up the 
game mechanics to focus the player on working with the drones. The 
design begins to address SAR methods, with the player needing to 
consider trade-offs between performing activities themselves or having a 
drone perform the activity. 

Each collected goal object scores points for the player. We designed 
the game so that there are more goals than we expect the players to be 
able to collect; this enables players to compete for a high score (Table 3) 
and ensures that the game sessions do not end early, maximizing data 
collection. 

We based the play environment on a map of a physical-world loca-
tion (for the mixed reality version, each structure exists physically in the 
game setting). Structures may be empty, contain a goal that the drone 
can locate (but only the player can collect), or a goal that the drone can 
locate and collect. The player needs to search each structure, either by 
moving their avatar to the structure or by sending a drone, to find its 
contents. Players or drones must then collect the goals that they are 
capable of collecting. 

6.2. The Game 

In the Virtual Drone Search Game, players identify structures in the 
game world that contain goals. Players need to move and use drones that 
function semi-autonomously to efficiently and effectively search the 
area. 

More than one drone can move at a time. The drones remain still 
until participants directed them to complete tasks. When users issue a 
command, they need to select a drone to carry out the command. Par-
ticipants make these five commands and send them to the server 
(Table 1). The drones don’t get too close to each other to avoid a 
collision. Below, we describe the game further, with embedded expla-
nations about how the future mixed reality version will differ. There are 
six actions used by ROS to execute the generated plan (Table 2). 

6.2.1. Rules and Game Mechanics 
Players move their avatar and direct their drones to find and collect 

goal objects. Time is the main constraint on actions: the game concludes 
when time runs out, limiting the number of structures the player can 
visit and driving a need to efficiently use the drones. Because pausing to 
direct the drones will slow down the player, they are encouraged to 

4 https://unity3d.com/unity/whats-new/unity-2017.3.1  
5 http://gazebosim.org/blog/gazebo7  
6 http://wiki.ros.org/kinetic  
7 https://worldwind.arc.nasa.gov 
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Fig. 1. Block diagram of the system architecture; gray blocks indicate separate components with interacting processing and data elements within. Multiple com-
ponents run on multiple computers, communicating over network connections. Communication is indicated with directed arrows; non-obvious communication 
streams have additional labels. The player uses the composite wearable and the laptop to play the game, and their software elements are broken down in pink in the 
left portions of the diagram. A game engine server determines what goal objects are found and how they are scored, in green, near the middle. The drone simulator 
and planner (blue, right side) communicate with each other using ROS and collectively manage interpreting player commands and moving drones in a way that is 
constrained by the Gazebo simulator. 

Fig. 2. The map UI, displayed on a touchscreen. Drones appear as a colored circle, player position is the red cube.  
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attend to the wearable computer while moving in the gameworld. 
Drones have limited battery power, meaning that it is not possible to 

do everything via drone. If a drone’s battery runs out, the player needs to 
land that drone so it recharges. This also drives a need to optimally 
spread out drones in the environment. 

Parts of terrain are dangerous either to the player or to the drones. 
Drones can detect these dangerous areas remotely. If a player spends 
time in a dangerous area, points are deducted; similarly, if a drone 
spends time in a dangerous area, the drone loses battery faster. In 
addition, if the player visits a building that does not have a hidden 
player object, they lose points. 

Drones can be set to search an area and can locate goals within 
structures. If a drone goal is found, the system will display the goal 
location and collect it. However, if a player goal is found, the system will 
display the location of that object on the map; then, the player needs to 
move and collect the object. 

The player can make choices about drone altitude, which offers 
trade-offs. 

At low altitude, drones reveal more information to the player (i.e., 
danger zones, goal locations), collect drone goals, and are affected by 
danger zones; at high altitude, drones avoid the effects of danger zones, 
but cannot find and collect goal objects. 

The player is free to move in the physical environment, to the limits 
of a specified play area. Because the game is timed, the player needs to 
focus on moving to the right structures with the help of intelligence 
provided by drones. At the same time, the player needs to identify and 
avoid danger zones while navigating the physical environment to 
structures that contain hidden objects. Ideally, the player should only 
search buildings that contain goal objects. 

In this game, the drones had some limitations, such as battery power, 
but they were always accurate. We chose to make drones complete tasks 
accurately in this first instantiation of the game to encourage partici-
pants to use them and simplify the game during its first test. We 

acknowledge that trust is important in human-machine teaming and 
should be further studied. However, in this paper, our primary aims are 
to test input modality, our system, and social perceptions. Therefore, 
drone accuracy and participant trust of drones is beyond the scope of 
this paper. 

6.3. Wearable Interface 

We developed a composite wearable UI for the game. The process of 
designing the wearable UI proceeded from a comprehensive analysis of 
existing devices to develop a framework Khalaf et al. (2020b, 2019), 
narrowing the design space by using the framework to identify candi-
date devices, then running a pilot study to verify the design. The focus 
for the present project is on input modalities, so we developed a set of 
consistent feedback modalities; testing feedback is future work. 

6.3.1. Grounded Theory Wearable Input Framework 
To design these wearable interfaces, we undertook a grounded the-

ory Glaser (1978, 1998); Glaser and Strauss (1967) analysis of 84 indi-
vidual wearable input devices (e.g., NailO Kao et al. (2015), Tap TAP 
(2016)) and 197 data sources (e.g., technical specifications, research 
papers, instructional videos)8. The grounded theory analysis identified a 
framework to support design. We designed this system with an early 
version of that framework, which has with two main axes, provoking 
designers to consider the following questions when building composite 
wearable computers: 

What type of interactivity is needed / desired? The designer should 
identify the TYPE OF INTERACTIVITY that is needed to accomplish the goals of 
the wearable system. Task demands and factors from the environment 
can determine what type of interactivity is most appropriate for the 
system. The question of what is used to identify the range of input that 
needs to be accepted by the system. 

Where might the system be worn on the body? The designer should 
decide what part or parts of the body can be occupied by one or more 
wearable devices. The criteria for selecting the on-body location for a 
wearable device can be varied based on the needs of accessibility, 
functionality, and mobility Gemperle et al. (1998). The designer has to 
identify these needs to be able to determine the on-body location of the 
wearable device(s) and determine if devices will conflict (e.g., finger 
gestures may not work if the user needs to clutch a controller). 

6.3.2. Designing from the Framework 
We used the framework to guide building a composite wearable that 

meets the requirements of our game. First, we need to select what type of 
interactivity the wearable should provide. The player needs to interact 
with the wearable while moving, based on the framework, we might use 
gestures and/or voice. The player needs to add waypoints on the map, so 
we may use touch, a thumb-stick, and/or a trackball to fulfill this 
requirement. We also can provide a clicking option to the player to 
provide their input to the system. For the mixed reality, the player needs 
to know their location on the map; therefore, we need to use a location 
tracker (GPS). 

Second, we need to decide where the system should be worn. We want 
to test the effectiveness of using different wearable input devices on 
different parts of the body. For example, comparing between two hand 
gesture devices that can be worn on different parts of the body (e.g., 
hand versus arm). Also, We need to ensure that wearable devices do not 
conflict with each other. For example, players cannot wear a Myo 
Armband and hold Twiddler 3 in the same hand. We need to ensure that 
the size and weight of the wearable computer need to be appropriate for 
the task and will not affect player movement. 

We narrowed our list to devices that provide gesture, touch, point, 

Table 1 
Commands that participants can issue to drones.  

Command Description 

Send Send drone to a new location. 
Land Land the drone. 
Search Search an area between two waypoints. 
Low Altitude Change drone altitude to 15m. 
High Altitude Change drone altitude to 25m.  

Table 2 
Actions used by ROS for executing drone plans.  

Action Description 

Takeoff Lift the drone off from the ground. 
Ascend Move the drone to a higher altitude. 
Descend Move the drone to a lower altitude. 
Land Puts the drone to the ground. (When the battery is 10%, the system 

automatically lands the drone.) 
Move Move drone from location X to location Y. 
Scan Drone scans the area for clues.  

Table 3 
Virtual Drone Search Game Scoring Rubric. Game events increase or 
reduce player score. The highest possible score in this study is 150 points: 
the player must never enter a danger zone, never visit an incorrect 
structure, and locate and collect 10 possible goal objects.  

Action Points 

find goal object with drone 5 
collect goal object with drone OR avatar 10 
walk through a human danger zone − 5  
visit a structure without goal object − 2   

8 A separate manuscript in review addresses details of the analysis and 
resulting framework. 
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and click interaction and devices that would not inhibit movement in a 
mixed reality setting. Several devices can be used to provide gesture 
interaction such as Leap Motion, Intel RealSense, and Myo Armband. 
Leap Motion and Intel RealSense are vision-based gesture-recognition 
devices that can be mounted on different body parts (e.g., chest, thigh). 
We choose Leap Motion over other vision-based gesture-recognition 
sensors because it has a high level of accuracy Khalaf et al. (2020a); 
Weichert et al. (2013). To compare with the Leap Motion, we chose the 
Myo Armband, which uses a different technology to recognize gestures 
(inertial measurement and electromyography). As a way of interacting 
with a different set of gestures, we choose Tap because it combines two 
types of interactivity: gesture and touch; also, it fits over user fingers and 
would not affect player movement. To supplement, we added the 
Twiddler 3, a handheld device, to provide pointing and clicking capa-
bilities. While other wearable devices also could fit our criteria, we 
chose these designs to minimize the number devices while meeting the 
criteria. 

For feedback, all configurations use a wrist-worn touchscreen, which 
can be used as an input device, and an HMD. 

6.3.3. Pilot Study 
We ran a pilot to select which devices to use, building on data 

collected from our wearable framework Khalaf et al. (2020b) and our 
prior hand-gesture interface study Khalaf et al. (2020a). The pilot study 
is similar to the user study described in the next section; here we cover it 
briefly to support understanding the design process. All conditions 
(Fig. 3, left) in the pilot study used a wrist-worn touch screen for map 
interactions (i.e., display map, set waypoints, select drones, command 
drones (e.g., send, search)) and HMD for drone status (these devices are 
described in more detail in the final study design). The following device 
configurations were used for inputs in the pilot study; letters match 
Fig. 3, left:  

(A.) Leap Motion (command drones), Twiddler (set waypoints, select 
drones, command drones);  

(B.) Myo Armband (command drones), Twiddler (as in A.); and  
(C.) Tap (set waypoints, select drones, command drones). 

In the pilot study (N = 5; 4 female, 1 male9), we examined game play 
performance with each device configuration. At the beginning of each 
session, we explained the game objective and rules to each participant. 
Before each condition, we explained the wearable UI and how to use it; 
each participant got the opportunity to use the wearable UI in a tutorial. 

Each participant needed over two hours to complete the study, 
prompting us to move to two UIs to reduce fatigue effects. The only 
difference between A. and B. was the gesture device; we chose to use the 
Leap Motion and eliminate Myo Armband because the level of accuracy 
of Leap Motion is higher Khalaf et al. (2020a); Weichert et al. (2013) and 
the Myo Armband needed a custom profile unique to each participant, 
which was time-consuming. 

After the pilot study we modified condition C. Tap provides mouse 
and keyboard functionalities to the user. However, to use the mouse 
functionality, the player would need to place their thumb down on a flat 
surface and move their hand, which would be difficult in the mixed 
reality. Thus, we included a handheld mouse in this configuration 
(Fig. 3, D.). 

6.3.4. Final Design for Study 
Using data from the framework and from observations in the pilot 

study, we arrived at the final design of the system, which featured the 
two input modality combinations that serve as conditions in the study: 
Gesture condition (the same as pilot study A.: Fig. 3, A., Y.)) and Tap 
condition (Fig. 3, D., Z.). We now describe the devices that are used in 

both conditions and provide further detail on the two conditions. 
Both conditions used the same setup, varying input modalities:  

• TouchscreenA wrist-worn 5.8-inch touchscreen that displays the map, 
positions of the player and drones, and game state (e.g., danger 
zones, drone states; Fig. 2). The player can use the touchscreen to set 
drone waypoints, select a drone, and provide drone commands (e.g., 
change altitude, send drone).  

• HMD.The HMD provides drone state (e.g., current action, altitude, 
battery level (Fig. 4). 

The Gesture condition uses the following components:  

• Leap Motion:For gesture interaction, we used the Leap Motion 
controller10, a hand-gesture-recognition device that can be worn on 
the thigh Liu et al. (2015). We developed a simple set of gestures 
based on what we learned from our prior hand-gesture study Khalaf 
et al. (2020a). The player can use five hand gestures to provide 
commands (Fig. 5).  

• Twiddler:To provide player input to the system, we used Twiddler 311 

a handheld mouse and chording keyboard. The player can use it to 
set waypoints, select a drone, and issue drone commands (e.g., 
change altitude, send drone). The Twiddler is also used to activate 
gesture input by pressing a single button, preventing accidental 
triggering. 

The Tap condition uses the following components:  

• Tap:Tap is a hand-worn device that fits over user fingers providing 
mouse and keyboard inputs, able to detect hand motion and tapping 
on a surface. The player uses Tap to select the drones and to provide 
commands. To increase Tap accuracy, we customized it to recognize 
only 10 inputs (Table 4); a confirm command avoids spurious input.  

• Handheld Mouse: To provide player input to the system, we used a 
handheld mouse that the player can use to issue drone commands. 

Gesture Mappings: 
Although prior studies have focused on optimal gesture mapping (e. 

g., Firestone et al. (2019)), there are not guidelines for ideal gestures for 
every input modality. For this study, we identified simple hand gestures 
that are easy for the user to perform and are recognized accurately by 
the device from a much earlier pilot study Khalaf et al. (2020a). We 
provided analogous input commands between the two wearable in-
terfaces, as described below. 

Leap Motion: We provided a natural mapping between the performed 
gesture and the command. For example, one finger, two fingers, three 
fingers gestures mapped to different levels of drone altitude (land, low 
altitude, high altitude). 

Tap: These commands were analogous to those of Leap Motion. For 
example, for selecting the drone, the participant uses the same fingers in 
the two modalities to make the selection of the drones. For the search 
command, the user will use all fingers with Tap, similar to the open- 
hand gesture on the Leap Motion. 

7. Method 

Participants played the game two times: the two game configurations 
(e.g., goal positions and danger zones) were static, but different, and 
played in the same order, while the input modality (i.e., Gesture con-
dition, Tap condition) was counterbalanced. We manipulated input 
modality within participants. The study duration was less than two 
hours. 

9 Participants had multiple options to disclose gender. 

10 https://www.LeapMotion.com  
11 https://twiddler.tekgear.com 
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Participants (N = 17; 5 female, 12 male12) were undergraduate 
students from New Mexico State University, drawn from the psychology 
participant pool and volunteers from computer science classes. We chose 
this recruitment method rather than recruiting from SAR responders in 
this study because SAR responders are sparse in our area and typically 
busy. We seek to optimize the system design in this study before 
including SAR responders in future studies. In this study, gender was not 

Fig. 3. Left (A.–D.) are wearable UIs that we used in pilot 
study, a subset of which are used in the final study. A. HMD, 
wrist-worn touchscreen, Leap Motion, Twiddler; B. HMD, 
wrist-worn touchscreen, Myo Armband, and Twiddler; and C. 
HMD, wrist-worn touchscreen, and Tap. The modified config-
uration of C., used in the study: D. HMD, wrist-worn 
touchscreen, Tap, and handheld mouse. Right (Y., Z.) are 
wearable UIs in final study. Y. HMD, wrist-worn touchscreen, 
Leap Motion, Twiddler and Z. HMD, wrist-worn touchscreen, 
Tap, and a handheld mouse. All studies use a laptop computer 
for the gameworld UI.   

Fig. 4. Drone status displays, which appear on a monocular, see-through, HMD.  

Fig. 5. Leap Motion hand gestures to direct drones. (A) send drone; (B) land 
drone; (C) change drone altitude (low altitude); (D) change drone altitude (high 
altitude); (E) search area. 12 Participants had multiple options to disclose gender. 
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balanced between male and female because by recruiting from within 
the University, we could not exclude participants based on gender. 
However, with our within-subjects design, we have equivalent gender 
proportions in the different conditions. Participants were compensated 
with course credit or extra credit for participation. Power analysis 
indicated that with a medium effect size (which we expected due to the 
distinct different input modalities), power would have been high with a 
sample of 17 participants. 

7.1. Procedure 

The study was approved by the New Mexico State University Insti-
tutional Review Board. Participants entered the lab and signed the 
informed consent. Then the experimenters explained the game (see 
description, earlier; 45 minutes), and participants took the pre-test 
questionnaire. 

Participants played the first condition (15 minutes), which was 
randomly-decided. Post-test measures were collected, and participants 
were given up to 10 minutes to rest. Next, they played a new game (15 
minutes) with different equipment in the condition they had not 
completed yet, and completed another post-test questionnaire. 

Finally, participants completed the final questionnaires, were 
debriefed, and remunerated. The entire study took less than two hours. 

7.2. Measures 

We measured performance, perceived workload, situational aware-
ness, attitude toward the drone team, general feedback, and 
demographics. 

7.2.1. Game Performance 
We measured performance as the score that participants received in 

the game, calculated using Table 3. This indicates how effective players 
were at finding goals quickly, while avoiding interacting with buildings 
that were irrelevant. 

7.2.2. Workload 
The NASA Task Load Index (TLX) is an established instrument to 

measure workload Hart (2006); Hart and Staveland (1988); we used it to 
assess the wearable UI. Participants self-reported subjective workload 
assessment according to the standard TLX questions, responding on 
hundred-point scales from 0 (not at all) to 100 (very much). The TLX was 
administered three times: at the beginning of the study (pre-TLX) and 
after each condition. 

7.2.3. Situational Awareness 
Situational awareness is a core need in SAR Seppanen et al. (2013), 

so we test it in our design. We measured situational awareness using a 
method similar to situational awareness Global Assessment Technique 
(SAGAT) Endsley (2000). SAGAT is normally used in larger scale sim-
ulations and uses more deeply developed, mission-specific questions and 
involves pausing the simulation. We asked participants simpler ques-
tions and did so at the end of each condition. We avoided any increase in 

strain on memory by asking participants about awareness of the situa-
tion as it was immediately before the condition ended – thus making it 
consistent with typical SAGAT measures. 

Participants were asked the approximate location of each of the four 
drones at the end of their game. We chose location because it is critical 
for users to be aware of drones’ locations so they can quickly determine 
how to direct them. We chose drone location in relation to the overall 
map because it related to participants’ goal of exploring the overall map 
for clues. Participants saw and selected from the same map they were 
using divided into a 3 × 3 grid labeled 1–9. Answers were marked cor-
rect if participants chose the correct ninth of the map. 

We also asked participants the percent battery remaining each drone 
had after each condition. We chose this because when a drone’s battery 
dies, it must land to recharge. By being aware of drone battery, partic-
ipants had the possibility of strategically flying and landing drones to 
efficiently coordinate search efforts. The experimenter recorded the 
actual percent battery remaining for each drone after each condition. A 
measure of situational awareness was created by taking the absolute 
value of the participants’ answer minus the actual answer for each 
drone, then averaging the measure for each drone per condition. Over-
all, this created a measure of on average how close participants were to 
remembering the actual battery life of each drone per condition. 

7.2.4. Attitude toward the Drone Team 
We assessed players’ self-reported perceptions of their drone 

teammates. 
Entitativity. We measured perceived entitativity using four questions 

from several scales from 1 (not at all) to 9 (very much) Castano et al. 
(2003a); Kurebayashi et al. (2012); Lickel et al. (2001b); Rydell et al. 
(2007); Rydell and McConnell (2005); Yuki (2003). Questions were 
averaged to measure overall entitativity (e.g., “This group of robots 
should be thought of as a whole”). We measured entitativity after each 
condition. 

Emotions. We measured emotion toward robots from 1 (not at all) to 7 
(very much; e.g., “I fear robots”; “I respect robots”) Cottrell and Neu-
berg (2005b). We measured emotion after each condition. 

Anthropomorphism. We measured perceptions of drone anthropo-
morphism with Kozak’s scale Kozak et al. (2006) from 1 (not at all) to 7 
(very much). The measure includes two subscales: agency (e.g., these 
robots “have goals”) and experience (e.g., these robots “are capable of 
emotion”). We measured this once, at the end of the study. 

7.2.5. General Feedback 
Participants responded to free response questions of their experience 

of the computer system and user interfaces (e.g., “What kinds of ques-
tions or difficulties did you have when playing?”). Participants were 
briefly interviewed after each condition. 

7.2.6. Demographics. 
We documented demographics (age, gender, field of study, tech-

nology experience). We measured this once, at the end. 

8. Results 

Data were analyzed in JASP version 9.213 and SPSS version 25 for 
measures that used Cronbach’s alpha or factor analysis. Data met as-
sumptions for the tests we ran. We ran Kurtosis and Skewness tests of 
normality. If the original data did not meet assumptions, we describe in 
that section how we first normalized the data. We considered values of 
p < .05 to be statistically significant. All significant effects are reported. 
For each of the research questions, we report on relevant measures. 

Table 4 
Codes to direct drones: users tap the indicated finger on a surface while wearing 
the Tap device. Circles represent fingers; filled circles indicate which fingers 
trigger the command.  

Tap Code Command Tap Code Command 

•∘∘∘∘  send drone • • ∘∘∘  land drone 
∘ • ∘∘∘  select drone 1 ∘ • •∘∘  fly low altitude 
∘∘ • ∘∘  select drone 2 ∘∘∘ • • fly high altitude 
∘∘∘ • ∘  select drone 3 ∘ • • • ∘  confirm command 
∘∘∘∘• select drone 4 • • • • • search area  

13 JASP https://jasp-stats.org/ 
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8.1. RQ 1: Input Modality Effectiveness 

8.1.1. Performance 
Condition affected score (F(1, 15) = 16.847, p = .001, η2

p = .518), 
with participants performing better using Gesture than Tap (Table 6). 
There was a significant interaction effect of Condition and Sequence 
(F(1, 15) = 3.798, p = .070, η2

p = .202): participants performed better in 
the second game. 

Despite our best efforts to make the game long enough that all par-
ticipants could not finish, three participants (split across conditions) 
finished early. However, there is no statistically significant difference in 
time finished across conditions or order of conditions. 

8.1.2. Situational Awareness 
Participants performed very poorly on the situational awareness 

measure of drone location, getting approximately 15% of the four 
questions correct. If they had been guessing by chance, they would have 
had 11% correct on each question. An ANOVA indicated no statistically 
significant differences across conditions (Table 5). However, partici-
pants performed fairly well on situational awareness measure of drone 
battery life, coming within approximately 10% from the correct answer. 
A repeated measures ANOVA revealed that this did not differ signifi-
cantly across conditions. 

8.1.3. TLX 
We performed 3 (Condition: Before, Gesture, Tap) ×2 (Sequence: 

Gesture-first, Tap-first) ANOVAs on the TLX data. We used posthoc tests 
with Bonferoni corrections to differentiate significant differences. 
Below, we break down findings by TLX category (see Table 6 and Fig. 7). 

Mental Demand. Condition affected perceived mental demand 
(F(2, 30) = 5.871, p = .007, η2

p = .270) such that participants rated the 
Tap condition as significantly more mentally demanding than the Before 
condition (p = .009). 

Physical Demand. Condition affected perceived physical demand 
(F(2, 30) = 4.178, p = .025, η2

p = .202), but posthoc tests indicated no 
significant differences between conditions. Sequence affected physical 
demand (F(1, 15) = 4.701, p = .047, η2

p = .239) such that participants 
reported greater physical work load in Gesture-first than Tap-first. 

Temporal Demand. Condition affected perceived temporal demand 
(F(2, 30) = 5.495, p = .009, η2

p = .249) such that participants indicated 
being more rushed in the Tap than the Before condition (p = .033). 

Performance. Condition affected perceived performance 
(F(2, 30) = 9.156, p < .001, η2

p = .287) such that participants rated the 
Tap condition as characterized by significantly higher perceived failure 
than the Gesture condition (p = .006). An interaction effect between 
Condition and Sequence (F(2,30) = 7.701, p = .002, η2

p = .242) indi-
cated that participants rated sessions as having more failure in the 
condition they performed second. 

Effort. Condition affected perceived effort (F(2, 30) = 25.511, p = .

001, η2
p = .612) such that participants indicated more effort in the Tap 

than the Gesture (p = .001) and the Before (p = .001) conditions. 

Frustration. Conditions did not affect frustration. 

8.2. RQ2: Improving the System 

8.2.1. General Feedback 
For general feedback, we performed a lightweight thematic analysis 

Braun and Clarke (2006) on the responses. One researcher read the re-
sponses and developed themes for the most common responses: drone 
battery/charging, where things are, moving the avatar, controls 
(including finger motions, drone control, remembering commands), the 
game itself, and other. Two researchers used the initial themes to 
independently code the data. There was substantial agreement between 
coders (κ =.756, p < .001) Landis and Koch (1977). 

For the themes that coders disagreed on, they discussed how re-
sponses should be properly categorized. Most items that were disagreed 
upon did not fit into any category because the context of the response 
was unclear, (e.g., “There are many directions,”) or it applied to both 
controls and the game (e.g., “multitasking,” “finding clues”). To handle 
this, we created a new theme corresponding to multitasking and finding 
clues, which related to both the device and the game. 

Answers to each question were coded the same way, so we report 
overall what problems participants had (Table 7). Across conditions, 
participants reported the most confusion about drone control. Partici-
pants in the Gesture condition reported more confusion about multi-
tasking/finding clues, and participants in the Tap condition reported 
more with the game. Participants in the Tap-first condition reported 
more confusion about drone battery/charging and the game than 
Gesture-first. According to [P22], “The most confusing part of the game 
was getting the hang of all the tools I had to use; the hardest was the 
hand control that directed where the drones went.” 

Two specific aspects of game control that most confused and chal-
lenged participants were the drone battery/charging and moving the 
avatar. One participant said, “I forgot to keep track of battery and done 
location” [P20]. As first-time players, participants had trouble remem-
bering most of the hand gesture commands and how to control the 
drones. A comment from one of our participants illustrates some of these 
issues: “One of the challenging parts of the game is to remember the 
commands” [P7]. 

8.2.2. Observations 
Although participants did not report this in the general feedback, 

several participants across conditions stated to the experimenters that it 
was hard for them to use the phone-sized touchscreen because the screen 
was too small to see much of the map. They requested a larger screen if 
possible. Also, some participants suggested putting the map screen on 
the HMD so that they can see the pins on the map closer: “Perhaps you 
could place the battery screen on the phone and the map screen on the 
HMD. I feel that the game would be easier to play that way” [P8]. 

8.3. RQ3: Social Experience of (Virtual) Drones 

8.3.1. Entitativity 
Entitativity scales had high Cronbach’s α (Robot Group = .841,

Fig. 6. Participant performance as measured by score in the game. Error bars denote standard error.  
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Human & Robot Group = .810). 
On average, people viewed themselves as slightly more like a group 

than neutral A 2 × 2 repeated measures ANOVA showed no significant 
differences across conditions (Table 9). 

8.3.2. Emotions 
A factor analysis revealed three factors: Negative (anger, fear, 

disgust, resentment, anxiety, uneasiness, sadness; Cronbach’s α = .930), 
Sympathy (pity, guilt, sympathy; α = .897), and Positive (respect, 
happiness, gratefulness, excitement; α = .818). Participants reported 
very low levels of negative and sympathetic emotions, and to 

moderately experience positive emotions, toward the robots (Table 8). 
Negative and sympathetic emotions were skewed right (skewness =
3.161 and 2.788, respectively). For running statistical tests, used the 
natural log of the data, which reduced skewness to the acceptable level 
of between -2 and 2 (skewness = 1.876 and 1.489, respectively. A series 
of 2 × 2 repeated measures ANOVAs revealed no statistically significant 
effect of condition or sequence on emotions. 

8.3.3. Anthropomorphism 
On anthropomorphism measures (taken once per participant), par-

ticipants rated robots as very low on experience (Gesture-first M = 2.54,
SD = 1.00, Tap-first M = 3.24, SD = 1.60), and slightly below moderate 
on agency (Gesture-first M = 1.17, SD = 0.36, Tap-first M = 1.63, SD =
0.73). T-tests indicated no significant differences across sequence. 

9. Discussion 

In this experiment, participants played the Virtual Drone Search 
Game, controlling an avatar from a first-person perspective and directing 
four drones with an overhead perspective. We compared performance 
and workload between two methods of controlling the drone: Gesture 
and Tap. Overall, participants performed better and experienced less 
workload using Gesture than Tap (RQ1). Qualitative results indicated 

Fig. 7. Participant ratings of workload on the NASA TLX. Because there were no significant effects of order, we collapse across order. This figure shows the difference 
between the before measure and each condition. Error bars denote standard error. 

Table 5 
Performance and situational awareness (SA) across conditions. Presented as 
M(SD).   

Gesture Tap  

Gesture- 
first 

Tap-first Gesture-first Tap-first 

SA (Location (of 4)) 1.00 (.82) 0.71 (.76) 1.17 (.75) 0.50 (.55) 
SA (Battery (of 

100%)) 
12.61 
(7.95) 

9.56 
(8.74) 

11.82 
(12.40) 

8.56 
(8.41)  

Table 6 
Exact value of participant ratings of workload on the NASA TLX (Fig. 7). Presented as M(SD).   

Before Gesture Tap  

Gesture-first Tap-first Gesture-first Tap-first Gesture-first Tap-first 

Mental 29.44 (28.62) 39.75 (33.06) 65.22 (30.82) 53.50 (29.76) 59.00 (30.88) 63.13 (24.63) 
Physical 21.22 (32.03) 13.50 (17.55) 48.44 (27.46) 21.00 (12.82) 39.33 (27.96) 15.50 (12.66) 
Temporal 10.11 (12.35) 21.75 (30.06) 36.78 (31.56) 27.50 (30.07) 31.56 (27.31) 41.50 (30.13) 
Performance 89.78 (15.48) 81.25 (37.20) 47.00 (34.62) 69.13 (32.30) 77.78 (31.22) 45.13 (22.15) 
Effort 19.11 (19.38) 9.25 (10.05) 65.67 (26.28) 46.13 (30.74) 63.11 (32.90) 66.75 (23.08) 
Frustration 16.22 (27.57) 12.75 (23.71) 20.00 (20.11) 22.75 (27.32) 11.00 (19.17) 37.00 (38.07)  
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that the most challenging part of both studies was the multiple controls 
(RQ2). Finally, participants felt like a group with the drones. They 
showed low levels of negative and sympathetic emotions and moderate 
levels of positive emotions toward the drones. They did not identify the 
drones as particularly anthropomorphic (RQ3). These results are dis-
cussed in more detail below. 

9.1. RQ1: Which input modality will work more effectively? 

In response to RQ1, the Gesture condition was better across measures 
than the Tap condition. Participants had higher performance using 
Gesture, and rated Gesture as more positive on the TLX (less mental 
demand, less hurry, more success, less workload) than Tap. There was no 
difference across conditions for situational awareness. These effects 
were robust, occurring despite the (counterbalanced) order effects of 
participants performing better the second time they completed the task. 
One reason for the greater difficulty of the Tap than Gesture condition 
may be the calibration of the tools. Both devices recognize gesture, but 

the Gesture system we used had been tested in the past, resulting in high 
levels of accuracy compared to other gesture devices. Also, in the 
Gesture condition, players used the devices to perform only five com-
mands and used the Twiddler to select drones. In the Tap condition, the 
player used the devices to perform the five commands as well as to select 
the four drones. Adding many ways to use this technology may have 
increased confusion and decreased performance. Also, the user might 
forget the commands for the Tap. In the future, it may be preferred to use 
Gesture over Tap for controlling multiple drones. Researchers and de-
signers should also minimize the number of commands drone users need 
to use and memorize, especially for first-time users. 

9.2. RQ2: How can we improve our system? 

Future studies should include an early training session with partici-
pants on the technology. Most participants were confused or had diffi-
culties related to the control of drones, including gestures and using the 
equipment because they had no background in using the devices. Future 
studies could also examine how long it takes participants to reach a 
sufficient level of expertise for the devices, to provide an estimate of how 
long SAR responders should be trained with this type of wearable 
technology. 

Related, participant strategies likely change over the course of the 
game as they understand the game better. About one third of comments 
related to confusion about the game, finding clues, or its difficulty, but 
participants showed improvement from their first to second game, both 
in quantitative performance and in qualitative comments. Because SAR 
respondents are already familiar with the process of SAR, performance 
on this game may relate most to SAR responder performance after par-
ticipants have developed an understanding of the game. Future studies 
might include a 10-minute training session or divide the game into 
segments to assess performance as participants become familiar with the 
game. 

It might help to rework how the drone battery/charging functions or 
pilot test a more helpful explanation. Confusion about the avatar was 
likely because this prototype was played on a computer screen; we 
expect decreased confusion in a mixed-reality game, because players 
will simply be in the physical world. Further, participants likely paid 
little attention to the first-person gameworld UI, and more to the drones, 
because they could move the avatar without worrying about real life 
complications like tripping or running into buildings. Future studies 
with this gameworld UI should add reasons for participants to pay closer 
attention to the avatar screen, such as game points detracted if partici-
pants “trip,” a fall that could be avoided by paying close attention for 
game obstacles. 

Participants indicated difficulty using the small touch screen. Future 
studies might use a wearable tablet, giving participants more real estate 
for directing drones. Using the HMD to display the game map instead of 
the drone battery could provide participants with more explicit and 
closer views. 

9.3. RQ3: What is a baseline for social experience of drones? 

Related to RQ3, overall, participants felt like a group with the 
simulated drones to a moderate extent. They did not feel that the drones 
were a group without them any more than that they were a group with 
the drones. This is interesting because prior work in social psychology 
indicates that when people feel like a group with others, they are more 
likely to work with the group again Campbell (1958); Lickel et al. 
(2001a). The results suggest that participants would work with this 
group of simulated drones again. 

Participants rated low levels of negative and sympathetic emotions 
toward the simulated drones and a moderate level of positive emotions 
toward them, indicating that they neither particularly liked nor disliked 
the drones. In terms of anthropomorphism, participants rated the drones 
as agentic, but with little ability to experience positive or negative 

Table 7 
General feedback themes addressing what was confusing, divided across con-
ditions; numbers represent counts of each theme and example for each theme.    

Gesture Tap Total  
Example Gest. Tap Gest. Tap total   

first first first first  
Drone battery/ 

charging 
“I forgot to keep 
track of battery 
and done 
location.” 

1 6 1 4 12 

Where things are “Knowing which 
buildings had the 
pins...” 

1 1 1 1 4 

Moving avatar “Directing the 
person around 
the buildings...” 

3 4 5 3 15 

Drone control “Learning the 
finger motions 
used to control 
the drones.” 

19 11 13 16 59 

Game “Finding every 
clue on the map.” 

1 5 5 4 15 

Multitasking/ 
finding clues 

“Keeping track of 
all the tasks on 
the screen.” 

5 5 2 4 16 

Uncategorizable “Remembering 
the overall 
objective of the 
game.” 

2 2 5 2 11  

Table 8 
Emotions rated toward the drones on a 1–7 Likert scale, reported as M(SD).   

Gesture Tap  

Gesture-1st Tap-1st Gesture-1st Tap-1st 
Negative 1.73 (0.89) 1.18 (1.22) 1.61 (0.32) 1.33 (0.50) 
Sympathy 1.46 (0.67) 1.67 (0.79) 1.46 (0.73) 1.89 (1.79) 
Positive 3.16 (1.64) 3.50 (1.84) 2.97 (1.45) 3.28 (1.34)  

Table 9 
Entitativity rated toward the robot group and toward the human group, reported 
as M(SD).   

Gesture Tap  

Gesture- 
1st 

Tap-1st Gesture- 
1st 

Tap-1st 

Entitativity toward robot 
group 

5.00 
(0.94) 

6.28 
(2.07) 

4.53 
(1.92) 

6.28 
(1.54) 

Entitativity toward human 
group 

4.81 
(1.24) 

5.83 
(2.32) 

4.91 
(1.92) 

6.28 
(1.54)  
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stimuli. These results will inform future studies; as interaction schemes 
with the drones change, participants may come to view the drones as 
increasingly more capable of acting on the world and perhaps even 
capable of experiencing. 

9.4. Limitations and Future Directions 

Like any study, the study has its own set of limitations. Participants 
in this study were psychology and computer science students with little 
experience with these technologies. This means that these results might 
extend to first-time users, whereas if this technology is used consistently, 
long-term benefits of using one technology over another may differ. 
Participants may also have had different survey responses on sociality 
scales than non-students or SAR responders. 

In future work, we recommend increasing the number of participants 
and including participants from SAR and others who have real experi-
ence in high-stress situations. We also suggest a visit to a SAR training 
facility, involving touring the training ground and conducting in-depth 
face-to-face interviews with SAR responders, to understand planning, 
practice, and training methods. 

Further, we performed the study in the lab on computers. The situ-
ation differs from the real world (e.g., participants were not walking and 
paying attention to the physical world while directing drones). In future 
work, we expect to design outdoor mixed reality environments that 
combine virtual reality information with physical reality experience. 

In this study, participants had low uncertainty related to drones 
providing accurate information. Future studies should examine how 
greater uncertainty of drone performance would affect participant use of 
the wearable devices and system. Differing levels of drone autonomy 
would also affect our measures of entitativity, emotion, and anthropo-
morphism, and should be examined in future studies. In this study, the 
drones had limited to no autonomy, but drones of higher levels of au-
tonomy would be perceived as more anthropomorphic Haslam et al. 
(2008); Kahn Jr. et al. (2012), and people would likely have stronger 
emotions toward them Kahn Jr. et al. (2012); Lee and Lau (2011); Waytz 
et al. (2010). 

10. Conclusion 

In this study, participants controlled multiple drones using Gesture 
and Tap input modalities. We found increased performance and 
decreased workload for the Gesture compared to the Tap condition. We 
recommend that future studies test Tap technology in a more real-world 
simulation. 

In future work, we will deploy this game in a more real-world setting, 
with players moving through the physical world with teams of virtual 
and potentially real drones. Thus, many elements that are not specific to 
the virtual gameworld are built such that they can readily apply to real- 
world contexts. PDDL, ROS, and Gazebo are production-ready platforms 
– that is, the code could be installed directly on physical drones and run 
in the physical world, using real sensors instead of those simulated by 
Gazebo. The wearable UI, in the form of the composite wearable com-
puter and its software, takes data directly from this platform and is 
agnostic to the game and centered around expected SAR practice and 
drone control. With a set of hardware drones and a space to legally fly 
them, the virtual gameworld components could be turned off and the 
whole system run as-is. The design begins to address SAR methods, with 
players faced with decisions about performing activities themselves or 
having a drone perform them. As this system improves, it may also be 
helpful for other safety-critical applications, like wild fire fighting and 
teaming in factories. 
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