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ABSTRACT: Stochastic phase transformations within individual crystalline particles were recorded by integration of second har-
monic generation (SHG) imaging with differential scanning calorimetry (DSC). The SHG-activity of a crystal is highly sensitive to
the specific molecular packing arrangement within a noncentrosymmetric lattice, providing access to information otherwise una-
vailable by conventional imaging approaches. Consequently, lattice transformations associated with dehydration/desolvation events
were readily observed by SHG imaging and directly correlated to the phase transformations detected by the DSC measurements.
Following studies of a model system (urea), stochastic differential scanning calorimetry (SDSC) was performed on trehalose dihy-
drate, which has a more complex phase behavior. From these measurements, SDSC revealed a broad diversity of single-particle
thermal trajectories and direct evidence of a “cold phase transformation” process not observable by the DSC measurements alone.

In pharmaceutical drug development, drug substances and
formulations with long-term physical and chemical stability
ensure full optimized of a drug when administered to the pa-
tient. During the time consuming process of formulations de-
velopment (estimated >3 months and $1 million) it is thus
critical to employ methods that inform on possible avenues of
reduced bioavailability.! Identifying possible failure points
early can reduce the changes of late-stage failure, which can
be costly and time consuming to remediate. For active phar-
maceutical ingredients administered as crystalline formula-
tions, phase transitions to alternate crystal forms can have
deleterious effects on aqueous dissolution rates, affecting both
oral and parenteral bioavailability.>* Administering these
drugs as amorphous solid dispersions or as liquid formulations
does not altogether avoid the problem, as spontaneous crystal-
lization can occur during storage or even in vivo under certain
conditions.*!! Phase transitions can dictate both direct physi-
cal depletion of bioavailable drugs through transitions to non-
soluble crystal forms, as well as susceptibility to chemical
depletion through transitions to more reactive crystalline, lig-
uid or glassy states. There is therefore a need in the pharma-
ceutical industry to thoroughly map the phase space of poten-
tial drug candidates, excipients, and mixtures.

Several thermal methods exist for characterizing phase tran-
sitions within pharmaceutical powders. Differential thermal
analysis applies equal heat to reference and sample pans and
measures the temperature differential between the two pans to
detect thermal events associated with phase transitions. Ther-
mal gravimetric analysis (TGA) continuously measures the
mass of a sample while varying temperature. TGA is especial-
ly useful for dehydration and decomposition. Differential
scanning calorimetry (DSC) enables the detection of phase
transitions as a function of the energy differential between
reference and sample pans heated to the same temperature.

DSC is a widely used technique for phase transition character-
ization because of its sensitivity, ease-of-use, and short meas-
urement time.'?

Despite these advantages, DSC probes the energy transfer
into the full ensemble of the sample, averaging over all parti-
cles in the formulation. Phase transitions for ensembles of
crystals are predicted to be stochastic, with nucleation typical-
ly being the rate-limiting step on a per-particle basis.'>!> If
phase transformation is stochastic, individual transient events
may be obscured or missed in ensemble-averaged analysis.
Additionally, single-particle measurements can enable the
accurate modelling of kinetics for phase transitions, allowing
the distinction between different mechanisms of transition
(i.e., concerted or continuous).'®

Optical microscopy measurements of changes in gross mor-
phology coupled with DSC can recover information on single-
particle phase transformations. Reading and coworkers have
developed an image analysis algorithm dubbed thermal analy-
sis by structural characterization (TASC) to detect phase tran-
sitions and the spatial distribution of phases from images ac-
quired using hot-stage microscopy.'”?! TASC measures the
subtle difference between an original image and subsequent
images to quantify morphological changes within a region-of-
interest as temperature is varied. The algorithm also accounts
for the possibility of translation of the region-of-interest within
the field-of-view (FoV). TASC is a fast and inexpensive
method for characterizing the spatial distribution of phase
transformations. However, TASC methods rely exclusively on
morphological changes in the optical response, which are only
intrinsically related to a subset of all possible phase transfor-
mations. Solid / solid phase transformations are largely inac-
cessibly by TASC, and glass / solid phase transformations can
be challenging to reliably detect without perturbing the sam-
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ple. Desolvation (including dehydration) or polymorph transi-
tions in the solid state are typically not accompanied by obvi-
ous changes in the gross morphology of a particle but can pro-
foundly influence physico-chemical characteristics that are
accompanied by thermal transients in DSC measurements. In
addition, structural re-arrangements between polymorphs with
similar bulk free energies are quite challenging to detect by
either conventional DSC or bright-field microscopy. Coupling
DSC with concurrent imaging capabilities that are more direct-
ly tied to crystal form would help address these ambiguities
associated with conventional bright-field microscopy and
DSC.

In this work, we demonstrated the integration of second
harmonic generation (SHG) microscopy with DSC analysis to
monitor phase transitions on a per-particle basis. This multi-
modal approach enabled simultaneous single-particle analysis
for distinguishing the impact of crystal size and shape on
phase transitions in a single experiment, complementing the
ensemble-averaged information obtained from DSC. Further-
more, the strict symmetry requirements for SHG allow the
mapping of complex desolvation and crystal form transitions
with sensitivity in the ppm regime.?? Previous work has uti-
lized the exquisite sensitivity of SHG microscopy to internal
structure of the lattice in non-centrosymmetric crystals as a
standalone tool for polymorph discrimination, calibration-free
quantification of trace crystallinity, and protein crystal center-
ing at X-ray beamlines.*? Raman spectroscopy, terahertz
spectroscopy, and SHG have all previously been used to char-
acterize crystallinity, polymorphism, and phase transitions.?6-3*
The merits of integrated SHG and DSC measurements are
explored for a model system to then explore the complex
phase transitions in trehalose dihydrate.
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Figure 1. Schematic of the integrated SHG-DSC microscope.
A pulsed laser beam (800 nm, 80 MHz) was scanned with a
galvo-resonant scan pair, which was 4f coupled to the back of
an objective and focused onto a DSC sample pan. The SHG
signal was collected in the epi direction, isolated with a di-
chroic mirror and detected with a photomultiplier tube.

METHODS
SHG microscopy

The experimental apparatus is depicted in Figure 1 and
consists of a home-built SHG microscope integrated with an

optical DSC stage (Linkam, DSC450). A tunable 80 MHz,
Ti:sapphire, femtosecond laser (Spectra-Physics, Mai Tai) was
used for the incident light source. The fundamental beam was
raster-scanned across the sample using a resonant scanning
mirror at 8.8 kHz (EOPC) for the fast-scan axis and a galva-
nometer mirror (Cambridge-Tech) for the slow-scan axis. A
4x, 0.1 NA objective (Nikon) was used to focus the beam onto
the sample, and the SHG signal was collected in the epi direc-
tion through the same objective used for delivery of the fun-
damental beam. The laser was tuned to 800 nm with a power
of 80—120 mW at the sample. Two long-pass dichroic mirrors
(Chroma, 650DCXR) and a band-pass filter (Chroma
HQ400/20M-2P) were used to isolate the 400 nm SHG signal
before it was detected by a photomultiplier tube (PMT) (Ha-
mamatsu, H7422P-40 MOD). Responses of the PMT were
digitized synchronously with the laser pulses by using a digital
oscilloscope card (Alazar Tech, ATS9350) and mapped onto
512 x 512 images via custom software written in-house
(MATLAB).3* The SHG videos were recorded at 17 frames
per second for urea samples and at eight frames per second for
trehalose samples.

DSC measurements

Stochastic differential scanning calorimetry (SDSC) meas-
urements were acquired by integration of the home-built SHG
microscope with a Linkam Optical DSC450 stage. The DSC
temperature ramp range was 125-145 °C for the urea samples
and 80-250 °C for the trehalose samples with ramp rates of 10
°C/min and 20 °C/min, respectively. Before the data collec-
tion, an isothermal hold time of two minutes for both urea and
trehalose ensured a reliable starting temperature for all exper-
iments to reduce the effects of initial temperature variation.
Temperature and input power were measured by the DSC at a
rate of five Hz. Standard aluminum sample pans were used in
all DSC experiments, and were not sealed to allow for optical
access of the sample. The DSC was calibrated using an indium
standard in an open pan.

Data analysis

ImageJ (NIH) was used to perform single-particle analysis
on the images acquired with the integrated SHG-DSC micro-
scope. The single-particle SHG areas were measured by calcu-
lating the fraction of pixels above a threshold within the region
of interest.

Sample preparation

Supersaturated solutions of urea (Sigma-Aldrich) were pre-
pared in DI water solution and rapidly recrystallized in an ice
bath. The water was decanted, and the crystals were left to dry
overnight. Crystals were then passed through a 63 pm mesh
into the aluminum DSC sample pan. D-(+)-trehalose dihydrate
(Sigma Life Sciences) was added to a DSC pan as-received.

RESULTS AND DISCUSSION
SDSC of urea crystals

Initial proof of concept studies for SDSC were performed
using urea, which undergoes a simple single-stage solid/liquid
phase transformation. Figure 2A shows the DSC trace for the
melting transition of a urea sample (black line) overlaid with
vertical lines corresponding to the normalized SHG areas of
individual particles dropping below a threshold of 0.1 (view
Figure S1 for the overlay of the DSC trace and the full traces
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Figure 2. A) SDSC analysis of urea by combined SHG microscopy and DSC. The solid black line is the DSC trace of the melting of
urea with endothermic direction being down (left-axis). The vertical colored lines show the temperatures in which the normalized
SHG intensity of individual urea particles (acquired concurrently with DSC measurements) drops below a value of 0.1. DSC and
SHG measurements both indicate a structural transformation in the same temperature range. The inset shows a zoom-in of the tem-
perature range 135.5-136.5 °C where the color lines correspond to the normalized SHG intensity of individual urea particles. B)
SHG microscope images of urea crystals during SDCS analysis. SHG microscopy reveals the stochastic nature of the melting transi-
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of the normalized SHG areas of each particle).

The DSC trace indicates that the melting transition occurred
at ~135 °C. This temperature is slightly higher than the litera-
ture value of 133 °C. This difference is attributed to a non-
negligible heat transfer time to the sample. The need for opti-
cal access required the use of an unencapsulated sample pan,
resulting in slower heat transfer.’> Despite some baseline drift
in the per-particle SHG activity from particle motion (view the
combined SDSC video of urea in Figure S2), the single-
particle SHG area shows much sharper transitions from the
SHG-active crystalline form to the SHG-inactive molten liquid
of urea indicated by the DSC trace, consistent with independ-
ent, stochastic melting events. Single-particle analysis yields a
mean phase transition duration of 1.0 + 0.6 s/particle while the
DSC melting peak has a full-width-half-maximum of 3.3 s.
This difference indicates that the rate of phase transformation
was dictated largely by the rate for seed formation of the lig-
uid-state within individual particles, followed by rapid phase

transformation within a given particle. Figure 2B shows rep-
resentative frames from a video acquired with the SHG micro-
scope during the melting of urea (view the combined SDSC
video of urea in Figure S2). From the SHG results, the nuclea-
tion rate at the phase transformation temperature can be esti-
mated. In this work, a nucleation event is defined as the phase
transformation of a single crystal (in this case, from solid to
liquid). Nucleation rates were determined from the loss rate of
SHG-active particles, measured as the intensity of each crystal
decreased below a threshold (close to zero). Approximations
for the per-particle mass using the density of urea and volume
estimated from particle cross-sectional area yields a peak nu-
cleation rate of 1.6 = 0.2 x 10* nuclei per second per milligram
(based on the observed rate of 6.13 nuclei/s in a FoV with an
estimated 0.39 pg of particulate mass; standard deviation was
determined based on Poisson statistics for the number of crys-
tals within the FoV). See Figure S3 for the distribution of



crystal volumes and a description of the use of Poisson statis-
tics for obtaining the uncertainty in the nucleation rate.

Consistent with numerous previous DSC studies of pow-
ders, SDSC measurements were performed exclusively as the
temperature was increased to interrogate phase transfor-
mations.>® >’ While in principle, additional information can be
obtained from measurements of thermal events upon cooling,
the phase transformations induced by heating were generally
not easily reversible (e.g., dehydration). Even in the absence
of composition changes, melting of many individual isolated
particles results in coalescence to a homogeneous melt, while
the reverse process will not recover isolated crystalline parti-
cles upon cooling. Furthermore, SDSC measurements upon
cooling are complicated in practice by wicking of the liquid,
which moves much of the sample out of the field of view.
Although not the focus of the present study, it is worth noting
that SHG microscopy has a rich history of informing on crys-
tallization kinetics in accelerated stability assessments for
active pharmaceutical ingredients.*®
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Figure 3. Comparison of the experimental DSC trace and the
DSC trace generated from melting events. The best-fit dou-
ble-exponential IRF (yellow) is convolved with impulsive
melting events (blue) of single-particles observed in SHG
images to generate the purple trace, which is in good agree-
ment with the experimental DSC data (red). The time con-
stant and offset of double-exponential IRF were optimized to
minimize difference between experimental and generated
DSC traces. Best-fit values of 1.161 = 0.019 s, 0.435 £ 0.013
s, and 3.088 + 0.013 s were computed for the double-
exponential time constants and the offset respectively.

IRF determination with SDSC

The simultaneous SHG measurements were also used to de-
termine the impulse response function (IRF) of the DSC in-
strument. As described in a preceding paragraph, the thermal
events induced in the sample produced an instrument response
with a temporal delay associated with heat transfer times. The
macroscopic DSC endotherm arose from the net collective
contributions from many such stochastic events. As such, the
DSC observables were given by the convolution of the impul-
sive phase transformations with the IRF of the DSC system.
Assuming a double-exponential IRF consistent with heat flow
through a thermal resistor, the measured set of impulsive
phase transformations by SHG x can be combined with the
recorded DSC trace y to recover the maximum likelihood es-

timate (MLE) for the impulse response function

f1 . fIRf ((3) described by the set of parameters a through

a= arg min Hy - x®f,RF (a)H2 . The results of an MLE
a

fit of the measured DSC transient using the single-crystal
phase transformation data from SHG is shown in Figure 3,
recovering a phase-lag of 3.088 + 0.013 s and rising and fall-
ing exponential time constants of 1.161 +0.019 s and 0.435 +
0.013 s, respectively, for the double-exponential IRF. (See
Equations S1-S3 for a more detailed description of the least-
squares fit to recover the IRF of the DSC instrument.) The
phase-lag between the DSC event and the mean of the SHG
events is attributed to delays from diffusive heat transfer from
the individual particles to the pan and sample mount of the
DSC instrument. The two time constants are tentatively at-
tributed to the thermal diffusion times from the sample to the
sample stage, and from the stage to the heat sink.>* Even in a
relatively simple melting transition, SHG provides the capabil-
ity of mapping phase transformations on individual particles
with temporal resolution much faster than achievable from
conventional ensemble-averaged DSC measurements. The
pairing of both methods provides information inaccessible by
DSC alone; namely, that phase transformation proceeds
through slow nucleation followed by rapid growth on a per
particle basis with an intrinsic rate of 1.0 £ 0.6 s/particle (vari-
ance is dominated by particle-to-particle stochastics).

SDSC of trehalose dihydrate crystals

The performance of SDSC using the integrated SHG-DSC
microscope was further tested with trehalose dihydrate, a mol-
ecule with complex phase behavior, including the existence of
multiple transient crystal forms accessible under varying con-
ditions.*** Since significant differences in crystal structure
can exist between polymorphs, hydrates, and solvates, SHG
has the potential to aid in distinguishing transitions due to its
sensitivity to noncentrosymmetric crystal forms.” Figure 4
summarizes the SDSC analysis of trehalose dihydrate. Each
colored line represents the percentage of pixels in an individu-
al trehalose crystalline particle that exceeds a threshold. Four
individual particles were monitored in this study. The black
line is the DSC curve, in which dips correspond to endother-
mic events. For the temperature range of 140-220 °C, the
collected SDSC images were summed and the logarithm of
this summed image was cropped to the measured region of
each particle. Each of the cropped images points to their repre-
sentative SHG trace (the full FoV of the summed images can
be seen in Figure S4).

DSC and SHG data were interpreted using previously re-
ported literature values to map the polymorphic transitions of
the sample through the temperature ramp. At the initial 80 °C,
the weak SHG signal arises from the trehalose dihydrate (Th)
form that was initially added to the DSC pan before the tem-
perature ramp.* The composition of this starting material was
confirmed by powder X-ray diffraction (pXRD) to be primari-
ly composed Th, although the unstable anhydrous form (T,)
may also be present at trace levels; previous reports indicate
observation of the T, form following room temperature stor-
age at low relative humidity. The first signs of phase transfor-
mation activity occurred in the temperature range of 80-130
°C. The DSC curve exhibits a major endothermic peak in this
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Figure 4. SDSC analysis of trehalose by SHG microscopy. The colored lines show the percentage of pixels in a trehalose particle
above an SHG intensity threshold overlaid with the black line of the DSC trace with the endothermic direction being down. SDSC
images were summed for the temperature range of 140-220 °C and the logarithm of the summed image was cropped to the measured
region of each particle (each cropped image points to the representative SHG trace).
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range. This peak was previously reported to be the result of
the dehydration of T3 Additionally, two distinct trends ap-
pear in the individual particle SHG data. Three of the trehalose
particles increased in SHG activity while the other particle
decreased over this same lower temperature range. The dispar-
ity in SHG activity between individual particles can be ex-
plained by the two major dehydration pathways available for
Ty in this temperature range; Ty can either partially dehydrate
with rearrangement to the crystalline T, form or completely
dehydrate to an amorphous form (Tam).® * Similarly, the T,
form can also transition to the T, form upon heating.36 37 4445
The T, polymorph is theorized to be a mixture of Ty, encapsu-
lated in a shell of the crystalline, anhydrous form (Tg), which
is SHG-active.*® * Therefore, we conclude that the three parti-
cles that increased in SHG area in this temperature range like-
ly transitioned to the SHG-active T, form, while the particle
that reduced in SHG activity likely transitioned to the SHG-
inactive Tan form at ~110 °C from either the Ty, or Tan form.

The SHG activity generally increased for individual parti-
cles over the subsequent temperature range of 130-160 °C.
The DSC curve exhibited small but reproducible features in
this temperature range, the magnitude of which varies between
experiments, and has been reported to be due to the dehydra-
tion of T.*® Measurements of the fraction of SHG-active pix-
els in individual particles show that the three particles that
previously exhibited SHG signal continue to convert over this
temperature range. This increase in highly SHG-active frac-
tion can simply be attributed to crystal growth over this tem-

perature range. The fourth particle that previously decreased in
SHG area shows a sharp increase in SHG area starting at
~160°C. SHG-inactive T,n has been previously reported to
transition to SHG-active Ty in the range of 150-200 °C.%% #
Likewise, the T, form has been reported to be able to transi-
tion directly to the Ty when held at a temperature of ~150
°C.36:37. 44,4 However, this T, transition has not been observed
with the faster heating rates (20 °C/min.) used in the present
study. Therefore, we conclude that this polymorphic transition
from T.m to Tp is likely the cause of the sharp peak in SHG
from the particle represented by the magenta trace.

Following the monotonic increases in transitioning to the T
form from 130-160 °C, decreases in SHG were observed for
all four particles in the range 160—200 °C. No peaks are ob-
served in the DSC curve in this range, but the trehalose parti-
cles exhibit slowly varying and inhomogeneous loss in SHG
activity. Several possible mechanisms for this loss in SHG
activity were considered, two of which are described in detail.
One possible explanation for loss in SHG activity with large
crystal-to-crystal variability may be from interference effects
as crystal sizes change during phase transformation.* Interfer-
ence fringes from single crystals were reported previously in
SHG microscopy measurements. However, interference ef-
fects were deemed unlikely for three reasons: i) interference
effects would be anticipated to produce increases or decreases
in SHG activity with equal probability, while only decays
were observed experimentally, ii) the backwards coherence
length is short (~100 nm) relative to the sizes of the crystals,
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such that average activities would be expected, and iii) the
interference is expected to vary with thickness, such that crys-
tals with variance in dimensions would likely produces fringes
over which the intensities are integrated. Alternatively, the
decay in SHG signal can be explained by condensation of
water vapor released by T, onto the optical window of the
DSC. Condensation was commonly seen in our experiments
when working with hydrated samples because open crucible
pans were used in the experiment to allow for imaging during
DSC scans. Additionally, no purge gas was used to remove
water vapor from the system, as addition of purge gas intro-
duced measurement variance in the DSC analyses from varia-
ble heat transfer to the bath gas. Previously reported results by
TGA indicate gradual water loss up to 200 °C,* consistent
with the observed reduction in SHG signal that is proposed to
arise from scattering losses from condensation. Furthermore,
condensation is likely to impact some locations within the
FoV to a greater extent than others, potentially providing an
explanation for the large crystal-to-crystal variability in the
loss. Thus, condensation is predicted to be the main cause of
this loss in SHG signal.

Following the slow SHG signal loss from condensation, dra-
matic changes in the SHG-activity arose from 200-240 °C. In
this range the DSC curve exhibited an endothermic peak at
~230 °C, and the SHG data displayed a sharp increase and
subsequent decrease during the DSC peak (view the SDSC
video of trehalose dihydrate in Figure S5). It is clear from the
literature that the endothermic DSC peak arises from a melting
transition.’® 4 The final fall in SHG area is attributed to this
melting event. However, the source of the sharp increase in
SHG area prior to the melt has no precedent in reported DSC
measurements. Two origins for the transient SHG area in-
crease were considered.

First, significant mobility in the sample arose during the
melting transition, which could alter the positions of the sam-
ple crystals relative to the focal plane. Crystals moving into
the focal plane could result in an increase in SHG area, as
SHG intensity scales with the squared power of incident light.
Second, the increase could be explained by a change in the
crystal form, degree of crystallinity, or crystal size of treha-
lose. To evaluate the first mechanism, a custom optic, de-
signed in-house, was added to the beam path to extend the
depth-of-field from ~20 um to ~100 um (detailed in a manu-
script in preparation). The sharp peak in SHG prior to the melt
was still observed while imaging with an extended depth-of-
field, suggesting that crystal movement into the focal volume
is not likely to be the major cause of the increase in SHG area.

Alternatively, the increase in SHG area could arise from a
change in the crystal form, degree of crystallinity, or crystal
size of trehalose. While it is possible that there exists a previ-
ously unknown polymorphic transition immediately prior to
the melt of trehalose, this possibility was rejected on the prin-
cipal of Occam’s razor, in light of the extensive body of prior
work done to characterize the polymorphism of trehalose. A
more plausible origin for the spike in SHG area is from the
final conversion of the remaining Ty core of T, polymorph to
Tp, promoted by an increase in the energy in molecular diffu-
sion immediately prior to the melting transition. Additionally,
another closely related contribution to the increase in SHG
area could be the rapid growth of Tg crystalline domains of
trehalose from residual T.n due to increase mobility immedi-
ately prior to the melt. In summary, the particles observed in
this study are theorized to undergo one of two general phase

transition pathways: Th — Tam — Tp — melt or Th — T, — Tp
— melt.

Notably, this “cold phase transformation” phenomenon, in
which phase transformation to the SHG-active crystalline form
occurs immediately prior to the transition to the liquid form,
was clearly observable by SHG but undetectable in the DSC
measurements. This latter proposed mechanism has precedent
in observations of “cold crystallization” in DSC, in which
transient crystallization arises upon transformation from a
glassy state to a liquid.*’ In DSC, cold crystallization appears
as an exothermic peak immediately preceding an endothermic
peak. Cold crystallization has been observed in studies of Ty
for the transition from a glassy material to the T form.®
However, to our knowledge, this study represents the first
observation of cold transformation between two different sol-
id-state crystalline forms prior to the melt. Importantly, evi-
dence supporting cold transformation was undetectable by
DSC alone, presumably obfuscated by the comparatively
longer response time and inherent ensemble averaging associ-
ated with the DSC measurements.

As discussed before, the reversibility of the SDSC was not
investigated for trehalose dihydrate. Like the urea samples,
wetting of the sample pan after heating of the sample present-
ed challenges in maintaining sample position within the field
of view following the melt. Likewise, reversibility after dehy-
dration (< 220°C) would not be anticipated due to the large
entropic barriers involved with rehydration of the sample un-
der high humidity. Studies have shown that the dehydrated
sample can rehydrate to the original material, but over time-
scales significantly longer than easily accessible by DSC.4% %

Analysis of the impulse response function from urea pro-
vides a route for connecting the cold phase transformation and
melting processes to the DSC endotherm at ~230 °C. The en-
tire transformation to produce the SHG-active crystal form,
followed by melting progressed all within ~2 seconds, likely
explaining the absence of prior work describing cold phase
transformation. Figure S6 shows the results of the convolution
of the IRF determined from the urea analysis, with impulses
corresponding to either the initial rise from the “cold phase
transformation” or the melt. Neither of the resulting curves
coincides directly with that of the DSC melting peak. This
disparity likely arises from the statistics of small numbers, as
only four particles in the FoV were available for analysis (as
opposed to 58 crystals for urea).

Differences between single-particle and ensemble-averaged
measurements are particularly noteworthy in the results shown
in Figure 4. The integrated SHG intensity from one particular
crystal indicated bv the green trace nicely tracks the DSC trace
and is likely to be representative of the major ensemble-
averaged thermal event at ~110 °C. However, it is clear that
distinctly different phase transformation behaviors are ob-
served within a subset of the population, exemplified by the
red, cyan, and purple traces. This apparent incongruency is
attributed to the stochastic nature of the sample, with multiple
thermally accessible transformation pathways available.

Trehalose dihydrate has multiple competing pathways to
various crystal forms, which are stochastically accessed over
large temperature ranges and which are likely to produce sig-
nificantly different heats of phase transformation. This rich
landscape of crystal form space is largely obscured by ensem-
ble-averaged measurements of DSC alone, but is clearly ac-
cessed by per-particle analysis using SHG microscopy.



CONCLUSIONS

SDSC was shown to enable connection of internal structural
rearrangements within crystalline materials measured by SHG
on single particles to the heat flow recorded by DSC. SHG
measurements were sensitive to variations in the molecular
packing arrangements during the phase transitions of individu-
al particles that are generally inaccessible in conventional
microscopy. Coupling the structural data acquired from SHG
imaging with DSC enabled single-particle measurements dis-
entangled from the ensemble-averaged thermal transients rec-
orded with DSC. A proof-of-concept SDSC experiment was
performed on urea, which has a single solid/liquid phase trans-
formation. From these measurements, the IRF of the DSC
system was determined, showing that the melt proceeds
through a slow nucleation step followed by rapid growth on a
per particle basis. Next, SDSC was used to characterize the
phase behavior of a more complex system, trehalose dihy-
drate. The dehydration events of trehalose dihydrate were
readily observed by SDSC and the higher temporal resolution
of SHG measurements, compared to that of the temporal reso-
Iution of typical DSC measurements, allowed for detection of
a rapid phase transformation not observable by DSC. Thus,
SDSC is proposed as a novel technique for the pharmaceutical
drug development pipeline for the characterization of single-
particle phase transformations.
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