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Abstract

Predicting diseases for patients is an important and practi-
cal task in healthcare informatics. Existing disease predic-
tion models focus on common diseases, i.e., there are enough
available EHR data and prior medical knowledge for analyz-
ing them. However, those models may not work for rare
disease prediction as it is extremely hard to collect enough
EHR data with such diseases. To tackle these issues, in
this paper, we design a novel rare disease prediction system,
which not only generates EHR data but also automatically
selects high-quality generated data to further improve the
predictive performance. Three components are designed in
the system: data generation, data selection, and prediction.
In particular, we propose MaskEHR to generate diverse EHR
data based on the data from patients suffering from the given
diseases. To remove noise information in the generated EHR
data, we further design a reinforcement learning-based data
selector, called RL-Selector, which can automatically choose
the high-quality generated EHR data. Finally, the predic-
tion component is used to identify patients who will poten-
tially suffer the given diseases. These three components work
together and enhance each other. Experiments on three real
healthcare datasets show that the proposed system outper-
forms existing approaches on rare disease prediction task.

1 Introduction

The advent of massive Flectronic Health Records (EHR)
makes it possible to predict patients’ health status, and
thus motivates studies on the predictions of diagno-
sis [7, 8,16, 19], risk and disease [3,5,17]. Especially,
the disease prediction task aims to predict whether a
patient will suffer a certain disease based on the histor-
ical EHR data. Recently, deep learning based models
have shown improved performance on disease and risk
prediction tasks. In [5], the authors propose a simple
convolutional neural network (CNN) based prediction
model. To incorporate medical knowledge into the pre-
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diction models, the authors in [17] design a framework
PRIME to improve the prediction performance. It is
well-known that training these models needs abundant
disease-specific EHR data. However, for those rare dis-
eases! that affect only a small percentage of the pop-
ulation, it is extremely hard to collect enough patients’
EHR data. Moreover, the prior medical knowledge on
rare diseases is usually too little to make accurate di-
agnosis for the patients. Therefore, directly applying
existing approaches on such data is impractical.

The key problem of rare disease prediction is how
to obtain enough training data from patients with the
target disease (i.e., case patients’ data). An intuitive
idea is to directly generate EHR data only based on
case patients. Since the number of control patients, i.e.,
the patients who do not suffer the given rare disease,
is far greater than that of case ones in the database,
the generative models should focus on generating more
case patients rather than control patient data. Though
traditional data generation models [3,9] can be used to
generate EHR data, the generated data may have very
low quality because EHR data generation has its unique
challenges discussed as follows.

When generating fake EHR data, existing mod-
els [3,9] only use the current visit information but ignore
all the previous visits. Though they still can gener-
ate EHR data, those generated data all lose the tempo-
ral characteristics among visits. Besides, the generated
data should be task-specific. The goal of data genera-
tion is not only to increase the number of case patients,
but also to improve the final prediction, i.e., guarantee-
ing the quality of the generated data. However, current
EHR data generation approaches [3,9] cannot assure
the quality of the generations. The low-quality data
may further hurt the performance of the target task.
Therefore, how to generate high-quality EHR data by
considering the temporal characteristics among visits is
the challenge.

To tackle the aforementioned challenge, in this pa-
per, we introduce a novel rare disease prediction system,
which consists of three components: data generation,
data selection and prediction. In the data generation

Thttps://en.wikipedia.org/wiki/Rare_disease
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component, we propose a new case patient generation
approach in Section 4, called MaskEHR, which employs
a recurrent neural network (RNN) as the generator to
model the temporal characteristics among visits. How-
ever, there still exist many low-quality patient visits
among the generated samples with MaskEHR. To further
automatically choose high-quality samples, we design a
reinforcement learning-based data selector (named RL-
Selector) in the data selection component (Section 5).
The reward calculated by RL-Selector guides MaskEHR
to generate diverse and high-quality case patient data.
It is clear that the designed three components mutually
enhance each other. Experimental results on three rare
disease datasets show that the proposed system can sig-
nificantly improve the prediction performance and gen-
erate high-quality data. It is worthwhile to highlight
the contributions of our work:

e To the best of our knowledge, this is the first
end-to-end deep learning-based system for rare disease
prediction task, which utilizes both deep generative
model and reinforcement learning techniques together
to improve the performance.

e We recognize the uniqueness of generating sequen-
tial EHR data, transform the difficult generation prob-
lem into the problem of filling in masked visits, and
propose a novel model MaskEHR to generate the visits
of patients with rare diseases.

e We introduce reinforcement learning technique to
the disease prediction task and design a reinforcement
learning-based data selector (i.e., RL-Selector) to assure
the quality of the generated “fake” data.

e We conduct extensive experiments on three
datasets to demonstrate the effectiveness of the designed
system for rare disease prediction task. In addition,
analyses are conducted to illustrate the importance of
each component respectively.

2 Related Work

2.1 Disease Prediction Disease prediction can be
regarded as a classification task, and many traditional
classification approaches have been applied to solve this
task. Recently, deep learning-based approaches are
proposed to mine knowledge from EHR data [10, 21].
Among these approaches, RNNs are used to classify
diagnoses [1, 7, 8, 15, 16, 18, 23, 27|, identify patient
subtyping [2], and model disease progression [22]. There
are a few deep learning-based approaches proposed for
disease prediction task [5,17,30]. Though these models
are effective for disease prediction task, training both
models requires a large amount of EHR data. However,
for rare diseases, the number of patients is extremely
small, so directly applying existing approaches may
result in unsatisfactory performance.

Some generative models, such as [3] and [9], are pro-
posed to generate EHR data, in order to enhance the
training set and improve prediction performance. How-
ever, these generative approaches are not designed for
rare disease prediction and may not perform well when
there are insufficient cases to start from. Additionally,
the generated EHR data are not diverse as the data
generation is only based on the current visit without
considering the temporal characteristics of EHR data.
Moreover, it is inevitable that some of the generated
data are of low quality, which may cause the degrading
of the prediction performance.

2.2 Deep Generative Networks with Reinforce-
ment Learning The adversarial learning framework,
especially generative adversarial networks (GAN) [13],
has been successfully used in several tasks, such as im-
age generation [4,31] and domain adaption [12,14, 25].
The core idea of adversarial learning framework is to
design a set of competing components which learn to-
gether. Existing GAN models mostly focus on contin-
uous data, but recently the extension of GAN to dis-
crete space attracts considerable attention. Since dis-
crete elements break the differentiability, reinforcement
learning has usually been incorporated to tackle this
problem. SeqGAN [28] trains a language model to fool
the discriminator by policy gradients and uses Monte
Carlo rollouts to get a loss signal on each word. In or-
der to precisely evaluate the reward of every token in
a sequence, MaskGAN [11] trains the generator to fill
in missing text conditioned on the surrounding context
and uses an actor-critic method to obtain reward signals
for the generated sequence.

3 Terminologies & Overview

DEFINITION 1. (D1acNosis CODE SET) The diagno-
sis code set is C = {c1,¢2, -+ ,C|¢|, Cmask }, where |C|
is the number of unique diagnosis codes from the FHR
data, and cpmask s named mask code to indicate whether
a visit is masked or not.

DEFINITION 2. (VISIT) The visit of the p-th patient at

time t is denoted as a binary vector xgp) € {0,1}lc+1,

If the wvisit contains the diagnosis code ¢; € C, then the
i-th element of x§p) is 1. nip) denotes the number of

diagnosis codes in the t-th visit of patient p.

DEFINITION 3. (VISIT RECORDS) The wisit records of
the p-the patient are represented as a matrizc X®) =
P xP) o xP) e RTXUCHD | where T is the num-
ber of wvisit records for the p-th patient. Note that for
different patients, T may be different.

DEFINITION 4. (DISEASE PREDICTION) Given the p-th
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Figure 1: Overview of the Proposed System for Rare
Disease Prediction Task.

patient’s visit records XP) = [xgp), xgp), - ,xéf)], dis.
ease prediction task aims to identify whether the inpu

patient suffers the given disease, i.e., y® € {0,1}.

To avoid cluttered notation, we describe the algo-
rithm for a single patient and drop the superscript (p’
where it is unambiguous.

Figure 1 shows an overview of the proposed end-to-
end system for rare disease prediction, which consists
of three components: data generation, data selection
and prediction. The data generation component aims
to generate “fake” patients’ visits based on the input
case patient data. Toward this end, we proposed a
new EHR data generation approach, called MaskEHR.
The data produced by the data generation component
may contain noisy records. To select the high-quality
generated samples from such noisy data, we design a
reinforcement learning-based data selector, called RL-
Selector, which can be used to train a good predictor.
In the prediction component, the inputs are the case and
control patient data and the selected data. We develop
a neural network based approach to make predictions.
Next, we will provide the details of each component in
the following sections.

4 EHR Data Generation

Different from text generation with MaskGAN [11], gen-
erating time-ordered EHR data is more challenging due
to their own characteristics. On one hand, the diagno-
sis codes within each visit are without any order, which
leads to the failure of traditional approaches for text
generation. On the other hand, even if each visit can be
seen as a word and the whole visits can be considered
as a sentence, text generation models still cannot work.
The reason is that when generating a missing visit, we
have to estimate the number of diagnosis codes in this
wsit. However, in text generation, they simply select the
term with the highest probability as the filled-in missing
word. To address these unique challenges of EHR data,
MaskEHR is proposed, which consists of the following
four parts: masker, encoder, generator and discrimina-
tor, as shown in Figure 2. MaskEHR tasks a patient’s
visit records X € DT as input and generates “fake” pa-
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Figure 2: Overview of the Proposed MaskEHR Model.

tient visits X based on the input X, where DT denotes
the set of case patients in the training dataset.

4.1 Masker and Encoder The masker aims to
randomly delete some visits from X according to a
random vector m € {0,1}7. m; = 0 means that the
t-th visit has been removed from X. We assume that
the first visit cannot be masked, i.e., m; is always equal
to 1. Note that we introduce a parameter n € [0, 1] to
control the masked percentage of the input visits. This
parameter is very important since it directly affects the
final prediction performance. If 7 is small, then the
proposed model may repeat the input data. If n is large,
then the quality of the generated data may be low. Even
with the same masked percentage, the mask vector may
have multiple values. It enables us to generate different
EHR data, which meets the requirement of diversity.

Given the input case patient X € DT and the
mask vector m, we can obtain the masked visit matrix
m(X) e RT*(CIH+Y) | Each visit x; € X is then mapped
to a v-dimensional vector via the encoder as follows:

(4.1) vi = fenc(xe; @) = WXt + by,

where ®, = {W, € Rv*UCHD b, € R"} is the
parameter set. The embeddings from the encoder are
taken as the input data of the generator.

4.2 Generator The goal of the proposed generator is
to fill in the masked visits in m(X). In order to generate
useful EHR data, we fill in one missing visit per time
given all the previous real visit records. Assume that
the k-th visit is masked, then we will use the real visits
from x; and Xi_; to generate the discrete codes in X
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(i.e., )A(k)

e Recurrent Neural Networks. The generator
employs a recurrent neural network (RNN) which con-
sists of Gated Recurrent Units (GRU) [6] to adaptively
capture dependencies among patient visits. Let @, de-
note the set of all the parameters in RNN, and the GRU
can be simplified as follows:

(4.2) h; = feru(ve; ®y).

Based on the hidden states {hy,--- ,h;,--- /h;} (h; €
RY) of GRU, we can not only learn the distribution of
X, but also the number of diagnosis codes in Xy.

e Distribution Calculation. Like language mod-
eling [20], to predict the k-th visit’s diagnosis codes, we
need to obtain the distribution of x;. Towards this goal,
a softmax layer with a fully connected layer is utilized,

e., d; = softmax(fpis(hy; ®4)), where fpis(hy; @g) =
Wyh, + by, W, € RUICIHD*9 and by € RI€IHT are pa-
rameters. Since the learned distribution d; is a contin-
uous numerical vector, it is impossible and impractical
to use all the codes with non-zero probabilities as the
final generation. Thus, to obtain a reasonable number
for the discrete diagnosis codes, we design an attention-
based approach to estimate the length of the ¢-th visit
based on all the previous visits.

e Attention-based Length Estimation. Actu-
ally, the number of diagnosis codes in different patient
visits is very random, and thus it is hard to estimate
the length. A naive way is to use the average number
of all the previous visits’ lengths. However, we aim to
generate high-quality EHR data, and this simple ap-
proach may introduce a lot of noise. To address this
problem, we propose an attention-based length estima-
tion method. The intuition behind this approach is that
if the vector representations of two visits are similar to
each other, then they may have the same length with a
high probability.

Since the hidden state hy_; can be used to predict
the latent representation of the visit xi, we first cal-
culate the attention score or similarity between each
previous hidden state h; (1 < i < k — 1) and the
current h}cfl, which is (67 f/_\TT(hkfl,hi; @a) =
v/ tanh(W,[hy_1;h;]), where &, represents the pa-
rameter set, including W, € R9*29 and v, € RY.
We can obtain an attention score vector [y, -+, ag—1],
then a softmax layer is used to normalize this vector:
a = softmax([ay, - -+, ag—1]). Since we assume that the
first visit cannot be masked, the length of the k-th visit
can be estimated according to fiy = Zf;ll a;ni(k > 2),
where n; denotes the number of diagnosis codes in the
i-the visit. Based on the estimated length n; and the
distribution d;, the diagnosis codes with the highest
top-[7 ] probabilities can be selected to represent the

generated visit Xj. After filling in all the missing visits,
we can obtain the generated data X.

e Rare Disease Predictor. To assure the quality
of the generated data as much as possible, we design a
quality control mechanism with the proposed predictor,
which aims to identify the label of the generated data.
Given the generated data X, each visit x, € X is
first embedded into a wv-dimensional vector v; using
Eq. (4.1). Then v is fed into GRU to produce the
hidden state ht with Eq. (4.2). We consider the final
hidden state hT as the representation of X. Finally, we
can obtain the probability of X belonging to the case
group as follows:
(4.3)

P(§=1) = o(hr; ®,) = {exp(—w, hr +b,)}
where o() is the sigmoid function, and ®, = {w, €
RY9,b, € R} is the parameter set.

e Loss of Generator. The goal of the generator is
to automatically produce high quality but “fake” EHR
data. In particular, it can fill in missing visits, estimate
the length of the generated visits, and assign labels for
them. Thus, the loss function of the generator includes
three parts:

Le = LvisiT + ALLENGTH + LCONTROLLER,

where

D’

Lvisit = |D’|Z ZHX(p di” |3,

(p) A(p))z

LIENGTH =

HM§

D’
o1

LCONTROLLER =

|D’ Zlog

|D’| denotes the number of generated data, M, repre-
sents the number of masked visits in the p-th generated
patient’s data, and A is a predefined parameter to main-
tain the three losses in the same value scale, which is
set as 0.1 in the experiments.

4.3 Discriminator The proposed discriminator
aims to correctly identify whether the input X is real
or fake. If the input is the generated X that contains
M, filled-in visits, instead of directly learning the
probability on X, we calculate the average probability
on a set of constructed data {X;}i\iﬁ Each constructed
data consists of one filled-in visit and T' — 1 real visits.
We believe that considering the quality on each filled-in
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visit separately is better than calculating an overall
probability on the original generated data X.

Next, we will introduce how to calculate the prob-
ability p(X = X). Similar to the rare disease predictor,
we can obtain the vector representation of X (i.e., 8),
and a sigmoid function is used to predict the realness
of the input X as follows: P(X = X) = o(5;P,) =
{1+exp(—w/]§+b,)} 1, where ®, = {w, € R9, b, € R}
denotes the parameter set. For the generated data 5(,
the probability can be obtained by: P(X = X) =
- T P(X; = X).

Finally, the loss of the proposed discriminator is
defined as follows:

(4.4)
1 D) - |DH| o
Lp=——r——"—— E log(1 — P(X" +E log P(XY
D |D;| |D+| P g( ( ]) = g ( )

4.4 Loss of MaskEHR In the proposed MaskEHR
model, the generator intends to produce “fake” EHR
data to fool the discriminator, while the discriminator
tries to identify which input data are fake. It means
that the generator hopes to minimize £¢ and maximize
the loss of the discriminator £p simultaneously, but the
discriminator only tries to recognize the generated data
by minimizing the loss Lp. Since the discriminator
is only in charge of identifying the input data, it is
not related to the “fake” data generation. Thus, when
optimizing the parameters of the discriminator, we can
only use Eq. (4.4). Let A4 denote the parameter set
of the discriminator, and we aim to seek the optimal
parameters Ay to minimize the loss Lp, i.e.,
(4.5) A4 = argmin Lp.
Ag

In the data generation procedure, the generator
not only generates “fake” EHR data, but also fools
the discriminator. It is a minimax game between the
generator and the discriminator. Therefore, we can
define the final loss of MaskEHR as the minimax game,
i.e., LMaskeHR = L¢ — Lp. For the minimax game, the
parameter set we seek is the saddle point of the final
loss function. Let A, represent all the parameters
of the generator. By fixing the parameter set Aqg of
the discriminator, we can minimize the generator loss
function L¢ by seeking the optimal parameters Ag, and
this process can be represented as:

(4.6) A, = argmin LuaskenR(Ag, Ag).
5 Quality-Assured Data Selection

Utilizing the proposed MaskEHR, we can successfully
generate EHR. data based on the visits from case pa-

tients, which is denoted as D’. Though they are similar
to the real data, we cannot totally make sure that such
data indeed represent the case patients. In other words,
the labels of such generated data are unsure. Therefore,
directly assigning positive labels (i.e., case patients) to
them when training the predictor as [3,9] is not rea-
sonable. To address this issue, we propose a reinforce-
ment learning-based data selector as shown in Figure 3.
RL-Selector aims to choose high-quality generated EHR
data to improve the performance of the designed pre-
dictor. Next, we give the details of the designed RL-
Selector.

Prediction Component
o)
1

Recurrent Neural Networks

Figure 3: Overview of the Proposed RL-Selector Model.

In the designed RL-Selector, we define the action
as choosing the current data or not and the state
including the current data and all the chosen data.
Moreover, it is obvious that the designed RL-Selector
can obtain a delayed reward from the predictor when
the data selector finishes all the selection. However, the
proposed generator can continuously generate unlimited
“fake” EHR data, which makes it impossible for RL-
Selector to update the policy function. To tackle this
problem, we force the data selector to terminate when
collecting a certain number (referred to as |D}|) of the
generated data. The chosen dataset is then added into
the training set. The predictor computes probabilities
for the chosen data and sends feedback to the data
selector for updating the policy strategy. In such a way,
the RL-Selector can obtain more feedback and frequently
update the policy function. Before introducing the
detail implementation of each unit of reinforcement
learning in our problem, we first describe the loss of
the predictor.

e Loss of Predictor. For a given patient X(P)
{D+,D—,D.}, where D~ represents all the data of the
control patients, the encoder first embeds each visit
from Eq. (4.1). The embedded vectors are the inputs
of the RNN layer. Based on Eq. (4.2), we can obtain

the vector representation of each patient as 5 = l_lg?),
which is used to calculate the probability P{y_(p)) with
Eq. (4.3). Let |D| denote the number of training data,
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and the loss function is defined as follows:

(5.7) Lp = ID\ Zlog

o State. We define the state s; as the current data
X and all the selected data. Assume that there are
m selected data, where m > 0. According to Eq. (4.1)
and Eq. (4.2), we obtain the vector representations of
X@ (ie., 1) and the selected data. We then average
all the representations learned for the selected data,
and the average representation is denoted as §,,. If
m = 0, then §,, = [0,---,0] € R9. Let e(s;) € R%»
represent the vector representation of the state s;, and
then e(s;) = [$m;8)].

e Action. An action a; € {0,1} is to indicate
whether the i-th generated data X will be added into
the dataset D.. Let 7(s;,a;) denote the policy function,
and we make use of the logistic function as the policy
strategy. To sample the value of a;, we have 7(s;,a;) =
P(ails;) = aio(e(s;); Px) + (1 — ai)(1 — o(e(s:); Pr)),
where @ is the parameter.

e Reward. The reward function is used to measure
the utility of the selected data. Let sp/ denote the
terminal state, where |D’| is the number of all the input
generated data. When s; is at the terminal state, it
means that RL-Selector finishes all the selection. RL-
Selector only receives a delayed reward at the terminal
state. For other intermediate states, the rewards are 0.
Therefore, the reward function is formulated as follows:

0, ifi<|D|+1;
(5.8) r(s;/D')=< B, ifi=|D'|+1and |D,|>0;
v, ifi=|D'|+1and D) =0;

where

_ 1 19
,87|D,| > log(P(§Y

sl />
ng) EDg

‘ Z log(P (J)

X(J)GD

Note that when s; is at the terminal state, but there
is no selection in D, (i.e., |D.L| = 0), we use the average
likelihood of all the training data in D (i.e., ) as the
final reward.

In the designed RL-Selector, all the actions con-
tribute to the final reward, and thus the reward is de-
layed, which can be handled by reinforcement learning
approaches. In the following, we will introduce how to
optimize the proposed RL-Selector.

e Optimization. The goal of the proposed RL-
Selector is to maximize the expected total reward. Thus,
we define the following loss function:

|D'|+1

LrL = V($1|D/) = Eslya/l»S?a"'7a\D/|7s\D/\+1 Z r(3i|D/)a
=0

where a; ~ m(s;,a;) and s;y1 ~ P(8;4+1]8:,a;). Since
the state s;11 is fully determined by the current state
s; and the action a;, P(s;11]si,a;) is alway equal to
1. V() is the value function, and V(s1|D’) repre-
sents the expected total reward. In the proposed RL-
Selector, there is only one non-zero terminal reward,
and thus all the states have the same value function,
ie., v; = V(si|D') = r(siprj41/D’). According to the
policy gradient theorem [24] and the REINFORCE al-
gorithm [26], we update the current policy with the fol-
lowing gradient:

|D’|
(5.9) b O+ Z v; Ve, logm(s;,a;).

i=1

6 Experiments

6.1 Experimental Setup The datasets used in
our experiments are extracted from a real health-
care database, and we identify three rare diseases:
Quadriplegia (QUAD), Spastic Quadriplegia Cerebral
Palsy (SCP) and Diplegic Cerebral Palsy (DCP). For
each rare disease, according to the medical diagnosis
guidelines, we first identify a set of optional case pa-
tients, and then domain experts help us confirm whether
the patients suffer these rare diseases. Finally, we select
a set of matched control patients according to patient
demographical information, such as age, gender, and
location. For each patient in the case group, the diag-
nosed date is recorded, and then we use at most 150
visits before the recorded date as the input data. For
each patient in the control group, we use at most the
recent 150 visits as its input. The ICD-9 codes which
appear less than 5 times are removed in the datasets,
and we exclude patients who made less than 5 visits.
The statistics of these three datasets are shown in Ta-
ble 1.

Table 1: Statistics of Datasets.

Dataset Quadriplegia SCP DCP
# of cases 514 424 273
# of controls 19,440 17,703 11,833
# of visits 534,663 375,927 243,066
Avg. # of visits per patient 26.85 20.74 20.08
# of unique ICD-9 codes 9,178 8,357 7,461
Avg. # of codes per visit 2.41 2.16 2.13
Baselines. For comparing with the proposed

system, we select several baselines: basic, weighted
sampling-based, weighted loss-based approaches, the
state-of-the-art EHR data augmentation approaches,
and the proposed MaskEHR.

e Basic approaches. We use Logistic Regression (LR),
SVM, Random Forest (RF) and RNN (GRU) as baselines.
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For LR, we apply lo regularization. In SVM, we use
linear support vector machine with [l regularization.
For RF, we use early stopping with at most 50 trees. The
architecture of RNN is the same as that of the predictor
in the proposed system.

o Weighted sampling-based approaches (WS). We
use weighted sampling technique to force the datasets
balanced, i.e., the number of case patients is equal to
that of control patients. We test all the four basic
approaches with the repeated datasets.

o Weighted loss-based approaches (WL). A coeffi-
cient is multiplied with the loss of case patients, and
the coefficient is equal to the value of the number of
control patients over the number of case patients. Also,
we test all the four basic baselines with the weighted
loss technique.

e Data Augmentation approaches (MedGAN [9]).
We first run MedGAN? to generate fake data (whose
labels are all 1) according to the real case patient
data. We then combine the fake data and the real
training data to train the four basic baselines, and
finally validate them on the testing dataset.

e In addition, we use the proposed MaskEHR as
a baseline. MaskEHR is first to generate EHR data,
and the labels of all the generated data are 1, i.e., case
patients. An RNN is used to train the model based on
the generate EHR data D’ and the input data (D" and
D). In the testing procedure, only the RNN is used to
make prediction on the testing dataset.

e MaskEHR-+RL denotes the proposed system. In
the testing procedure, only the rare disease predictor is
used to predict the label of each input test data.

Implementation Details. We implement all the
deep learning baselines and the proposed model with
PyTorch 1.2.0. In the experiments, we set v = g =
q = 128, and the dropout rate is 0.5. We also use
lo norm regularization with the coefficient 0.001. For
training models, we use Adadelta [29] with a mini-batch
size of 50. We use 5-fold cross validation technique
to randomly divide the datasets into the training and
testing set in a 0.8:0.2 ratio. The training epochs is
set as 20. We report the average F} values obtained
with the trained parameters from the last epoch on the
5 testing sets.

6.2 Performance Table 2 shows the experimental
results for different approaches on the three datasets.
We can observe that the proposed MaskEHR+RL
achieves the best performance. On the Quadriplegia
dataset, the basic RNN obtains the lowest F; value be-
cause without sufficient case patient data, it is hard

Zhttps://github.com/mp2893/medgan

Table 2: Performance on the Three Datasets.

Dataset
Model QUAD  SCP  DCP
LR 04620 0.6230 04621
Basic SVM 0.4411  0.6379  0.4524
Classifier  RF 04032 0.6591  0.3433
RNN 0.2815  0.5494 04197
WS+LR 04870 0.6632 04623
Weighted  WS-+SVM 04171  0.6263 04117
Sampling  WS+RF 04651  0.6844 04122
WS-+RNN 0.4800  0.6589  0.4597
WLFLR 04823 06734 0.4593
Weighted  WL+SVM 0.4487  0.6419 04551
Loss WL+RF 0.2961  0.5498  0.2067
WL+RNN 04774 0.6738 04877
MedGAN+LR 04482  0.6095  0.4620
Data MedGAN+SVM 04440  0.6354  0.4485

Augmentation MedGAN+RF 0.2113  0.5456  0.3541
MedGAN+RNN  0.3983 0.6258 0.4671

The MaskEHR 0.4383  0.6871  0.4654
Proposed MaskEHR+RL 0.5019 0.7054 0.5047

for RNN to learn optimal parameters, and thus it can-
not make correct predictions. However, its performance
dramatically increases when we use weighted sampling,
weighted loss and data augmentation techniques. These
approaches either increase the number of case patients
or assign large weights to the case patient data, which
makes RNN achieve comparable performance as other
baselines.

Compared with basic methods, the performance of
weighted sampling-based approaches increases, except
SVM. This is because repeating training samples of
the case group may make SVM hard to identify the
classification boundary. When weighted loss technique
is used, only Random Forest drops its performance.
The reason is that with such a technique, Random
Forest will only focus on those patients with very clear
characteristics. In this case, Random Forest can obtain
a very high precision, but an extremely low recall.
Thus, the overall performance, i.e., F; value, is not
satisfactory. For data augmentation approaches, using
MedGAN to generate fake data can only improve the
performance of RNN. However, they are still much lower
than the performance of the proposed MaskEHR+RL.

The performance of the proposed MaskEHR is not
better than that of most baselines, which is reasonable
because the generated EHR data contains a lot of noise.
This is the common drawback of existing EHR data gen-
eration approaches [3,9]. However, the performance of
the proposed MaskEHR is higher or comparable com-
pared with MedGAN+RNN. This observation confirms
that the quality of generations produced by the pro-
posed MaskEHR is greater than that of MedGAN, due to
considering the temporal characteristic of EHR data. To
remove the noisy data and further improve the perfor-
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mance, we designed the RL-Selector. From the result of
the proposed MaskEHR+RL, we can observe that the F}
value of MaskEHR+RL is significantly greater than that
of MaskEHR. Moreover, using reinforcement learning
makes the proposed MaskEHR+RL achieves the great-
est Fy value compared with all the baselines. Similar
results can be observed on both Spastic Cerebral Palsy
(SCP) and Diplegic Cerebral Palsy (DCP) datasets.

6.3 MaskEHR Analysis The benefit of the proposed
rare disease prediction system is that it can auto-
matically generate EHR data based on the designed
MaskEHR model. To validate the difference between
the generated data and the real data, we conduct the
following experiment. We first gather all the diagnosis
codes in both the generated data and real data, then
separately count the frequency for each diagnosis code
in both data and rank the codes according to the fre-
quency of codes in the real patient data, and finally
plot Figure 4. X-axis represents the log frequency rank
of each diagnosis code from the real patient data, and
Y-axis is the corresponding log frequency. Each dot in
Figure 4 denotes a diagnosis code.

* Generated Data
:al Data

(log)

* Generated Data] H _ |[+ Generated Datal
* Real Data R ' Real Data

Code Frequency (log)

Code Frequency

(a) QUAD (b) SCP (c) DCP
Figure 4: Rank v.s. Frequency on the Three Datasets
for Analyzing MaskEHR.

From Figure 4, we can observe that for all the
datasets, the proposed MaskEHR model can generate
“new” diagnosis codes, i.e., the dots on the Y-axis
when Rank = 0. At the same time, the proposed
MaskEHR can discard a part of diagnosis codes when
generating EHR data. Those codes are on the X-
axis in blue color. Finally, MaskEHR can change the
frequency or distribution of diagnosis codes. Some codes
increase their frequency, but some reduce the number of
occurrences.

Though these analysis cannot directly demonstrate
that the generated data are meaningful in healthcare,
we at least provide a feasible solution to produce more
EHR data for those rare diseases. From Table 2, we
also can observe that with the generated EHR data,
the performance of MaskEHR is better than that of
the basic RNN. This illustrates that the generated data
are useful for the prediction. However, there exists
noisy information among these data, and we need to
remove the “bad” generated data to further improve
the prediction performance. Next, we will show the

importance of the proposed RL-Selector.

6.4 RL-Selector Analysis RL-Selector aims at re-
moving the noisy generated EHR data and keeping
the high-quality data to train a satisfactory prediction
model. To analyze the selected EHR data, we conduct
similar experiments as in MaskEHR analysis.

_ [~ Selected Data . _ [T~ Selected Datal R _ [~ Selected Datal .
2| Real Data .. 2| Real Data i 2| Real Data :
2 . . g .- g :
2] H ]
g g g B
H J 2 £
% e £ .- H L
2 Y 2 = 2 E
< SRR R A L s R R o=
Rank (log) i} Rank (log) Rank (log)
(a) QUAD (b) SCP (c) DCP

Figure 5: Rank v.s. Frequency on the Three Datasets
for Analyzing RL-Selector.

We compare diagnosis code frequency from the
selected data with the real data in Figure 5. We can
observe that the frequency of diagnosis codes on these
two kinds of data is different. Compared Figures 4
and 5, there is an interesting phenomenon, that is, the
diagnosis codes with high frequency in the generated
EHR data may have great probabilities to be selected
by the proposed RL-Selector. This phenomenon shows
that the generated data indeed contain a lot of useful
information for the final prediction, but it needs a
selector to pick important data out. Thus, the proposed
RL-Selector is essential for rare disease prediction task.

7 Conclusions

In this paper, we design an effective, novel and end-to-
end system that can assist doctors in the diagnosis of
patients with rare diseases. The proposed system con-
sists of three important components: data generation,
data selection and prediction. These components are
tightly coupled to achieve superior performance for rare
disease prediction. Specifically, MaskEHR automatically
generates “fake” EHR data based on the visits from
case patients that simulate real data as much as possi-
ble. RL-Selector helps to guarantee the quality of data
that enters the training set, which in turn leads to an
accurate predictor. We conduct experiments on three
real medical datasets to validate the effectiveness and
reasonableness of the proposed system.
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