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Particle-induced gamma-ray emission spectroscopy is a quantitative, sensitive technique that measures light

PIGE element abundance in materials using external reference standards with known beam energy and intensity. When
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the ion beam is used ex vacuo, gamma-ray spectroscopy on targets in air greatly increases sample throughput.
However, for most targets the accuracy of these measurements is limited by the uncertainty of the collected
charge. An indirect beam current measurement technique has been developed using an ion beam reaction on

atmospheric argon, the only atmospheric component with sufficient abundance (~1%) that produces abundant
gamma rays with low-energy proton beams. The “CAr(p,ny)*’K reaction has been studied here, and the char-
acteristic 770 keV gamma ray is observed to serve as a reliable monitor for proton flux. This method allows a
real-time calibration of beam intensity on target to measured upstream currents for ion beam analysis at beam

energies above 3.5 MeV.

1. Introduction

The use of external ion beams has grown significantly in recent years
for a variety of ion beam analysis applications [1-3]. This ex-vacuo
technique can offer expedited analysis while avoiding vacuum consid-
erations on sensitive samples [4-6]. High reaction cross sections allow
for quick identification of some elements and isotopes at low bom-
barding energies of a few MeV [7]. Particle-induced gamma-ray emis-
sion (PIGE) and particle-induced x-ray emission (PIXE) are two such
examples of ion beam analysis easily performed in atmosphere. PIGE
involves the inelastic scattering of MeV range protons to excite the target
nuclei. The de-excitation of target nuclei yields an isotopic signature for
identification [8], which allows for a quick spectroscopic survey of
targets and isotopic identification of materials present. The higher-
energy gamma rays produced by PIGE are observed with little atmo-
spheric interference, unlike many of the low-energy x-rays produced by
PIXE.

Still, the challenge of measuring an accurate beam intensity on target
has detracted from the accuracy of these methods. Shielded and sup-
pressed Faraday cups can give accurate beam intensity measurements
before and/or after a sample measurement, but then the beam stability
over the sample analysis time must be estimated. In addition, extraction
of ions into atmosphere can introduce straggling and degrade the energy
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and angular resolution of the beam. In many scenarios, an absolute yield
is difficult to determine to better than 10%, but by assuming beam
stability and by making many measurement comparisons of known
standards, relatively accurate concentrations are possible. Other beam
intensity measurements for external ion beams have been achieved in
various ways including normalizing beam intensity off gamma rays from
an exit foil, backscattered protons, x-rays from a rotating chopper, and
argon x-rays [9-12]. However, external foils must be carefully chosen
not to degrade with time and not to interfere with the measurement of
target materials, in addition to estimating their effect on beam energy
and divergence. Similarly, measuring the low-energy (2.96 KeV) Ar x-
rays in air requires both a thin-window x-ray detector and an estimation
of the detection efficiency through the air gap.

For example, one case where none of these methods were particu-
larly useful in reducing beam intensity uncertainties was the use of ion
beam analysis as a viable screening technique for environmental toxins,
and a rapid analysis of targets that has been established for this purpose
ex vacuo [13-16]. Accurate analysis of samples and standards requires
precision monitoring of beam currents during the live run window, buta
simultaneous charge integration is not always possible due to the wide
array of non-conducting thin and thick targets measured [17-19].

For gamma spectroscopy using proton energies greater than 3.5
MeV, an alternative fusion-evaporation reaction — 40Ar(p,m()‘“)K - is
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proposed as an indirect measurement of beam flux. Gamma-ray pro-
ducing reactions on atmospheric “’Ar deliver a more precise yield than
x-rays and do not require additional equipment for PIGE measurements.
The abundance of argon in the atmosphere (about 1%) offers a monitor
that scales well with beam intensity and does not interfere with typically
observed lines [7]. The simultaneously observed (p,ny) reaction on at-
mospheric argon allows for rapid testing of all target matrices while
maintaining precise measurement of delivered beam for PIGE analysis.

2. Methods

The “°Ar(p,ny)**K reaction was studied at the University of Notre
Dame’s Nuclear Science Laboratory (NSL) using the St. Andre ion beam
analysis facility [16]. Simultaneous external PIGE and PIXE measure-
ments at the NSL typically involve 3-minute irradiations with intensities
of 30-60 nA at 4 MeV. In this experiment, most of the measurements
were made at 4.2 MeV, but bombarding energies between 3.4 and 5.2
MeV were also used.

The proton beam was tuned to pass through a 3/8” (9.525 mm)
diameter tantalum collimator and exit into atmosphere through an 8-um
Kapton® foil. This foil is replaced routinely after 24 h of use at these
beam energies to minimize foil degradation and thickening [20]. Typical
targets for analysis by PIGE spectroscopy are mounted at a fixed 30 mm
distance from the exit port, and a Canberra® high-purity-germanium
detector is fixed at 45° to the beam at 30 mm beyond the target posi-
tion. An optional silicon drift detector is also positioned at approxi-
mately 135° to the beam and above the beam-target assembly.

Beam delivery to target consisted of visual confirmation of beam
focus using a glass scintillator at the target position, as well as mini-
mization of current readings on upstream apertures. For each irradia-
tion, the beam was first measured by an integrated current measurement
on an upstream suppressed Faraday cup for ten seconds, another ten
seconds on the aperture, and finally on an electrically isolated thick
tantalum foil placed at the target position for the duration of the run.
The thick target is necessary to completely stop the protons, ensuring
that for each run, the beam is exposed to the same amount of atmosphere
(the same length of travel). Upon completion, the cup and aperture
current readings were integrated for another ten seconds each, in
reverse order. The integrated charge delivered to target, as measured
upstream, was varied from 6 to 54 pC, far exceeding typical running
parameters of 6-12 uC. Three beam currents (36, 50 and 90 nA), and
three analysis times (3, 5 and 10 min), comprised this range. These
absolute charge measurements served as a scale to measure transmission
from internal Faraday cup to target ex vacuo. The excitation curve was
also mapped for the atmospheric thick target for beam energies between
3.4 and 5.2 MeV. For the most statistics, the excitation yield was
measured for ten minutes at currents greater than 100 nA with periodic
checks done at lower currents (~20 nA).

The *°Ar(p,ny)*°K reaction was measured via the cascade of the 800
keV second excited state to the ground state in 40K [21]. The emission of
both 29 keV and 770 keV gamma rays were observed on the silicon drift
and high-purity germanium detectors, respectively. While the 29 keV
gamma-ray was also observed in the high-purity germanium detector,
the high background observed below 100 keV disqualified its use as a
normalization line. The 770 keV transition was chosen as the normali-
zation peak for its low background, minimal neighboring peaks, and
increased yield from higher energy gamma-ray cascades observed at
higher bombarding energies. A sample spectrum is shown in Fig. 1.

3. Results
3.1. External beam normalization
Changes in beam intensity, either intentional or due to tune degra-

dation, can lead to discrepancies between Faraday cup currents and the
actual beam delivered to target. The normalization survey was first
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Fig. 1. The spectrum is a sample of the sodium fluoride standard reference
material observed at a 4.0 MeV bombarding energy. The listed gamma-ray
energies are in keV with their respective source. The prominence of the 770
keV line is clear. Note the above elements are monoisotopic except for argon
and potassium. The argon and potassium isotopes are both mass 40, with po-
tassium being derived from the exchange reaction on atmospheric argon.

performed at a fixed beam energy (4.0 MeV), varying only the beam
intensity and irradiation time. For the fixed geometry previously
described, this method explored the use of argon as an internal standard
to all spectra, acting as an indirect normalization during the data
acquisition. This first investigation sought to determine if transmission
was current dependent. After charge delivery was studied extensively,
the beam energy was varied. In this experiment, upstream Faraday cup
current measurements were proportional to delivered current, but
fractional beam losses through collimators, magnets, and air lead to a
different transmission factor for a different beam energy and subsequent
set of beam parameters. Apart from steering the beam off target, the
observed yield scales with the ex vacuo current. Normalization using just
the upstream current results in over-normalized delivered charge (i.e. a
too high charge on target), with respect to the beam intensity mea-
surements made by the “°Ar external monitoring method. The changes
in transmission are not always quantifiable but are internally accounted
for by measuring yield changes. Use of the Faraday cup current alone
introduces systematic errors by normalizing to a delivered charge only
achievable with perfect transmission to target. The indirect measure-
ment of proton interaction with atmosphere is therefore better at
measuring target current than any upstream Faraday cup estimates as it
serves to scale with transmission. The 30 mm atmospheric thick target is
used to normalize to the true beam intensity measured upstream. In
practice, this means that the yield of 770 keV gamma rays measured per
uC of beam delivered serves as the normalization signal for all other
observed gamma rays during the irradiation.

The result of this charge varied yield is shown in Fig. 2, which is an
effective model for transmission. The charge delivered to target scaled
directly with analysis time, but the charge delivered to target was
reduced at higher beam intensity.

This inverse relationship between the beam intensity measured in
the upstream Faraday cup compared to the atmospheric yield of “°Ar
gamma rays/uC represents a loss of transmission from Faraday cup to
final impingement on the target. The beam’s areal intensity is not uni-
form and does not scale symmetrically for a given set of beam param-
eters. Fractional losses through the magnets and apertures is more
evidence supporting the need for an external normalization close to the
sample.

As an example of how beneficial this technique may become to
typical ion beam analysis ex vacuo, Table 1 shows the decreased error
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Table 2
Tabular data of normalized 770 keV yield.
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Fig. 2. Effective yield of atmospheric argon interaction shows a loss of trans-
mission into atmosphere as beam current is increased at 4.0 MeV. Consistent
transmission would expect a horizontal trend in yield.

Table 1
Duplicate standard ratios, N = 57.

Faraday cup Faraday Cup Argon Argon normalized
normalized ratio normalized standard normalized Standard Deviation
Deviation Ratio
1.012 0.213 0.997 0.083

obtained in duplicate standard reference materials analyzed hours apart
over several days. The tabulated ratio consists of repeated measure-
ments of five different sodium fluoride target concentrations analyzed
for proof of principle. The investigated gamma rays were the 109 and
197 keV excitations of fluorine. While Faraday cup normalization can be
as accurate, normalization with respect to atmospheric argon is more
precise, reducing the relative standard deviation from 21% to 8%. This
was verified with an f-test, F; 56 = 0.153 and p < 0.0001, proving the
reduction in variance for the argon normalized data. Similarly, since
these are the same standards, the accuracy improved from 1.2% to 0.3%
by normalizing to the beam intensity using the *“*Ar(p,ny)*’K reaction.
Only standards processed hours apart were included in Table 1 and so N
is not an even multiple of the five standards.

3.2. Energy selection

Charge integration on the thick tantalum foil allowed for a trans-
mission coefficient to be calculated for a normalized Ar gamma-ray yield
(counts/uC). All apertures downstream of the Faraday cup were moni-
tored for every energy. The apertures and tantalum target foil were
unsuppressed current measurements. Average transmission to target (at
the 30 mm foil position) was 87% but varied between 71% and 93%. The
770 keV gamma rays emitted from the de-excitation of the second to the
first excited state of *°K is the primary line of interest. The transmission
corrected yield as a function of bombarding energy is shown in Table 2.

Table 2 consists of a listing of nominal beam energies in vacuum,
SRIM modeled energy after the 8 ym Kapton® exit foil, SRIM modeled
energy after the consistent 30 mm air gap, and the normalized yield
[22]. These data are plotted in Fig. 3 where the given energies are that in
vacuum. The yield is transmission corrected for every energy. The
determined transmission values were done with currents ranging from
20 nA to 200 nA. No correlation was noted between transmission and
upstream Faraday cup currents.

Energy (keV) After kapton After Air Normalized yield (Counts/uC)

3400 3290 2945 3+0.3

3425 3316 2971 10+ 0.4

3450 3342 2997 17 £ 0.5

3475 3367 3023 26 £ 0.7

3500 3393 3048 39+ 09

3525 3418 3074 45+ 1.1

3550 3444 3099 54 +1.3

3575 3470 3124 71+ 1.6

3600 3495 3149 124 +£ 2.5

3625 3521 3174 174 £ 3.5

3650 3546 3199 212 + 4.2

3675 3572 3224 231 + 45

3700 3598 3249 218 + 2.7

3725 3623 3273 219 + 4.2

3750 3649 3298 240 £ 4.5

3775 3674 3322 261 + 4.9

3800 3700 3346 289 + 3.7

4200 4107 3728 443 + 4.6

4600 4512 4104 587 + 5.7

4800 4714 4292 839 £+ 14.8

5000 4917 4481 884 +7.2

5100 5018 4577 910 + 14.9

5200 5118 4674 1036 + 21.9
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Fig. 3. Raw yield of observed 770 keV gamma rays per charge delivered as
determined by transmission-corrected Faraday cup currents. Some uncertainties
are smaller than the data marker. The upstream currents were used for the
proof of principle for downstream yields and not as an absolute calibration. The
trend of the yield agrees with differential cross sections previously published
although this is an integrated thick target yield [21].

As shown in Fig. 3, energy mapping ranged from 3.4 to 5.2 MeV. The
lower energy of this domain approaches zero and therefore this method
ceases to be useful as a precise monitor for beam current fluctuations.
The (p,n) reaction threshold is at (Ejop = 2.345 MeV), but the first
excited state’s 29 keV gamma-ray was rejected for wide background
fluctuations across this energy range [21]. As this method is sought to
accurately monitor changes in beam intensity on target, much of the low
bombarding energy work serves only as a baseline for yield statistics.
The upper limit was established due to detector rate limits, caused by
activation of atmosphere resulting in 1*0, short-lived positron emitters
with no other gammas, and gamma-rays from the scattering of the '*N
(p,py)“N and '°N (p,py)15N reactions [23].
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4. Conclusion

Use of this method has significantly decreased systematic errors (by
approximately a factor of two) for comparative external PIGE mea-
surements at the NSL. All tuning parameters are optimized for initial
transmission to target, and several stable Faraday cup current mea-
surements (before and after an irradiation) are the inputs for the cali-
bration normalization. As the beam fluctuates throughout the day, this
4OAr(p,ny)**K reaction monitors beam delivery to target. The spectro-
scopic analysis then normalizes the yield of the observed gamma-ray(s)
of interest to the integrated 770 keV gamma-ray yield. Unobserved beam
dips or spikes during the live run-time are now accounted for, which
allows better reproduction of standard reference material results. Stan-
dard reference materials run at different times better reproduce initial
yields because of this normalization. While absolute yields vary,
normalized yields are comparable to within uncertainties, of which the
leading errors stem from the targets themselves. This methodology
serves only to act as an indirect measurement and does not determine an
absolute external proton fluence without the use of external standard
targets.

Precision monitoring at the NSL has optimized analysis parameters
of any fixed energy between 3.8 and 4.8 MeV with 5-15 pC delivered
charge to avoid sample damage. It has also been observed that thin
target yields are decreased due to an inflated argon normalization
coming from argon excitation continuing after passing through the
target. This occurrence is easily remedied by backing the targets with
paper or plastic, however, so the beam falls below the threshold energy
if it continues into atmosphere. While this monitoring reaction is highly
correlated with argon x-rays, secondary fluorescence of gamma-rays is
not a concern and the sensitivity of the low-energy x-rays to the air gap is
avoided as well. The 770 keV gamma-ray normalization benefits PIGE
and simultaneous PIXE ex-vacuo.
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