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Abstract—Spatial linear transforms that process multiple par-
allel analog signals to simplify downstream signal processing find
widespread use in multi-antenna communication systems, ma-
chine learning inference, data compression, audio and ultrasound
applications, among many others. In the past, a wide range of
mixed-signal as well as digital spatial transform circuits have
been proposed—it is, however, a longstanding question whether
analog or digital transforms are superior in terms of throughput,
power, and area. In this paper, we focus on Hadamard transforms
and perform a systematic comparison of state-of-the-art analog
and digital circuits implementing spatial transforms in the same
65 nm CMOS technology. We analyze the trade-offs between
throughput, power, and area, and we identify regimes in which
mixed-signal or digital Hadamard transforms are preferable. Our
comparison reveals that (i) there is no clear winner and (ii)
analog-to-digital conversion is often dominating area and energy
efficiency—and not the spatial transform.

I. INTRODUCTION AND CONTRIBUTIONS

Sensing and processing multiple analog signal channels

simultaneously is commonly encountered in a variety of

fields including healthcare (ultrasound), multi-antenna com-

munication, machine learning, imaging, and computer vision.

Efficiently processing parallel streams of analog signals remains

a challenging task due to the increasingly stringent latency

and energy requirements imposed on the underlying hardware.

Because spatial transforms, in contrast to spectral or time-

interleaved transforms, have no temporal dependencies between

inputs, they are highly amenable to parallel processing in

area and energy efficient analog and digital circuits. This

property of spatial transforms naturally raises the question

of whether spatial transforms are more efficiently implemented

using analog circuitry or through digital designs.

Previous work [1] indicates that analog spatial processing

can be efficiently implemented using capacitor arrays. These

results suggest that analog processing prior to digitization

can relax the requirements of the analog-to-digital converters

(ADCs), improving the system’s overall energy efficiency.

Digital transforms come in various flavors, including streaming
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and time-interleaved architectures; see, e.g., [2]. However,

not much is known about the efficacy of massively-parallel

transforms that are suitable for spatial processing of high-

dimensional signals. Most importantly, to the best of our

knowledge, no systematic comparison between analog and

digital spatial transforms exists, which leaves the question of

which of the two approaches is more beneficial in practice.

This paper represents a first attempt to systematically

compare state-of-the-art analog and digital circuit designs with

respect to area, throughput, and power for implementing spatial

transforms. We focus on analog and digital circuits for spatial

Hadamard transforms implemented in the same commercial,

general-purpose 65 nm CMOS technology. We first detail the

analog and digital circuit designs, provide reference post-layout

implementation results, and compare their input and output

signal-to-noise ratio (SNR) behaviors. We then study the area

efficiency (area per throughput) and energy efficiency (power

per throughput) trade-offs by considering the area and power

of ADCs. Our comparison enables us to identify operation

regimes for which analog or digital designs are preferable.

II. BACKGROUND

A. Hadamard Transform Basics

In order to compare analog vs. digital spatial transforms, we

focus on the Hadamard transform (HT), which finds widespread

use for data compression, compressive sensing, imaging,

and locality sensitive hashing. The Hadamard transform is

essentially a matrix-vector product of a Hadamard matrix Hm

by a vector x ∈ R
M with M = 2m, i.e., y = Hmx. A

Hadamard matrix Hm of dimension 2m×2m can be constructed

recursively. By defining H0 = 1, we can construct Hadamard

matrices for natural numbers m as

Hm =
1
√
2

[

+Hm−1 +Hm−1

+Hm−1 −Hm−1

]

. (1)

To avoid an explicit matrix-vector product that involves

M2 −M additions and subtractions, one typically resorts to the

fast Hadamard transform (FHT). The FHT repeatedly applies

2m−1 Hadamard transforms of size m = 2 (so-called radix-2

butterfly operations y = H2x) in m stages as illustrated by the

dataflow graph in Fig. 1. Note the scale factors 1/
√
2, which







(a) Energy efficiency (b) Area efficiency excluding ADCs (c) Area efficiency including ADCs

Fig. 5. Energy and area efficiency vs. output SNR trade-offs. (a) Although the analog design with 0.68 fF unit capacitors achieves higher f3dB, operating at
such frequencies requires expensive ADCs, which annihilate the benefit of compact analog circuitry. The analog design with 4 fF unit unit capacitors achieves
lower f3dB, which is conducive to power efficient ADCs. For the digital FHT, the ADC power is comparable to that of the digital part. (b) Shows the area
efficiency without the ADC area, which reveals that analog transforms can be more compact and suffer from no area increase due to the fixed array size. (c)
Shows the area efficiency with the ADC area, which shows that the ADC area is substantial, effectively resulting in designs of comparable efficiency.

C. Area-efficiency and Energy-efficiency Trade-offs

Fig. 5(a) compares the energy efficiency obtained from two

analog configurations (with unit capacitors 4 fF and 0.68 fF)

and the digital implementations. While the analog HT design

with the smaller unit capacitor operates at a higher bandwidth,

the energy and area overheads of high-frequency ADCs are

detrimental to the combined system efficiency. Indeed, the 4 fF

array shows superior energy efficiency than the 0.68 fF array,

primarily due to a more energy-efficient ADC. As expected,

at higher resolutions (output SNR ≥ 30 dB), the digital design

is more energy-efficient. Examining the energy contribution

of the ADCs shows that the ADC power is comparable to

the power of the digital FHT power, but it dominates the

power of the analog HT. This disparity is explained by the

ADC SNDR increasing by 12 dB to compensate for capacitor

induced attentuation in the analog signal path (insertion loss).

Fig. 5(b) compares the area efficiency of the three designs,

where we exclude the ADC area. In this comparison, the

analog circuits are much more area efficient, with the smaller

array (Cunit = 0.68 fF) delivering an order of magnitude higher

throughput than the digital FHT. However, when ADC area is

included in the comparison, Fig. 5(c) reveals that this advantage

is immediately negated. Indeed, the area efficiency for all three

designs now becomes comparable, in part due to the costly

ADCs required for high-speed operation. Moreover, we cannot

identify a clear design point that is better across categories,

i.e., while the slower operation due to larger capacitors leads

to improved energy efficiency, the larger area also reduces

throughput. As expected, the digital FHT is consistently better

than analog HTs at very high resolution—when ADC overheads

are completely accounted for.

V. CONCLUSIONS AND OUTLOOK

We studied the area and energy efficiency of implementing

spatial Hadamard transforms through passive analog circuits

and massively-parallel digital circuits. All of our designs have

been implemented in the same 65 nm CMOS technology. Our

analysis reveals that neither design is an outright winner in

all categories. We note that the Hadamard transform uniquely

advantages the analog design, leading to extremely compact

and energy-efficient implementations. Despite this, our analysis

reveals that the ADCs heavily influence the overall area and

energy efficiency of spatial Hadamard transforms, indicating

that further optimizations must include data converter design.

For analog spatial transforms to truly deliver, we would need:

(i) the ADC to be co-designed with the analog processing

and (ii) circuit topologies that exploit transform sparsity

must be employed to minimize insertion loss. Finally, an

extensive comparison between analog and digital spatial Fourier

transforms, which are useful for emerging millimeter-wave

communications systems, is part of future work.
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