HOLDER REGULARITY UP TO THE BOUNDARY FOR CRITICAL SQG ON
BOUNDED DOMAINS

LOGAN F. STOKOLS AND ALEXIS F. VASSEUR

ABSTRACT. We consider the dissipative SQG equation in bounded domains, first introduced by
Constantin and Ignatova in 2016. We show global Holder regularity up to the boundary of the
solution, with a method based on the De Giorgi techniques. The boundary introduces several
difficulties. In particular, the Dirichlet Laplacian is not translation invariant near the boundary,
which leads to complications involving the Riesz transform.
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1. PRELIMINARIES

The surface quasigeostrophic equation (SQG) is a special case of the quasi-geostrophic system
(QG) with uniform potential vorticity. The QG model is used extensively in meteorology and
oceanography (e.g. Charney [Cha71]). These models are described in Pedlosky [Ped92]. The SQG
model was popularized by Constantin, Majda and Tabak in [CMT94], due to its similarities with
the Euler and Navier-Stokes equation. They proposed it as a toy model for the study of 3D Fluid
equations (see also Held, Garner, Pierrehumbert, and Swanson [HPGS95)).

We consider in this paper critical SQG on a bounded domain. We will focus on the following
model, which was introduced by Constantin and Ignatova in [CI17] and [CI16]. Consider € a
connected bounded domain in R? with C?# boundary for some /3 € (0,1), and the Laplacian with
homogeneous Dirichlet boundary conditions ~Ap. If (m;)ren is the sequence of L2-normalized
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eigenfunctions of —Ap with corresponding eigenvalues A listed in non-decreasing order, define

Af =5 VNl F k) L2 () ke
i=0

The critical SQG problem on Q with initial data 6y € L?(Q) is

Of+u- F+AO=0 (0,T)xQ,
(1) u=V-ATto [0,T] x Q,
0 =0 {0} x Q.

In the model, the dissipation A = (-A D)l/ 2 is due to the Ekman pumping, while the nonlinear

velocity u comes from the geostrophic and hydrostatic balance (see [Ped92]).

The main result of this paper is the following:

Theorem 1.1. There exists a universal constant C1 > 0 such that the following holds:

For any Q € R? open and bounded with C*P boundary, 5 € (0,1), there exists for any S >0 a
constant Cs > 0 (depending also on ), and for any k >0 a constant oy g € (0,1) (depending also
on ) so the following holds:

For any 0y € L*(Q) there exists a global-in-time weak solution 6 € L= ([0, 00); L*(2))nL>([0, 00); H/?)
to (1) wverifying 6(t,z) = 0 on (0,00) x OQ and lim;.0(t,-) = Oy in the L>-weak sense. For
k> 6ol p2(q) and for every S >0

0 e C5([S,00) x Q)
where Q denotes the closure of ).

Moreover,

Cy
101 oo ([5,00)x02) < 5 100l 12
and
10l con.s ((5,00)x02) < Cs 100l L2y -

This model was first thoroughly studied in the cases without boundaries (either R? or the torus
T?). Global weak solutions were first constructed in Resnick [Res95]. Global regularity was first
shown with small initial values by Constantin, Cordoba, and Wu [CCWO01], or extra C* regularity
on the velocity in Constantin and Wu [CW08]| and Dong and Pavlovi¢ [DP09]. In [KNV07], Kiselev,
Nazarov and Volberg showed the propagation of C*° regularity. The global C* regularity for any
L? initial values was first proved in [CV10] (see also Kiselev and Nazarov [KN09] and Constantin
and Vicol [CV12]).

In the presence of boundaries, there are several distinct ways to define SQG. This can be at-
tributed to alternative generalizations of the fractional Laplacian. Kriventsov [Kril5] considered a
two-phase problem which satisfies critical SQG only in part of the domain, and was able to prove
Hoélder regularity in the time-independent case. This problem, intended to model air currents over a
region containing both land and water, contains a half-Laplacian and a Riesz transform defined, not
spectrally, but in terms of extension. In [NV18b], the authors consider the Euler-Coriolis-Boussinesq
model and derive the full 3D inviscid quasigeostrophic system in an impermeable cylinder (see also
[NV19] for the construction of small time smooth solutions to the model). They obtain natural
boundary conditions for SQG distinct from the homogeneous conditions introduced in [CI17], [CI16]
and described above. However, due to the complexity of the model described in [NV18b], we focus
in this paper only on the homogenous case.

Existence of weak solutions for (1) is proven in [CI17], and local existence and uniqueness for
strong solutions with sufficiently smooth initial data is proven by Constantin and Nguyen in [CN18b]
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(see also Constantin and Nguyen [CN18a] and Constantin, Ignatova, and Nguyen [CIN18] for the
inviscid case). The interior regularity of solutions is proven in [CI16] (together with propagation
of L* bounds). The method of proof for interior regularity uses nonlinear maximum principles,
introduced by Constantin and Vicol [CV12]. However, the bounds obtained in [CI16] blow up
near the boundary and do not provide global regularity. In [CI16] Remark 1, questions about
global regularity are suggested as open problems. Both the C%(2) regularity, and bootstrapping
to C*(Q) regularity, are indentified as interesting problems. Our result answers the first question,
by showing that solutions 6 to (1) are globally Holder continuous. Bootstrapping to C'* involves
different techniques, and will be studied in a forthcoming work [SV].

Our proof is based on the De Giorgi method pioneered by De Giorgi in [DG57]. The method was
applied to the SQG problem first in [CV10]. The method is powerful for showing C® regularity of
elliptic- and parabolic-type equations. It has been applied in a variety of situations for non-local
problems, such as the fractional heat equation in [CCV11], the time-fractional case in [ACV16],
the 3D Quasigeostrophic problem in [NV18a], or the kinetic setting by Imbert and Silvestre [IS16]
or in [Stol8]. The method has also been applied in more exotic, non-elliptic situations such as
Hamilton-Jacobi equations (see [CV17], [SV18]).

The De Giorgi method involves rescaling our equation by zooming in iteratively, and applying
regularity results at each scale. Therefore it is important that certain results be proven indepen-
dently of the domain 2. The particular dependence on €2 will be made clear in each lemma of this
paper. As a general overview, in the proof of Theorem 1.1 we will apply the results of Sections 3
and 4 only on a single fixed domain, while the results of Sections 5 and 6 must be applied at each
level of zoom with a different rescaled domain each time.

The first broad idea of our proof consists in decoupling the velocity u from 6 to work on a linear
equation, and prove alternating regularity results for # and v independently. We can show that 6 is
in L* without any assumption on u (see Section 3). Using that L* bound, we will need to obtain
scaling invariant controls on the drift v = VA™'0. By scaling invariant, we mean that the bound,
once proven on §) fixed, will remain true of the scaled function u(e-,e-) for all e. Unfortunately,
although the Riesz transform is bounded from LP to L? for all p finite, it is not bounded for p = oco.
The usual technique, therefore, is to consider BMO (as in [CV10] and [NV18a]), but in the case
of bounded domains the Riesz transform is not known to be bounded in this space either. Our
solution is to use extensions of the Littlewood-Paley theory to bounded domains.

The adaptation of Fourier analysis and Littlewood-Paley theory to Schrodinger operators is a
well-studied subject (e.g. Zheng [Zhe06], Benedetto and Zheng [BZ10]). As an application of
this theory, Iwabuchi, Matsuyama, and Taniguchi [IMT19], IMT18], and Bui, Duong, and Yang
[BDY12] have considered operators defined on open subsets of R", which includes as a special case
the operator —Ap (a Schrodinger operator with zero potential). In particular, in [IMT17], Iwabuchi,
Matsuyama, and Taniguchi derive many important results, including the Bernstein inequalities, for
Besov spaces adapted to the operator —Ap on bounded open subsets of R” with smooth boundary.
This theory turns out to greatly improve our understanding of the Riesz transform VA~! on bounded
domains.

Using the results of [IMT17], we will be able to show that the Riesz transform of an L* function
whose Fourier decomposition f = Y fing is supported on high frequencies k£ > N will be bounded
in the weak sobolev space w-Y 4% and the Riesz transform of an L* function whose Fourier
decomposition is supported on low frequencies k£ < N will have bounded Lipschitz constant. The
cutoff N for dividing high frequencies from low frequencies must depend however on the size of
the domain €. In the case of R?, where V and A™' commute, this is equivalent to the observation
that the Riesz transform is bounded from L* to the Besov space BSW. In the case of bounded
domains, the argument must be more subtle. We must decompose 6 into its Littlewood-Paley
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projections, individually bound the Riesz transform of each projection in multiple spaces, and

then recombine these infinitely-many functions into a low-frequency collection and a high-frequency

collection depending on the scale of oscillation we are trying to detect (see Section 4 and Lemma 5.1).
We make this notion precise with the following definition:

Definition 1 (Calibrated sequence). Let ¢ R? be any bounded open set and 0 < T € R. We call a
function u € L2([0,T] x Q) calibrated if it can be decomposed as the sum of a calibrated sequence
u = Z Usj
JEZ

with each u; € L?([0,T] x ) and the infinite sum converging in the sense of L2

We call a sequence (u;)jez calibrated for a constant x and a center N if each term of the
sequence satisfies the following bounds.

245 Lo (o,77x02) < 5
jo-N
Vu; “Loo([o,T]XQ) <2727k,

HA‘l/A‘uH < 274N/
Tl Lee ([0,7]x)

In Section 7 we will show that a calibrated velocity remains calibrated at all scales (specifically,
with fixed constant x but a changing center N). Therefore we can consider, for any domain €2 and
time T, the system of linear equations

@) b +u- F+A0=0, [-T,0]xQ
divu =0 [-T,0] x Q.

In Section 3 we show that solutions to (1) with L? initial data exist and regularize instantly into
L, and in Section 4 we show that the Riesz transform of L data is calibrated. Then in Sections 5
and 6 we will show that solutions to (2) with calibrated velocity have decreasing oscillation between
scales. By iteratively applying this oscillation lemma and scaling our equation, we show in Section 7
that 6 is Holder continuous.

The low-freqency component of a calibrated velocity « will be uniformly Lipschitz, which means
it is only bounded up to a constant. This is similar to the case of BMO velocity functions in
[CV10] and [NV18a], which by the John-Nirenberg inequality are also bounded up to a constant.
As in these cases, we consider a moving reference frame, denoted I' : [0,7'] - R?, in which our
velocity is shifted by a constant, making the low-frequency component of u bounded. There are
two differences between our implementation of this technique and the implementation in [CV10]
and [NV18a]: firstly, we subtract off the value of the low-frequency part of u at a point, rather than
subtracting off the average of u on a ball. Secondly, rather than applying the standard De Giorgi
argument to 0(t,x) = 0(t,z + ['(t)), we must reformulate the De Giorgi argument to “follow” the
path T'(¢) explicitly. This is a purely notational difference, but it is necessary because otherwise 2
would be time-dependent.

At each scale, there will be a natural Lagrangian path I'y corresponding to the low-frequency part
of u. However, the low-frequency part of u changes non-trivially as we zoom, so I'y will be different
at each scale. Throughout Sections 5 and 6, we will use I'y to denote the “current” Lagrangian
path and I to denote the Lagrangian path at the previous scale. In the proof of Theorem 1.1 in
Section 7, these are denoted I'y(t) and e'T,_;(et) respectively. In Lemmas 5.2, 5.3, 5.4 and 6.1,
we will make assumptions about # which are centered on z ~ I'(¢) and obtain conclusions which are
similarly centered on x ~ I'(¢), conditioned on v := Iy = T" being small in Lipschitz norm. Finally in
Lemma 6.2, we will show that, given bounds on 6 for x ~ I'(¢), we can bound 6 for = ~ I'y(t) for
t sufficiently small, again conditioned on « :=I'y — I" being small in Lipschitz norm. Controlling ~
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amounts to controlling the change in I'y between consecutive scales, which is much easier to obtain
than scale-independent bounds on I'y.

Previous applications of the De Giorgi method to non-local equations such as (2) generally make
extensive use of either an extension representation (c.f. [CV10]) or a singular integral representation
(c.f. [NV18a]). In this paper, we use the singular integral representation for the Dirichlet fractional
Laplacian derived by Caffarelli and Stinga [CS16]. It is based on the results of Stinga and Torrea
[ST10] which generalize the extension representation of Caffarelli and Silvestre [CS07]. This theory
is pivotal in translating the existing non-local De Giorgi techniques to the problem at hand (see
Section 2).

In order to apply De Giorgi’s method to weak solutions of (2), we will need to assume a certain
a priori estimate which holds, in particular, for L2(H3) weak solutions. However, such solutions
are only known to exist for short time and for H? initial data, as shown by Constantin and Nguyen
in [CN18b]. We call weak solutions in L?(#'/?) which happen to verify this a priori estimate
“suitable solutions,” by analogy to suitable solutions to Navier-Stokes as in [CKN82]. We give the
formal definition of suitable solutions in Section 3, where we also construct global-in-time suitable
solutions using the vanishing viscosity method. Compared to [CI17], our solutions verify a full
family of localized energy inequalities which allow us to apply the De Giorgi method.

The Paper is organized as follows. Section 2 is dedicated to basic properties of the operator A
and the corresponding Sobolev spaces H®. In Section 3 we construct weak solutions which verify
the suitability conditions. In Section 4 we prove that the Riesz transform of the L* function 0 is
callibrated. Section 5 contains the De Giorgi Lemmas. Section 6 is dedicated to the local decrease
in oscillation through an analog of the Harnack inequality. Finally in Section 7 we prove the main
theorem, Theorem 1.1. In the Appendix A we prove a few technical lemmas which are needed in
the main paper.

Notation. Throughout the paper, we will use the following notations. By 7 and A\ we mean
the eigenfunctions and eigenvalues of —~Ap, with A\g < A; < ... and |ngly =1 for all k. If f =3, funk
then

1/2
1l = (; Azfz)

- [1aeP.

We suppress the dependence on 2, though in fact A, A\, and 7 are defined in terms of the domain
Q. The relevant domain will be clear from context. The norm on H® is in fact a norm, not a
seminorm, since | f[ 2(q) < )\68/2 £ [l4gs -

For a set A and a function f: A - R, denote

x —
[flaa= sup fz) ~ 7wl fiy)l, ae(0,1],
’ z,yeA,x+y ‘{E - y’
[ Fleay = 1l poecay + [fasas ae(0,1],
k
| flemacay= 20 ID" fllpeocay + [Dkf]a;A, ae(0,1],keN.
n=0

When the domain A is ommited, the relevant spatial domain € is implied.
We will use the notation (z), := max(0,2). When the parentheses are ommited, the subscript +
is merely a label.
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Throughout this paper, if an integral sign is written [ without a specified domain, the domain
is implied to be 2, with Q defined in context.

For any vector v = (v1,v2), by v* we mean (—v2,v1). By V* we mean (—0y,0;).

In the remainder of this paper, the differential operator D? refers to the Hessian in space,
excluding time derivatives. The function space CZ° consists of smooth functions with compact
support.

The symbol C represents a constant which may change value each time it is written.

2. PROPERTIES OF THE FRACTIONAL DIRICHLET LAPLACIAN

In this section we will investigate the basic properties of the operator A and the space H® on a
general domain §2.

We begin by stating a result of [CS16] which gives us a singular integral representation of the
H?® norm.

Proposition 2.1 (Caffarelli-Stinga Representation). Let s € (0,1) and f,g € H® on a bounded C*#
domain Q c R?. Then

Joaingdn= [ 15@) = F)1l9(2) - 9) ) Kas(w y) dady + [ F(2)g(a)Ba() da
for kernels Kos and Bog which depend on the parameter s and the domain €.

There ezists a constant C' = C(s) independent of 2 such that

C(s)
0 < Kas(z,y) < oy
for all x £y eQ and
0< st(l‘)
for all x € ).
Moreover, for any s,t € (0,2) there exists a constant ¢ = c(s,t,) such that for all x +y € Q
(3) Ki(,y) < clz -y Ky(2,y).

Proof. See [CS16] Theorems 2.3 and 2.4.
Theorem 2.4 in [CS16] does not explicitly state the result (3). However, it does state that for
each kernel K there exists a constant c¢s; dependent on s and €2 such that

1 _ T
o=y Kooy <omin (1B < o PR (o),
S

Since the middle term does not depend on s, we can say that
o =y Ki(2,y) < cresle -y Ko (2,y)
from which (3) follows. O

Though the result is proven in [CS16] only for f, g€ H?®, the result applies much more generality
by a standard continuity argument.

From the explicit formulae given in [CS16], we see that Ky is approximately equal to the standard
kernel for the R? fractional Laplacian (-A)® when both z and y are in the interior of  or when
x and y are extremely close together, but decays to zero when one point is in the interior and the
other is near the boundary. The kernel Bs, is well-behaved in the interior but has a singularity at
the boundary 9€2. This justifies our thinking of the K5; term as the interior term and Bss as a
boundary term.
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When comparing the computations in this paper to corresponding computations on R?, one finds
that the interior term behaves nearly the same as in the unbounded case, while the boundary term
behaves roughly like a lower order term (in the sense that it is easily localized).

Many useful results can be derived from Caffarelli-Stinga representation formula. We summarize
them in the following lemma.

Lemma 2.2. Let Q € R? be a bounded open set with C*>P boundary for some 3 € (0,1).

(a) Let s € (0,1). If f and g are non-negative functions with disjoint support (i.e. f(z)g(xz) =0
for all x), then

f A FASgdz <0,
(b) Let s€(0,1). If ge C*¥Y(Q) then for some constant C = C(s) independent of £

2
m —_—
ol < 2lgl.c 11 +C S sup [ 22800 do

(c) Let s€(0,1). If ge C¥Y(Q) then for some constant C = C(s) independent of
1 £9ll3¢ < Cllglcongay (NFllo + [ 13) -

(d) Let s € (0,1/2). Let g an L®(Q) function and f € H?® be non-negative with compact support.
Let C g be a constant such that

(4) Ks(2,y) < Camnlr - y[** Kus (2, y).

Then there exists a constant C depending only on s and Cyp, such that
f A PGNP < C gl [supp(HI (1F 1y + 1 £ ll3g20) -

(e) Let g an L*™(Q) function and f € HY? be non-negative with compact support. Let Cymn be a
constant such that

Ky ja(2,y) < Camnle -y K1 (2,y).
Then there exists a constant C depending only on Cgn, such that

[ a8 < Cllgl lsupp(HIM (1F 1+ 1 lpee)

Proof. We prove these corollaries one at a time.
Proof of (a): From Proposition 2.1

[ arargde= [[ @ - @ls@) - 9K @y dady + [ f(@)g()B() da.

Since f and g are non-negative and disjoint, the B term vanishes. Moreover, the product inside
the K term becomes

[f(2) = f(W)]lg(2) = 9(y)] = = f(2)g(y) - f(y)g(z) <O.

Since K is non-negative, the result follows.
Proof of (b): From Proposition 2.1

[ 1xGP = [[ @U@ -1+l - 9@ K+ [ 6B

|2

<2|gI% |13 + C ) [ Fw)* lg(x) - 9(y)I*

|z — g[2+2s dzdy.

Proof of (c): This follows immediately from (b), since

l9(2) =9(W)l < (lgllee) A (VYo |2 = y])
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and
LAz —y?

2 — y[2+2s dx

is bounded uniformly in y.
Proof of (d): From Proposition 2.1 we can decompose
f NPgN2f =T+ I + 1T

where

I ] Lo ~a @) - J)IKs,
I»—fﬁ:m1 (z) —gW]Lf (=) - fF(y)]Ks

I = f fgB..

First we estimate I.. From (4) and from the symmetry of the integrand and the fact that
[f(x) = f(y)] vanishes unless at least one of f(z) or f(y) is non-zero,

[ <2 jlx—ykl Xi150y (@) |9(2) = g |f (@) = f()] - |e = y[** Kas.

We can break this up by Holder’s inequality

<2 xpo @@ o) ([ o)

The kernel |z - y|6sK4SX{‘x_y|<1} is integrable in y for = fixed. Therefore

2

1/2

1/2
o) ri<2(@1al.)’ [ Cxipo@ds) - (1515e)

For the term I, by the symmetry of the integrand we have
Ll<2lgla? [11@)] [ K@ y)dyds.
lz—y[>1

Since Ksx({jz—y|>1} 18 integrable in y for z fixed,
(6) 1L < Cllgllo I/ -

For the boundary term II,
1112 gl [ X(g20) B
Since f >0, [f(z) = f(¥)][X{s50) () = X{50) (¥)] > 0. Therefore

f X{f>0yf Bs < f APy oy AP f = f X0y A° f.
Applying Hélder’s inequality, we arrive at

1T < |19 oo Isupp (I 1 £ 3¢ -
This combined with (5) and (6) gives us

[ 82658 < C gl (1500 1y 11y + supp (12 U )
The lemma follows since | f]; < |supp(f)|*/?|f|, and since 1 flags < 112 + 1 ag2s-

Proof of (e): This is an immediate application of part (d).
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O

Let us consider the relationship between the norm #* and the H® norm on RZ.

It is known (see [CI16] and [CS16]) that for s € (0,1) the spaces H® are equivalent to certain
subsets of H*(2) spaces defined in terms of the Gagliardo semi-norm. In particular, we know that
smooth functions with compact support are dense in H® for s € [0,1] and that elements of H* have
trace zero for s € [$,1].

The most important fact for us is that the fractional Sobolev norms defined in terms of extension
are dominated by our H® norm with a constant that is independent of €.

We do not claim that this result is new, but we present a detailed proof because the result is
crucial to the De Giorgi method. The De Giorgi lemmas require Sobolev embeddings and Rellich-
Kondrachov embeddings which are independent of scale.

Define the extension-by-zero operator E : L?(Q) - L?(R?)

flx) xeQ,

Ef(x):{o 2 e R\ Q.

Proposition 2.3. Let Q ¢ R? be any bounded open set with C*# boundary for some 3 € (0,1). For

any s € [0,1] and function f € H?®,
CANS/2 P [ s g2
LLleayP el < [asp.

Here (-A)® is defined in the fourier sense.

We will prove this proposition by interpolating between s =0 and s = 1. Before we can do this,
we must prove the same in the s = 1 case. This result is known (see e.g. Jerison and Kenig [JK95])
but we include the proof for completeness.

Lemma 2.4. Let Q € R? be any bounded open set with Lipschitz boundary. For all functions f in

H!,
Jowa? = [iae.

Proof. Let 1; and 7; be two eigenfunctions of the Dirichlet Laplacian on €. Note that these functions
are smooth in the interior of €2 and vanish at the boundary, so we can apply the divergence theorem

and find
fvm- Wj=-fmA77j=/\jf77mj=Aj5i=J-

Consider a function f = ¥ fynr which is an element of #!, by which we mean ¥\, f,? < 0o. Since
||V77k||L2(Q) = Ak, the following sums all converge in L?(Q) and hence the calculation is justified:

[rost = f (S0 (S siom)
=fZ(fifj)Vm' 47
= X(h) [ e
= AT

From this the result follows. O
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We come now to the proof of Proposition 2.3. The proof is by complex interpolations using the
Hadamard three-lines theorem.

Proof. Let g be any Schwartz function in L?(IR?), and let f be a function in H#*. Define the function
®(z2) = [Rz (~A)gEA*f,  zeC,Re(z)e0,1].

Recall (see e.g. [JK95]) that when ¢ € R, (-A)™ is a unitary transformation on L?(R?), and A%
is a unitary transformation on L2(£).

When Re(2) =0, then |[(-8)7%g], = g, and [A*f], = | f - Hence

(2) < gl [flzss  Re(z) =0.

When Re(z) =1, integrate by parts to obtain
o(z)= [, (-8) g (-8 BAE,

Then H(—A)(zfl)/2gH2 = | glly, while [ASZ |1 = | fl3s- As an H! function, A *f has trace zero
S0

IVEA" fl2g2y = IVA* fll120) = [l -

Of course H(—A)l/2 . = [V |l 12(g2) in general so

L2(R2)

(2) <lgla[flls»  Re(z) =1.

In order to apply the Hadamard three-lines theorem, we must show that ® is differentiable in
the interior of its domain.
Rewrite the integrand of ¢ as

FLIEFDEL N fie
k
The derivative diz commutes with linear operators like F~! and E, so the derivative is

7) (DD E L AT St 77 E S 5 mOwA fe

Fix some z € C with Re(z) € (0,1). Since g is a Schwartz function, In(|¢])|€|?g is in L?. Moreover,

for any € > 0 we have ln()\k))\kT < C’)\k_2 for some C' independent of k£ but dependent on z, €.
Take € < Re(z) and, since f € H?®, this sum will converge in L.
The differentiated integrand (7) is therefore a sum of two products of L? functions. In particular

it is integrable, which means we can interchange the integral sign and the derivative d% and prove
that ®'(z) is finite for all 0 < Re(z) < 1.

By the Hadamard three-lines theorem, for any z € (0,1) we have ®(2) < |g|4 | f],. Evaluating
O(s), we see

[ DY GBS < gl ey 1l

This inequality holds for any Schwartz function g € L?(R™) and any f € H*.

Since Schwartz functions are dense in L?(R?) and (~A)®? is self-adoint, the proof is complete.
U
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3. EXISTENCE OF SUITABLE SOLUTIONS

In this section, we define the needed notion of suitable solutions. This involves two families of
localized energy inequalities. The first family (10) concerns the time evolution of [,(6 — ¥)? for
generic cutoff functions W. We need also to control the time derivative 9;(f — ¥)? in the sense of
distributions for the second De Giorgi lemma (see Proposition 5.4, step 2). This control comes in
the family of inequalities (11).

It is important that the universal constant C* appearing in the suitability conditions (10) and
(11) is independent of 2. The De Giorgi argument requires that we apply the same bound iteratively
as we rescale the solution, so our bounds must be scale independent. For this reason, we will define
the constant through Proposition 3.1 before stating the definition of suitable solutions. As with
the Navier-Stokes equations, it is not obvious that weak solutions constructed directly from the
Galerkin scheme are suitable. Therefore we will construct our weak solutions as vanishing viscosity
limits of

00 +u- +A0=cAf (0,00)xQ,
(8) u=VAT10 [0,00) x Q,
8 =06o {0} x Q.

The construction of solutions to (8) will follow the Galerkin method (as in [CI17]).

We begin by defining the universal constant C'* and simultaneously showing that the inequalities
(10) and (11) are valid for sufficiently smooth solutions to the linear equation

O +u- B+ A0 =cA0,
©) o
ivu =0,

uniformly with respect to e € [0,1]. This smoothness requirement will be shown to be valid when
e>0.

Proposition 3.1 (Energy Inequalities). There ezists a universal constant C* such that the follow-
ing holds:

Let Q ¢ R? be bounded and open with C*? boundary, B € (0,1), and let 0 < T < oo a time, and
let e € [0,1]. Let 0,u be a solution to (9) on Qx[0,T], with § € L>(0,T;L*(Q)) nL*(0,T; Hi(Q))
and we L®(0,T; L*(Q)) n L*(0,T; L*(Q2)).

Then for any smooth non-negative function ¥ € C* ([0, 00) xR?) satisfying IV Loo ([0,00)xm2) < K
and the Hélder seminorm supg o) [¥(¢,)]1/4r2 <k for some constant k, any time S € (0,T), and
any smooth non-negative p € C°(S,T;C*()), the function 0, = (0 — V), satisfies

d 2 _
w0 o [l <e (6 [ xms

and

(11)

-1 [Tr , 1 rTr , T . 1 Tr
5 S'[9+8tgoé§f5f«9+u g L/@9+ (VY +u- ©)+C ||<,0||C'0(5,T;02)((1+§)f0—/9+
o, [T T
+k A[X{92@}+A ‘[9+(8t\11+u W)‘ .

Remark. Note that since C* is universal, Proposition 3.1 does not depend on the values of || 0] e 12y

[ o +u :p)‘) Vi e [0,T]

||9||L2(H3), |l oo r2ys O [l fagpsy, but only on the fact that these quantities are finite. Therefore,
using the natural scaling of (9), if (6, u) verify the assumptions of Proposition 3.1 on [0, 7] x2, then
so does (A0 (-, ), u(pe, 1)) on [0, 1T x g7, for any A € R and p > 0 such that p~'e € [0,1].
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Proof of Proposition 3.1. Since 6, € L*°(0,T; L*(Q)) n L?(0,T; H}(£2)), we can multiply (9) by 6,
and integrate in space to obtain

0=[0+[(9t+u- VA-eA] (6 +V-6.)

which decomposes into three terms, corresponding to 6., ¥, and #_. We analyze them one at a
time.
Firstly,

[10vu vA-eA] e+_( )dthQ (;)/divu93+/|A1/26’+
2
:(E)Efeerf‘Alp&‘ +5[|V9+|2.

The ¥ term produces important error terms:

[9+ Bitu- VA-cA]U fe@mfmu SIJ+_[A1/29+A1/2\I/+5V9+ v

2
+e [ |vo,|?

- f 0. (0,0 +u- O)+ f AV A2 4 evh, - 0.
Since 6, and #_ have disjoint support, the 6_ term is nonnegative by Lemma 2.2 part (a):

f9+ [0 +u- vA]9_=(%)f9+at9_+f9+u- &7_+fA1/20+A1/20_+5fv0+v9_sO.

Put together, we arrive at

(12)
(%)%f@i+[|A1/20+|2+fA1/20+A1/2\1:g—f0+(8t\11+u- w)—e[fvm- ‘17+f|V9+\2]‘

The € term is bounded, using the fact that V6. = x(,0,V0+ and € € [0,1], by

—£
—s[[|V0+|2+/V9+- rv]s?[weq v 5 [ 199,00
k2
SE[X{&»O}'

At this point we break down the AY20,A?T term using the formula from Proposition 2.1.
[ Ao nte— [[ (6. @) - 0.0 () - WK @) + [ 0,08,
Since B > 0 and WV is non-negative by assumption, the B term is non-negative and so
(14) [ aone [[(6.) - 0.0 () - YW)K (@,p).

The remaining integral is symmetric in  and y, and the integrand is only nonzero if at least one
of 6, (z) and 6, (y) is nonzero. Hence

[ 10:@) = 0.0 @) - 9K @) <2 [] X000y () 102(2) = 0. ()] [¥() - W) K (2. ).

Now we can break up this integral using Young’s inequality, and since [ [0, (z)-0,(y)]?K < [0, ||§_[1 /2
the inequality (14) becomes

a5) [ aPontPu s (0020 2 [ ooy @)W - W) PE ().

It remains to bound the quantity [¥(z) - (y)]2K (z,y). By Proposition 2.1, there is a universal
constant C' such that

(13)

K(z,y) < P C|
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The cutoff ¥ is locally Lipschitz, and Holder continuous with exponent 1/4, by assumption. There-
fore

[ (2) =W ()P K (,y) < CKa = y| ™ Az —y[7>°.
Since 1 < 2 < 2.5, this quantity is integrable. Thus
[ X0y @) [ [9(@) - U)K (a.y) dyda < CF [ X(o,50, do.
Combining this with (12), (15), and (13) we obtain (10).

We begin now the proof of (11). Since 6, € L*=(0,T; L*(Q)) n L*(0,T; H}(2)), by interpolation
we can further conclude 6, u € L*(0,T; L*(2)). Therefore we can multiply (9) by ¢, and integrate
in space to obtain

O=/g09+[8t+u- VAL(0, + V-0

which decomposes into three terms, corresponding to 6., ¥, and #_. After rearranging and inte-
grating by parts, this becomes

(16) %fgpatei:%feiu- w—f 00, (B + u- W)—/ ¢9+A9+—f ¢9+A\1/+af¢9+A(9++\11).

The € term decomposes as

5/¢9+A(9++@):—sfw9+- &9++‘I')—5f9+w- (0, + 0)
:—sfg0|V9+|2—5fch0+- ‘IJ+—[92Acp 5/6+Vap v
(3 13
< [ elvulPxpp0+ 5 [ 280+ S [ 0196+ S [ xipon vallv ol

< lglor [ X0y +loles [ 62
The [ ¢0,Af, term is bounded by Lemma 2.2 part (c)

2
(18) - [eprs<Clelen ([ 82+ [ |n20])

and the [ o0, AV term is bounded, just as for the [ 6, AW term in the previous family of inequalities
but with the addition of Lemma 2.2 part (c),

- [ o0env <[] [0@)0.(@) - 10 ][¥(@) - W) K
<2 [[ x(p0) (@), (@) - 9(0)0. ()] | ¥(2) - U ()| K
(19) =2 [[ (161 16@)0: () = )0 ) (Il X100y ¥ () - ¥ (w)]) K
<l I8 e + llen [[ xoon ¥ () - ()P Ky

2
<Clgler ([ 02+ [ 820 )+ or lplen [, 1o alo ™2 dy) [ xco.0r

From the inequality (10) already proven, we can obtain by a standard argument

(20) f f|A1/29| f92+k2fOTfX{e+>o}+f0Tf9+(3t‘1’+u- ‘17)’-

By combining (16) with (17), ( 8), and (19) we obtain
1 1 2
5[90(%93: 5[9316 W—fﬁﬂ9+ OV +u- ¥)+Cp|c (/ 93+k2/X{0+>0}+f|A1/29+ )

Integrating this inequality from S to 7" and applying (20), we obtain (11). O
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We will construct global-in-time solutions to (2) (equivalently (9) with € = 0) for any initial value
0o € L? which verify these energy inequalities (10) and (11) with the same universal constant C* at
all scales, but which may not be in L*(H}).

Definition 2. A pair 0, u is called a suitable solution to (2) on a space time domain [0,7] x §2 if
T < 0, Q € R? open and bounded, 8,u € L= (0,T; L*(Q), 6 € L*(0,T; HY?*(Q)), u e L*(0,T; L*(2))
and

(1) 0, u solve (2) in the sense of distributions,

(2) 0, u satisfy (10) and (11) at all scales with the same universal constant C* defined in

Proposition 3.1. More specifically, the following holds:

Let A e R and y € (0,1) be given and let ¥ € C* ([0, c0) xR?) be any smooth non-negative
function satisfying | VW| 1 (10,c0)xr2) < k and suppg ey [¥(¢,*)]1/4r2 < k for some constant
k.

Define Q := {z e R? : px € Q}, 0, (t, ) == (\0(ut, puz) - U(t, )., and a(t, ) := u(pt, px).
Let S e (0,17 'T) and let ¢ € C=(S,T;C*(Q)) be non-negative.

Then 6, and @ and ¢ and ¥ satisfy (10) and (11) with Q replacing Q and p~'T replacing
T, with the same universal constant C*.

The rest of this section is dedicated to the proof of the following proposition:

Proposition 3.2 (Existence of global suitable solutions). There exists a universal constant C' >0
such that the following holds:

Given an open, bounded domain Q ¢ R? with C*# boundary, B € (0,1), and initial data 0y €
L%(Q), there exists a global-in-time weak solution @ to (1) such that, for any 0 < T < oo, 6 and
w:= VA0 are a suitable solution to (2) on [0,T] x Q.

Moreover, 6 € L®([0,00); L*(2)) n L2([0, 00); H/2(Q)), and 6(t,-) — 0o(-) weakly in L*(Q) as
t -0, and for any S >0

C
101 Lo ([5,00)x02) < 3 100l L2 (q) -

To construct global suitable solutions, we will use the vanishing viscosity method. First, we must
prove existence of global weak solutions to (8).

Lemma 3.3 (Existence for viscous equation). There exists a universal constant C such that the
following holds:
Given an open, bounded domain Q € R?, initial data 0y € L>(Q) and a constant € > 0, there exists
a global-in-time weak solution 0 to (8).
In particular, 6§ € C°([0,00); L%(Q)) n L*([0,00); HI(R)) and 0; € L*([0,00); H"Y(Q)), and
0(t,-) - 0o(-) weakly in L*(Y) ast -0, and for any S >0
0] g5.eyes < 5 190l 2300

The proof is by Galerkin’s method.

Proof. Recall that 7); are the eigenfunctions of ~Ap. Let N be an integer parameter, and Wy :=
span(no,...,nn), which consists only of smooth functions which vanish on 9. We seek first a
solution Oy € Wy to the weak equation

(21) /gp@t0N+f<pVLA‘19N- &7N+/@A9N+€[VONVQO=O, VtERzo,QOEWN.
If we write

N
On(t,z) = ;) i N (t)ni(x)
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and choose ¢ =n; as a test function, then Oy solves (21) if and only if, for all i < N,

N N
a;N(t) + Z Z Ozj’N(t)Oék,N(t)Bijk + )\3/2041‘71\[(15) + 6)\7;041'7]\[(25) =0
=0 k=0

with
-1/2
Bijik = A; / [ﬁivlm" Wi
a constant tensor.
By Peano’s existence theorem for ODEs,; solutions to this system exist on some interval [0, 7]

where T depends on Q and N and the L? norm of the initial data.
Since Oy € W we can take 0y as a test function and obtain, for any solution 6y to (21),

2
%[9]2\,+/|A1/29N| ve [ 1von =0,

Therefore in particular |0y | 2(q) is non-increasing in time and we conclude that On exists for all
time. Moreover, fy is uniformly bounded in L®(L?*(Q)) and L*(H(Q)).

To take a limit in N, we need uniform regularity in time. From (21) we can bound

[ [ 00w < 10nl ooy 1ol zaqangy + 10l zaqeay I cagangy + 10 caqangy I o)
Note that 0y is uniformly bounded in L*(L*) by interpolation and L?(L?) by Poincaré’s inequality.

Therefore [[ ¢d0n < C [0l L2y for all ¢ e L*(Wy) for a constant C independent of N. Since
Oy € Wi, this is sufficient to show that |0.0n| 2 (H-1y 18 uniformly bounded.

By Aubin-Lions, we conclude that §y is a compact sequence in L?([0,00) x ) and so it has an
L? limit 0. This limit 6 is in L (L*()) and L?(H}(Q)) and 8,0 € L*(H 1 (Q)).
We must prove that 6 is a weak solution to (8). Let ¢ € C° (W) for some M. For N > M,

_f/QNatgp_ffanLAfleN' W+ff0NAgo_sf OnAp = 0.

This expression is continuous for Oy € L2(L?), so by taking N — co we obtain

—feat¢—f9le—19. w+/9A<p+st9- g=0

for any ¢ € C° (W) for any M € N. By density, 6 solves (8) in the sense of distributions.
Since ;0 is uniformly bounded in L?(H™!), we know Ox(t,-) = 6y weakly in L? uniformly in
N and so the same holds for 6.

Lastly, for any constant a > 0, the function (0 —a), satisfies

C [ s0-as [WP@-a).[ =7 [u @-a2- [ad@-a).+e [196-a)l.
:_fa(e—a)+B1£O.

This inequality is scaling-invariant, so the same holds for A\(ut, u(g) for any A, u > 0.
By the standard De Giorgi argument (see Lemma A.1 in the Appendix for details), there exists

a universal constant § such that fOQ/(/\H(,ut,,ua:)?r dxdt < § implies # < A™! on [ul,pu2]. In fact,

by comparison with a constant solution, # < A™* on [u, ). Taking A = /W, we find
0 LQ(Q)

6(t,") < Ct™1 6y | £2(q) for a universal constant C.
guarantees that ¢ € L ([t, 00] x €2) for all ¢ >0, with norm depending on ¢ and |62y and Q
but independent of €.
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In the case S > 2, we can apply (10) to establish the family of energy inequalities assumed in

Lemma A.1 and then apply Lemma A.1 to the function \/5‘”/93 H O(t +2,x) to show that
Oll2

9 1/2
Bl azree < (3) 160l
For small S, we can apply the above argument to the function 6 ((S/2)¢,(S/2)x). O

Now that we have global existence of solutions to (8) for & > 0, we can prove Proposition 3.2 by
taking a limit as € - 0.

Proof of Proposition 3.2. For any parameter ¢ > 0, define . € L?(H}) the weak solution to (8)
constructed in Lemma 3.3. The 6, are uniformly bounded in L*(L?) and L?(#'/?) by the standard
energy argument, so by interpolation they are also uniformly bounded in L4(L8/ 3). Recall that 6,
are uniformly bounded in L*(L*) after any positive time.

For any smooth ¢, we have

fo [ 080 < 100z 102 uwny *+ 106 aaasmy 1l Laaarey + € 16| sy 10l 2 raany -

Therefore 9,0, is uniformly bounded in LQ(H_?’/ 2). By Aubin-Lions, the sequence 6, has a strong
limit in L?(L?). Call this limit 6.

Since 9;6; is uniformly bounded and 6(t,-) - 6y weakly in L?, the same holds for 6.

Define u. := V*A~10., and by continuity of the Riesz transform we have u. — u in L?([0, 00) x Q)
where u = V*A716.

It remains only to prove that 6 and u are a suitable pair. Recall that 6. and wu. satisfy (10) and
(11) by Proposition 3.1, so we need only show that these inequalities hold also in the limit. The
details of this calculation are given below.

Let 0 < T < oo be a constant, and let A\, u, ¥, S and ¢ be as in the definition of suitable solutions.
Define

Q:={zxeR?: pzxeQ},
T:=p'T,
0-(t, ) = M. (ut, px),
e (t, ) = ue(pt, p),
O- ., (t, ) = (és(t,x) - \I/(t,:n))+ .

Note that 6. and 7. are weak solutions to (9). They therefore satisfy (10). The terms [ 9~E7+(6t\11+
Gs- ¥)and [ X{4..,s0y are continuous under L? limits, and the quantities %f é§+ and [ ‘A1/2§€,+‘2
are lower-semicontinuous under L? limits, so we conclude that 6 and u satisfy (10).

Similarly, 0. and u. satisfy (11).

On [S,T] we have a uniform L®(L*) bound for f.. Therefore 0. , converges in L3(L?), and so
fSTf 02 .ii.- § is conserved in the limit £ — 0.

The remaining terms in (11) are L?*(L?) continuous, so 6 and u satisfy (11).
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4. LITTLEWOOD-PALEY THEORY

In this section we will prove that, because @ is uniformly bounded in L*, the velocity v = V*A™16
is calibrated (see Definition 1). The proof will utilize a Littlewood-Paley theory adapted to a
bounded set 2.

Because the Littlewood-Paley theory depends in an essential way on the domain €2, any results
proven in this way will also be domain-dependent. Therefore, in the proof of Hélder continuity in
Section 7, we will apply the following Proposition only to the unscaled function # on the unscaled
domain 2. As we zoom in, the velocity will remain calibrated, so there will be no further need for
this result.

Proposition 4.1. Let Q ¢ R? be a bounded set with C*P boundary for some B € (0,1). Let
0 € L=(). Then there exists an integer jo = jo(2) and a sequence of divergence-free functions
(uj)jsjo calibrated for some constant k= k(82,0 ) with center 0 (see Definition 1) such that

La-1
\Y A 0= Z Uj
Jzjo
with the infinite sum converging in the sense of L2.

Before we can prove this, we define the Littlewood-Paley projections and prove some of their
properties:

Let ¢ be a Schwartz function on R which is suited to Littlewood-Paley decomposition. Specifi-
cally, ¢ is non-negative, supported on [1/2,2], and has the property that

Np(27€)=1  VEO.
JEZ
For any f =Y finr in L?(2), we define the Littlewood-Paley projections
Pif = 3 6(20,) .
k

Note that P; depends strongly on the domain §2.

Recall that —Ap has some smallest eigenvalue )¢ (depending on §2) so if we define jg = logy(Ag) -1
then P; =0 for all j < jo.

The Bernstein Inequalities adapted for a bounded domain are proved in [IMT17]. We restate
their result here:

Lemma 4.2 (Bernstein Inequalities). Let 1 < p < oo and Q ¢ R? a bounded open set with C%8

boundary for some B € (0,1), and let (P;)jez be the Littlewood-Paley decomposition defined above.
There exists a constant C' depending on p and S such that the following hold for any f € LP(Q):
For any a eR and j € Z,

AP fll 1o qy < C2% £l ey -
For any a e R and j > jo

IVA“P; £l 1oy < C2Y | £l 1oy -

Proof. The first claim is Lemma 3.5 in [IMT17]. It is also an immediate corollary of [IMT18]
Theorem 1.1.
The second claim is similar to Lemma 3.6 in [IMT17]. A hypothesis of Lemma 3.6 is that

[ve 22|, .. < C octc

—[> — \/z

(a property of ). The result of Lemma 3.6 only covers the case j > 0.
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In [FMPO04] it is proved that that if Q is C?# then
C
—tA
|ve DHL%LOOS% 0<t<T
which, by taking some T depending on jp, is enough to prove the desired result for j > jo by a
trivial modification of the proof in [IMT17]. O

The following lemma is a simple but crucial result which can be thought of as describing the
commutator of the gradient operator and the projection operators. In the case of R?, the Littlewood-
Paley projections commute with the gradient so P;VP; = 0 unless | —j| < 1. On a bounded domain,
this is not the case; the gradient does not maintain localization in frequency-space. However, the
following lemma formalizes the observation that P;VFP; ~ 0 when ¢ << j.

Lemma 4.3. Let 1 < p < oo. There exists a constant C' depending on p and £ such that or any
function f e LP(9Q),
| BivP;f], < Cmin(27,2%) | f], -

Proof. Let q be the Holder conjugate of p and g be an LY function. Then since P; is self-adjoint

[ apvrii= [(Pg)vr;f <2 gl 11,

by Lemma 4.2.
Further integrating by parts,

[ oprit == [(vPg)Pif < C2 gl 151,

This also follows from Lemma 4.2.
The result follows. O

We are now ready to prove Proposition 4.1.

Proof of 4.1. For each integer j > jo, we define u; to be the F-rotation of the Riesz transform of
the j*™ Littlewood-Paley projection of 6:

uj = VEATIP;0.

Qualitatively, we know that 6 € L? and hence uj € L?. In fact, u = > u; in the L? sense.
We must bound uj, A™/4u;, and Vu; all in L=(Q).

By straightforward application of Lemma 4.2,
(22) lujlle < Cl0] o -

Since u; € L?, we know that
-1/4 -1/4
A /uJ=EPZA /Uj.
i€Z
Define Py := Py_1 + Py + Pyy1. Then P, P, = Py, and since the projections P, are spectral operators,
they commute with A® and each other. We therefore rewrite

(P tus)" = (A1) (Povm) (A P)e.

On the right hand side we have three bounded linear operators applied sequentially to 6 € L*.
The first operator has norm C277(2! +2° + 271) by Lemma 4.2. The second operator has norm
C'min(27,2') by Lemma 4.3. The third operator has norm C2-%/*(21/4 + 20 + 271/%) by Lemma 4.2.
Therefore ’

PA M| <027 min(27,2)27 [, -
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1/4

Summing these bounds on the projections of A™*/*u;, and noting that

S 279 A min(29,27) = 277 S 288/4 4 S o7/ ¢ 0o/,

ieZ i<j i>7
we obtain

(23) |A7 4| < o279 o).,

Lastly, we must show that Vu; is in L*. Equivalently, we will show that A‘leé is Cb!. The
method of proof is Schauder theory.
For convenience, define
F:=A"P.
Notice that F' is a linear combination of Dirichlet eigenfunctions, so in particular it is smooth and
vanishes at the boundary. Therefore

~AF = A*F = AP;6.

We apply the standard Schauder estimate from Gilbarg and Trudinger [GT01] Theorem 6.6 to
bound some C*® semi-norm of F by the L® norm of F and the C® norm of its Laplacian. By
assumption there exists 3 € (0,1) such that Q is C%#, and for this § we have by the Schauder
estimate

(24) [D*F], <CAT B8], + CIAR6], + C[AP;H],.
By Lemma 4.2,
A6 < 027 ...
|AP6],, < C2 6],
[VAP,0]., < C2% |9]., .
By Lemma A.2 (see Appendix A) we can interpolate these last two bounds to obtain
[AP;0] < CHE) o).
Plugging these estimates into (24) yields
[D*F], <C (27 + 2+ 270D o], .

Recall that without loss of generality we can assume j > jg. Therefore up to a constant depending
on jo, the term 270*8) hounds 27 and 277 so we can write

[D*F], < c27+8) 9] . .

Using this estimate and the fact that |[VF|_ = HVA_leQHOO <C|0|,, (see (22)), we can inter-

polate to obtain an L bound on D?F. Lemma A.3 states that since F € C>? and § is sufficiently
regular, there exist a constant ¢ = ¢({2) such that for any § € [0, £] we have

|D*F| <C (67" |IVF|., +6°[DF],)
<C (071 + 67270 D) o] .
Set ¢ = 277(2%¢) < ¢. Then
|D*F| <O (2 +279920D) o], = ()2 0], -

Since D*F = Vuj, this estimate together with (22) and (23) complete the proof. O
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5. DE GIORGI ESTIMATES

Our goal in this section is to prove De Giorgi’s first and second lemmas for suitable solutions to
(2) with w uniformly calibrated. The De Giorgi lemmas will eventually be applied iteratively to
various rescalings of the solution 6, so the following results must be independent of the size of the
domain ). Any properties we do assume for the domain, such as the regularity of the boundary,
must be scaling invariant.

Rather than working directly with the calibrated sequence, we will decompose v into just two
terms, a low-pass term and a high-pass term. The construction is described in the following lemma.
Note that we make no assumption on the center of calibration, which means this result is indendent
of scale.

Lemma 5.1. Let
u = Zuj
Jo

with the sum converging in the L? sense. Assume that (uj)jez s a calibrated sequence with constant
k and some center, and that div(u;) =0 for all j.
Then

U=Up+Up
with
[ Vel o (-1,01x0) < 25

HA_1/4uhHL°°([—T,0]><Q) <6

and div(uy) = div(uy) = 0.
We call uy the low-pass term, and uy, the high-pass term.

Proof. Let N be the center to which (u;);ez is calibrated.

We define
Up = Z Uj
j=N+1
and bound
S D ) P
U < Us <R—————.
Ml o S Moo =1 Z0-1/4
We define
N
Uy = Z Uj
J=Jo
and bound
1
[Vueloo € 2 VU5l < 755
j<N

n

In order to prove the De Giorgi lemmas, we must derive an energy inequality for the function
(6 - V), where ¥(t,x) grows sublinearly in |z|. Considering the suitability condition (10), we see
that control can only be gained if the quantity 0;¥ + w- W is bounded. This requires a barrier
function which is moving in space along a Lagrangian path I'y of w,.
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To that end, we shall consider, for any domain Q and time 7', functions 6 : [-T,0] x Q - R, L?
functions uy and uy, : [-T,0] x Q - R?, and a Lipschitz path T’y : [-T,0] - Q which satisfy

6, (ug + up) suitable solution to (2) on [-T,0] x Q,
(25) div(ug) = div(up) =0 on [-T,0] x Q,
Fo(t) = ug(1,Te(1)) on [-T,0].

Because I'y depends on uy which depends on N, the path I'y will change significantly between
scales. In particular, though I'; € Lip([-T,0]; R?), we cannot assume any uniform bound on it Lip-
schitz constant. We can bound, however, the difference between I'y at consecutive scales. Therefore
we must consider in the following lemmas an arbitrary Lipschitz path I', which was produced at a
previous scale, and denote v := Iy — I' which will be uniformly bounded.

Now we prove an energy inequality for solutions to (25). Though this lemma is independent of
the size of the domain, it depends on the geometry of the domain in a way encoded by the constant
Cagmn- We will later show that this constraint on €2 is scaling invariant.

Lemma 5.2 (Energy inequality). Let &, Cgmn, Cpmn, T, and R be positive constants, and let
1 :R? - R be a function such that |V, | D ‘007 and supy [¥(t,-)]1,4 are all finite. Then there
exists a constant C' >0 such that the following holds:

Let Q ¢ R? be a bounded open set with C*# boundary for some 8 € (0,1), and let T : [-T,0] - R?
be Lipschitz. Assume that Proposition 2.1 hold on Q with kernels that satisfy

K1/4(l‘,y) < Cdmn|x - y|3/4K1(:E,y).
Let 6, uy, up, Ty solve (25) on [-T,0] x Q with 6 and up + up, a suitable pair, and satisfy

~1/4
HA / “hHLw([-T,o]xQ)
||7HL°°([_T70]) < Cpth and 'y(()) =0.

<6r, and | Vug| o ((_10)x) < 26. Denote y:=T'¢—T" and assume

Consider the functions

0r:=(0-y( F)),, 0-:=( F)-0),.
If 0, is supported on x € Qn Br(I'(t)) then 6, and 0_ satisfy the inequality

%/ 02 + / ‘A1/29+‘2 ~ f A2, 029 < (/ X{0,30) + / 0, + f 93).
Proof. Define
U(t, ) :=1p(z-T(1))
so that
O+ (ug+up) - U= (u—T+up)- §(z-T(1)).
Applying (10) to § and ¥ we arrive at

(26)
d 2
£f93+[|A1/20+| —[A1/29+A1/297SC(\/\X{9+20}+

Consider first the high-pass term [ 6,u;- . This term is equal to [ A1/4(0+ V\I/)A_1/4uh, as can
be calculated by first decomposing 0, VWV and uj, as sums of eigenfunctions. The operations on these
infinite sums are justified because 0, VY, A1/4(0+V\I/), up, and A"Y4yy, are all in L2. Therefore we
can apply Lemma 2.2 parts (e) and (c) to obtain

[ A a0, vw) < C[a | (196l + [D%0].,) 1supp (012 (164 12 + 16+ o)

[ outue= 0+ un) - w-r)|):
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We apply Young’s inequality to find that for any constant & > 0 there exists C' = C'(¢, &, Cgmn, €)
such that

(27) fuh9+v¢(x—r(t))dxgc(|supp(9+)|+f93)+5f\A1/29+

2

Consider now the low-pass term. By (25)
(28) ug(t, ) = D(t) = ug(t, ) —ue(t,T +7) +4.
Since uy is has derivative bounded by 2k,
lue(t, ) = ue(t, T+ )| < Jue(t, @) = we(t, T)| + ue(t,T) —ue(t, I + )|
< 2k|x = T| + 25|

By assumption |¥| < Cpy, and v(0) =0, and so for ¢ € [-T,0] we have |y(t)| < TCp,.
Plugging these bounds into (28) we obtain

|ue(t,z) - F(t)‘ < 26|z =T + 26T Cpyp, + Cpi,.-

Now we can bound the low pass term

[ (=190, 90(2 - T) < 6T + DCyn |V¥l., [ 02+ V6026 [ |- T, da.
By assumption, |x - I'|6, < RO, so from this, (27), and (26) the result follows. O

This energy inequality is sufficient to prove the De Giorgi Lemmas.

The first lemma is a local version of the L? to L* regularization, stating that solutions with
small L? norm in a region will have small L* norm in a smaller region.

Proposition 5.3 (First De Giorgi Lemma). Let £, Cgmpn, and Cpy,, be positive constants. Then
there exists a constant dg > 0 such that the following holds:

Let Q € R? be a bounded open set with C*# boundary for some B € (0,1), and let T : [-2,0] - R?
be Lipschitz. Assume that Proposition 2.1 holds on ) with kernels that satisfy

K1/4(.T,', y) < Cdmn‘x - y‘3/4K1($7 y)

Let 0, ug, up, and Ty solve (25) on [-2,0] x Q with 6 and ug + up, a suitable pair, and sat-
isfy HA’l/‘luhHLw([_Z’O]XQ) < 6k, and |Vue|pe((_o0jx0) € 26 Denote v = Ty - T' and assume

||"YHLO°([_270]) < Cpy, and v(0) = 0.

If
0(t,0) <2+ (Jo - T(1)]/* - 21) Vi e[-2,0],2 € QN Bo(T'(1))
+
and
f " f 0)2 dudt < §
-2 QﬂBQ(F(t))( + 076 =00
then

0(t,2) <1 Vte[-1,0,z e QnB(D(1)).

Proof. Let 1 be such that ¢ = 0 for |z| <1 and ¢(x) =2+ (\x\l/‘l - 21/4)+ for |z| > 2, and let Vi) and
D%y be bounded.

For any constant a > 0, we can apply Lemma 5.2 to the function

.= (6(t.2) - ¥(a - T(1)) - a).

d 2 1/2, |2 2
Ef9a+f|A/0a‘ SC(fX{9a20}+/0a+f9a).

and obtain
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Thus 6§ —¢(x —T") satisfies the assumptions of Lemma A.1. There exists a constant, which we
call dp, so that if

fzo [ (6t.2) - v -T(0))). dudt < 6
then
O(t,z) <1+¢(x-T(t)) Vte[-1,0],z € Q.

By construction of 1, our result follows immediately.
O

Next, we will prove De Giorgi’s second lemma, a quantitative analog of the isoperimetric in-
equality.

Proposition 5.4 (Second De Giorgi Lemma). Let &, Cgmp, Cpin, and 5 € (0,1) be positive con-
stants. Then there exists a constant p> 0 such that the following holds:

Let Q € R? be a bounded open set with C*P boundary for some 8 € (0,1) , and let T : [-5,0] - R?
be Lipschitz. Assume that Proposition 2.1 holds on € with kernels that satisfy

K1/4(l‘,y) < Cdmn|x - y|3/4K1(x,y).

Let 6, up, up, and Ty solve (25) on [-5,0] x Q with 0 and ug + up, a suitable pair, and sat-
isfy HA_1/4uhHL°°([—5,O]><Q) < 6k, and |Vue|pe(_50ix0) € 2k Denote v = Ty - I' and assume

||;YHL°°([_570]) < Cpth and v(0) = 0.
Suppose that for t € [-5,0] and any x € Q,
0(t,0) <2+ (lo-T(B)/* - 2') .
N

Then the three conditions

(29) {621} n[-2,0] x By(I')| 2 do/4,
{0<8<1}n[-4,0] x B4(T)| < ,
(30) 1{6< 0} 1 [-4,0] x By(T)| > 2|y

cannot simultaneously be met.
Here dg is the constant from Proposition 5.3, which of course depends on &, Cpy,, and Cgpy,.

Proof. Suppose that the proposition is false. Then there must exist, for each n € N, a bounded
open set €, with C?#» boundary for 3, € (0,1), a Lipschitz path T, : [-5,0] - R2, a function
O : [-5,0] x Q,, > R, functions u},u} : [-5,0] x Q, > R?, and paths I'} = T, + 7, : [-5,0] - R?
which solve (25) and satisfy all of the the assumptions of our proposition (with the same constants
Ky Cpth, and Cgpy, ), except that

(31) {0 <0, <1} N [=4,0] x B4(T,)| < 1/n.

Let 1 : R? - R be a smooth function which vanishes on By such that ¢ (z) = 2 + (|3:|1/4 - 21/4)+
for |z| > 3.
Fix n and define
0, = (en - ¢(5L’ - Fn))+ .
Then 6, is supported on Qn B3(I',,) and is less than 2 + 31/4 —91/4 < 3 everywhere.
Our goal is to bound the derivatives of 62 so that we can apply a compactness argument to the

sequence 60,,. (For the curious reader, it is the calculations in Step 2 below in which it becomes
necessary to consider 62 instead of ,.)
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The remainder of the proof is divided in three steps. First we show that the sequence of 6, is
compact in space, then we show that it is compact in time, and finally we show that the limiting
function implies a contradiction.

Step 1: Compactness in space
Apply the energy inequality Lemma 5.2 to 6 and ¢ (z-T',,), and find that for some C' independent
of n

d
39 —1[92_0
(32) g <

Moreover, by integrating Lemma 5.2 in time from -5 to s € [-4,0] and taking a supremum over s,
we find

0 2 0
(33) smn/ﬁ+fL[MW&‘+/L/AmmNﬂa§G
[7470] - -

This proves in particular that 6, € L?(-4,0; H'/2(Q)) is uniformly bounded.
Furthermore, is uniformly bounded because

HEHL2(74,0;7-£1/2(Q,1))

= [[1-@? 0. PK + [0iB
<2 [[ 0.0 (@) - 0. ) PK +2 [[ 0,010, (2) - 0. )PK + 16,12 [ 03B

2 2
< C0: oo 10+5072 -

a2t

By Proposition 2.3, for E the extension-by-zero operator from L?(Q,) to L?(R?),

(34) |E0% <C

HLQ(—4,0;H1/2(R2))

where C' does not depend on n.

Step 2: Compactness in time

Let ¢ € C3°([-4,0];C*(2)) a test function. Since each 6, and uj +u} is a suitable pair on
[-5,0] x ©,, by assumption, we can apply the inequality (11) to find that, for some constant C
independent of n and of ¢, on [-4,0] x Q,,

_[/908t93+_[/90fn' Hzfsffef(u?—FﬁuZ)- W—fosO&(U?—qu;f)- W
+Clelean (1+ [ | [ 0 (it - T u) - ]).

For the low pass terms, as in the proof of Lemma 5.2, we have |u?(t, x)— fn(t)‘ < (1+8kK)Chpu +6K
for t € [-4,0] and x € supp(6,) € B3(T',(¢)). Thus for ¢t € [-4,0] we have for C' independent of n
and ¢

(35)

| (4 =10)-(0299) < C 196l 1oy
(36) [ (=) 04670) < Ol o0y
[ (@i -1a)- 09w <.

For the high pass terms, we have u} uniformly bounded in W% From step 1, we know 93
is uniformly bounded in L?(-4,0;H'/?) so, by Lemma 2.2 parts e and ¢, there is a constant C
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independent of n and ¢ such that
ff up - (02vp) < C (HVSOHCO(—zL,O;L‘”(Q)) + \\@\\00(-4,0;02(9))),
(37) ff up, - (0+0VY) <C (\\%0\\00(_4,0;L°°(Q)) + HSO\|00(—470;01(Q))),

IRIERRD

Plugging these six bounds into (35), for a constant C' independent of n and ¢, for any ¢ non-
negative we have

0 )
(38) [4 fQ (0,02 +T,- 8)pdrdt<C lellco(-a0.02¢0,)) -
Note that

<C.

[i[ﬂ (8t93+fn- &2) d:vdtz9+(0,I‘n(0))2—9+(—4,Fn(_4))2

is uniformly bounded above and below. Therefore, by decomposing ¢ = (¢ + [¢]c0) — ¢l ¢, into a
non-negative smooth function plus a constant, we can see that (38) holds for general ¢.

Step 3: Taking the limit
We wish to analyze the limiting behavior of 62 in the vicinity of T,,. First we shift these functions
to remove the dependence on I',,, and define new functions on [-4,0] x R? by

(t.2) = 0. (t,x+Tp(1)?, z+T,(t) € Qyp,
I, 2+ Th(t) ¢ .

Each v, is supported on |z| < 3, and

(39) vn(t,) = (O (t, 2 + Tu (1)) = 9(2))?
whenever the right hand side is defined.

Note that
Opvn (t,x) = 8t93(t,a: +T,) +1, - ﬁ(t,x +T).
For C independent of n, we know from (34) that

lonl L2022y < C
and from (38) that
|0¢vn | p(-a,0,c-2(02)) £ €

where M is the space of Radon measures with total-variation norm and C~2(Q) is the dual of
C?(Q).

Therefore, by the Aubin-Lions Lemma, the set {v,}, is compactly embedded in
L?([-4,0] x R%). Up to a subsequence, there is a function v € L?([~4,0] x R?) such that

L2
Up — V.

By elementary properties of L? convergence, we know that v € L*, supp(v) ¢ [-4,0] x B3(0),

and v € L2(H'/?).
By (32)

d d
40 —f L d :—f 62 de < C
(40) dt Jre T Jo, P

so the same must be true of v, for % interpreted in the sense of distributions.
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By (29), (31), and (30) applied to v, (recalling the relation (39)), we conclude that

{v 21} n[-2,0] x B2(0)[ > do/4,
(41) {0 <v < [1-%]?} n[-4,0] x B4(0)| <0,
{v<0}n[-4,0] x B4(0)| > 2|By|

For any (t,z) € [-4,0] x B4(0), either v(t,2) > [1 - ¢(z)]? or else v(t,z) = 0. In fact, since
|v(t, )| g1z < oo for almost every ¢t and H'/? does not contain functions with jump discontinuities,
the function v is either identically 0 or else > [1 -1 (z)]? at each .

Thus [ v(t,)dx is either 0 or else > [[1 -1 (z)]*dr > 0 at each t. By (40) and (41), v must be
identically zero for all ¢ > —2 but also must be non-zero for some ¢ > -2, which is a contradiction.

Our assumption that the sequence 6, exists must have been false, and the proposition must be
true.

O

6. A DECREASE IN OSCILLATION

We combine the two De Giorgi lemmas (Propositions 5.3 and 5.4) to produce an oscillation
lemma. This result is similar to the weak Harnack inequality for harmonic functions. As in
the previous section, all of the following results must be independent of the size of 2, and any
assumptions made on 2 must be scaling invariant.

Lemma 6.1 (Oscillation Lemma). Let &, Cgpp, and Cpy,, be positive constants. Then there exists
a constant kg > 0 such that the following holds:

Let Q € R? be a bounded open set with C*P boundary for some 8 € (0,1), and let Ty : [-5,0] - R?
be Lipschitz. Assume that Proposition 2.1 hold on Q with kernels that satisfy

Kyy4(2,y) < Camnlr — y|3/4K1.

Let 0, ug, up, and Ty solve (25) on [-5,0] x Q, and satisfy HA‘1/4uhHLm([_5 o) <
Vel oo ([-5,01x0) < 2. Denote v:=L¢=T" and assume || (-5 07) < Cptn and v(0) =0.

6k, and

Suppose that for all t € [-5,0] and any z €

(42) O(t,z) <2+2 ko (|x—I‘(t)|1/4—21/4) ,
.
and that
{0 <0} 0 [~4,0] x By(T)| > 2|Bil.
Then for all t € [-1,0], 2 € Qn B1(T") we have
O(t,x) <2-27%,

Proof. Let p and &y as in Proposition 5.4, and take kg large enough that (ko — 1)u > 4|By].

Consider the sequence of functions,

0, (t, ) := 2+ 28(0(t,z) - 2).

That is, g = 0 and as k increases, we scale vertically by a factor of 2 while keeping height 2 as a
fixed point. Note that since 0 satisfies (42), each 6, for k < kg and (¢, z) € [-5,0] x 2 satisfies
Ox(t, ) <2+ (le - T()[* = 2/)
+
This is precisely the assumption in Proposition 5.4.
Note also that

(43) {6 <0} n[-4,0] x By(T')|
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is an increasing function of k, and hence is greater than 2|By| for all k.
Assume, for means of contradiction, that

(44) |{1§9k}ﬂ[—2,0] XBQ(P)|250/4

for k = kg — 1. Since this quantity is decreasing in k, it must then exceed dy/4 for all k < kg as well.
Applying Proposition 5.4 to each 6, we conclude that

|{O <0< 1} N [—4,0] X B4(F)| > .

In particular, this means that the quantity (43) increases by atleast p every time k increases by
1. By choice of kg and the fact that quantity (43) is trivially bounded by 4|B4|, we obtain a
contradiciton. Therefore, the assumption (44) must fail for k = ko — 1.

Therefore 6y, must satisfy the assumptions of Proposition 5.3. In particular, we conclude that
O, (t,x) <1 Vte[-1,0],2 € Qn By (T).
For the original function #, this means that
0(t,z) <2-27%  Vte[-1,0],2 e Qn B (T).
O

By assuming that 6 is small near x = I'(¢), we have shown that the oscillation of # is decreased
in a smaller neighborhood of T'(¢). However, our goal is to control the oscillation near x = T'p(¢)).
Therefore we will prove the following proposition:

Proposition 6.2 (Oscillation Lemma with shift). Let x, Cimn, and Cpy,, be positive constants,
and let ko be as in Lemma 6.1. Then there exists a constant A >0 such that the following holds:

Let Q € R? be a bounded open set with C*P boundary for some 5 € (0,1), and let Ty : [-5,0] - R?
be Lipschitz. Assume that Proposition 2.1 hold on Q with kernels that satisfy

Kyy4(z,y) < Camnlr - YK

Let 0, ug, up, and Ty solve (25) on [-5,0] x Q, and satisfy "A‘l/‘luhHLm([_&O]XQ) < 6k, and
Vel oo ([-5,01x0) < 2. Denote v:=L¢—T' and assume || (-5 07) < Cptn and v(0) = 0.

Suppose that for all t € [-5,0] and any xz €
(45) 0(t,2)] <2 +27F (|x—F(t)|1/4—21/4)+
and that

[{0 <0} n[-4,0] x B4(T')| > 2|B4l.

Then for any € € (0,1/5] such that

(46) 5C,m <e -3

we have

% [0(ct, e2) + A]

for all t € [-5,0] and x such that ex € Q).

<2427 (o - e Ty (et)[ 1 - 2'14)
+

The idea of the proof is to consider a small enough time interval that I'(¢) is very close to T'y(t).
This is possible because I'y — « is uniformly Lipschitz by assumption.

If, in this proposition, we only wished to show the existence of some ¢ = e(ko, Cpy,) satisfying the
proposition’s conclusion, then a simpler non-constructive proof would suffice. However, in Section 7
we will apply this proposition with parameters kg and Cy, depending on €. To avoid circularity,
we must prove the result for all € satisfying (46).
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Proof. Let A >0 and a > 1 be the universal constants defined in Lemma A.4. Take A > 0 such that
2 2

~ko
(47) MM, (2N s

y<2+27F0),

<a.

Denote
2

é(t7 .’B) = m

[0(ct, ex) + A]

defined for ¢ € [-5/¢,0] and
reQ. ={reR’:cxecQ}

and denote

o) = (o1t =211)

We proved in Lemma 6.1 that 6(t,z) < 2-27% for t € [-1,0] and z € Qn By(I'). On this
same set, 6(t,x) > -2 by assumption. By the definition of § and by (47), for all ¢ € [-1/¢,0] and
xeQdn Bl/E(s_lf(st)) we have therefore

w R R

7 2-X
0(t,x = -2+ 2] = -2

Similarly, the bound (45) on 6 becomes the equivalent bounds on 6, for all (¢,z) € [-5/¢,0] x Qe

(49) 0t,) < 52 [2+27496(ew - D(et)]) + ]
and
(50) A(t,z) > 2: [-2 - 270 g(Je ~ T(et)]) + A].

Let t € [-5,0] and x € €., and define
y=x—¢c 'T'(et).

From (49) and the assumptions (47), we can bound

0(t,2) < 5= [2+X+27¢(ely])]
<2+ 27X + 2R qg(ely|)
=2+ 27 X+ ag(ely))].

From (50) and the assumptions (47), we can bound

-0(t,r) < 5 [2 -+ 2_k°¢(e|y|)]
<2+27ag(ely|)
<2+27F [N+ ag(ely))].

Therefore

(51) |0(t,2)[ < 2+ 27 [ X+ ag(ely])].

If |y| <e7! then from (48) we have
(t,2)] <2 <2+ 27806 (z =T (et) - = (e1))
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which is our desired result. Therefore assume without loss of generality that |y| > L. In this case
we can apply Lemma A.4 which states that, since e < 1/2 and ely| > 1, it is a property of ¢, «, and

A that
2+27% [N+ ag(ely)] <2+27% [o(lyl - 7' +3)].

For ¢ € [-5,0], we have by assumption (46)
lyl = e +3 <yl - 5Chm < ly - ty(et).
The estimate (51) becomes
‘é(t, x)‘ <2+ 27F0g(|lx -0 (et) — e Iy (et))).
This concludes the proof. ]

7. HOLDER CONTINUITY

In this section we shall prove the main theorem, Theorem 1.1. We begin with a final lemma to
describe the scaling properties of (2).

Lemma 7.1 (Scaling). Let Q € R? be a bounded open set with C*® boundary for some B € (0,1),
and let jo € Z and € >0 be constants.

Suppose that 0 : [-T,0] x Q@ - R and u : [-T,0] x Q - R? solve (2) and u is calibrated by a
sequence (uj);sj, with constant k and center N.

Suppose that on ) the functions Ky/4 and Ky (defined in Proposition 2.1) satisfy the relation

Kijs(2,y) < Camnlr -y K1 (z,y)  VozyeQ

Then -
O(t,x) :=0(et,ex)
and -
a(t,z) = Y. ui(t,z), uj(t,x) = u;(et, ex)
J=jo

also solve (2) on [-T/e,0] x Q. where Q. = {x e R? 1 ex € Q}.
Moreover, (uj);sj, is calibrated with the same constant k but with center N —log,(g), and the
relation

(52) Kyjy(2,y) < Camnlz -y Ki(z,y)  VaozyeQ.
holds.

Proof. Denote by A the square root of the Laplacian with Dirichlet boundary conditions on (..
One can calculate (see e.g. [CS16] Section 2.4) that for (¢,z) € [-T'/e,0] x Q.
Ad(et,ex) = eAO(t,x).
Similarly, in the Caffarelli-Stinga representation from Proposition 2.1 the operator A® will have
kernel -
Ky(x,y) = 52K (ex, ey).
From these facts it is clear that the scaled functions satisfy (2) and (52).

To show that (u;);ez is calibrated, we must translate the three bounds on u; to corresponding
bounds on ;. Each of the calculations are similar, so we show only one:

9., = = 19u],, < 29622 - 9 (Nt
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Before proving Theorem 1.1, we will show an essentially equivalent lemma.

Lemma 7.2 (Continuity of suitable solutions). There exists a universal constant C such that the
following holds:

Let Q € R? be an open, bounded domain with C*P boundary, § € (0,1). Let k>0 be a constant.
Then there exist constants € (0,1) such that the following holds:

Let 0 : [-5,0] x Q - R and u : [-5,0] x Q - R? be a suitable solution to (2). Assume that
10 o= ([_5,01x02) < 2 and that u is the Riesz transform of an L™ function, i.e. |AT v uHLw([
k.

Then for any point P € Q, 0 is Holder continuous at (0, P) and

Sup 2 2\a/2 <
(t2)e[-5,01xq ([t1* + |z = P[?)
Proof. By relabelling our coordinate system, we can assume without loss of generality that P =0
is the origin in R2.
From Proposition 4.1, we know that

<
-5,0]xQ) =

u= VJ'A_I [A_lvl : u] = Z Uj
J=Jo
for a sequence (uj);sj, of divergence-free functions calibrated with some constant x = (2, k) and
center 0. Assume without loss of generality that jy < 0.
Choose a constant 0 < e < 1/5 such that

(53) 5max (—#logy()e' %", (1 - jo)k) <e™' - 3.
For integers k > 0 consider the domains
Op = {zeR?: Pz e Q).

If K f are the kernels defined in Proposition 2.1 corresponding to the operators A® on i, then by
Proposition 2.1 and Lemma 7.1 the relation

Kf)y(2,9) < Camnlz -y K (w,y) Vo zyey

holds for some constant Cy,,, independent of k.
For notational convenience, denote

k
X=X u
E  j>—klog,(e) j<—klogy(e)

and define the following functions on [-5,0] x Q:

k
uf (t,z) = > uj (bt b x),

uf (t,x) = > u;(eMt, k).
k

By Lemmas 7.1 we know the sequence (u;(e",e".)); is calibrated with constant x and center
-klog,(e), and hence by 5.1 we know that, independently of k,
"A71/4uﬁ“ <6k
Le([-5,0]x€2)
and
K.

[908 ] o 5,070 < 2

Fach ulg is a finite sum of L functions, hence L itself, though not uniformly in k.
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Define Ty, vx : [-5,0] — R? by the following recursive formulae and ODEs:

Lo(t) := 0, te[-5,0],
’Yk(o) =0, k>0,
A(t) = uf (8, Te(t) + (1)) = Tr(1), k>0,te[-5,0)
T (t) = e M ypor(et) + e 2ypa(e2t) + - + e Py (M), k>1,te[-5,0].

The quantity 7, here corresponds to the part of the drift coming from frequency packets u; which

are part of the definition of ulg but are not contained in ulg_l (they would instead be included in
k-1

up).
Since each ulg is L™ in space-time and Lipschitz in space, these 7 exist by a version of the

Cauchy-Lipschitz theorem. For example, Theorem 3.7 of Bahouri, Chemin, and Danchin [BCD11]

proves existence and uniqueness in our case. In particular, since ulg is a vector field which is

tangential to the boundary of ) and has unique flows, the path I'y + v, which follows this vector
field must remain inside £, for all time and so our expressions remain well-defined.

By construction, for k>0 we have T'y,1(t) = e 1y (et) + e 1Ty (t). Therefore
D1 (t) = 0 [e  ye(et) + e ' Ti(et) ]

= fi(et) + Tr(et)
= uf(et,vp(et) + T (et))
= uf (et, el (t)).

With this in hand, we can bound the size of 7. Namely, for k> 1,

A (t) = wg (£, T () + () = Tr(?)
= uf (£, Tp(t) + () — ub ™ (et, eT1(t))

k k-
= Zuj(akt, eFT(8) + eFy(t)) - Z:luj(ekt,skrk(t))

k- k
= Zl [uj(akt, eFTy (4) + eF (1)) - Uj(Ekt,éka(t))] + uj(eFt,eb. )
k-1
k

= [ulgfl(st,d‘k(t) + E’}/k(t)) —ub ™t (et, sfk(t))] +y uj(skt,ak ce)e
k-1

The function z uf‘l(st,w) is Lipschitz, with Lipschitz constant less than 2x. Moreover, each u;
has |u;| ., <. Thus from the above calculation we can bound

(54) [k ()] < 26| (t)] - £ logy ().
Applying Gronwall’s inequality, we find that for ¢ € [-5,0]

()] < 28 (oo )

Plugging this estimate back into (54),
A (1)] < =k logy (e)e'" Vk > 1.
Trivially |fo| < (1 - jo)k, so if we define
Chpip, = max (—mlogQ(s)emm, (1- jo)/i)
then for all £>0 and t € [-5,0]
k()] < Cpin-
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Moreover, the assumption (46) then follows from (53).

Define
Oo(t,x) :=0(t,x)
and for each k >0, if |[{0x <0} n[-4,0] x B4(T'x(t))| > 2|B4| then set
Opor () = —— [O4(ct, ) + A].
2-A
Otherwise, set

Ops1(t, ) = T

From Lemma 7.1, we know that ¢; and the calibrated function ¥, uj (k- %) solve (2). By

[0k (et,ex) — A].

construction, 6y, u?, ui, I, and 7% solve (25)
Since |fp| < 2 by assumption, we know in particular that
(55) 0] <2+ 275 (Jo = Dy ()11~ 21/4)
+

holds for k£ = 0.

If (55) holds for k, then at least one of ; or —6; (depending on whether |[{f; < 0} n[-4,0] x
By (Tk(t))] is more or less than 2|By|) will satisfy the assumptions of Proposition 6.2. In either
case, we conclude that 05,1 satisfies (55). By induction, this bound holds for all 6.

Each 6 is between —2 and 2 on [-5,0] x Ba(I'y). But recall that each T'j is Lipschitz with
constant kCpy,. Thus [Tk (t)| < 1 for ¢ € [-(kCp,) ™", 0]. On that time interval,

|05 (t, )| <2 Va e B1(0).
We conclude that

sup O(t,z) - inf 0(t,x)

-k
R
[~e* (kCpin)~1,0]x B_x (0) [~k (kCpen)~1,0]1xB_ (0) 2-A

In particular, for some positive constant C such that
< (kCp)™ VK20,

we can say that
’t|2 i |JI‘2 S€(1+C)k

implies that (t,2) € [-e*(kCpy,) ™%, 0] x B.x(0) which in turn implies that
9 -k
o(t 6(0,0)| <4 :
o) - 000.0)] < 4( 5 )

In other words,

)—chwloge(|t|2—|$2)+1
9 _

2 2
2 Yew[n(,2) Il + | )
-A) =(1+C)In(e)
8 In(2)-In(2-X)
- S ey S

0(t, ) - 6(0,0)| < 4(_

In(2)-1n(2-))
<8(? + fof?)” RO
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Proof of Theorem 1.1. Recall that €2, S, k, and 6y are given.

In Proposition 3.2 we construct global-in-time solutions to (1). By construction, there is a
universal constant C1 so [0(2, )] = (q) < Cyt! 100l 12(c2)-

Consider a point (g, o) with ¢y > S. Consider arbitrary constants A and p and note that

Ot x) = N(to + pt, px),  i(t,x) = u(to + pt, pa)
is a suitable solution to (2) on [—to/u, %) x Q where Q := {z e R?: pz € Q}.
If S+ pu(-5)> g, or equivalently if x4 < S/10, then then we have

k

aHL“([—&O]xQ) s 201§

IS
and

- k
16, (s SA201 5

If A < S/(C1k) then we can apply Lemma 7.2 to é, @ and find that 6 is Holder continuous at (to,x0)
with constant a depending on k£ and S.

O

APPENDIX A. TECHNICAL LEMMAS
In this appendix we state and prove a few technical lemmas.

Lemma A.1 (De Giorgi Iteration Argument). For any constant C > 0, there erists a § > 0 such
that the following holds:

Let Q € R? be a bounded open set with C*? boundary for some B € (0,1). Let f e L*([-2,0] x Q)
be a function with the property that for any positive constant a

6o) L fu-ats [NEPG-of <O [t [U-au [-aR).

Then o
[Qf(f—oﬁdxdtga

flt,x) <1 Vte[-1,0],z €.

implies that

Proof. Consider for k € N the constants tj, := —1 —27% (so that tg = -2 and t., = —1), and functions
fii=(f=1+27),

& ’ 2 dadt

When fi,1 >0, then in particular f, > 27!, Thus for any finite p, there exists a constant C' so
k
(57) X{fir0) < CUf

(so that fo = (f)+ and feo = (f —1)4).
Define

Let k>0 and define n: [-2,0] = R a continuous function
0 t <t
n(t) = {28 (t —t) tp <t <tpa
1 tpe1 < T
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Let s € (tx+1,0). Multiplying the inequality (56) with cutoff ax by n(t) and integrating in time
from -2 to s, then integrating by parts, we obtain

/fk(s,x)de—2k+1//fk(t )2 d:pdt+[f‘A1/2fk dxdt<0(ffx{fk>0}+fk+f,fdxdt)

tk+1

By taking the supremum over all s € (t3,1,0), we obtain

2 0 12 ¢ |? et [° 2 0
(58) sup [ flda+ f [ [A12 £, d:vdtsC(2 [ [ F2 dadt + / f (50} + fkdxdt)
[t+1,0] tk+1 tk tr

From Proposition 2.3 and Sobolev embedding,

0 1/2 0 2
[ o) s [ fesf o
tet1 e+

Therefore by the Riesz-Thorin interpolation theorem,

‘[tk+1/fkdxdt<C(tiulp0 ffkdx+/t‘k+1f|A1/2fk )

This estimate, along with (58) and (57), and the fact that t;_; < t; and fr_1 > fx, tell us that

f /fkdxdt<(]k e,
k:+1

Now we can estimate, using again (57) and the fact fi > fri1,

oy < CF f ffkdxdt<0k e,

This nonlinear recursive inequality ;.1 < Cké’:{ 21, by a standard fact about nonlinear recursions
(see [DG5H7] or [Vasl6]), tells us that there exists a constant ¢ depending only on C' (which in turn
depends only on the constant C' in (56))

& < 6 implies klim EL=0

&= [ [(5<s

Therefore £, — 0 and, by the dominated convergence theorem,

[ff(f—1)+dxdt:o.

The result follows. O

By assumption

Lemma A.2. Let a€ (0,1). There exists a constant C = C(«) such that, for any set Q and any
feC%(Q),
[a <CIAIR VIS

Proof. This simple lemma is a straightforward calculation:

su |f( ) f(y)| —sup|f(x)—f(y)|1_a(|f(x)_f(y)|)a
xyeﬂ |z —y|* |z =y
< @11 (s L1 I0)

<Ol 1V ]%-
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O

Lemma A.3. Let a € (0,1) and Q a set that satisfies the cone condition. There exist constants
C =C(a,Q) and £ = £(Q) such that, for any f € CH*(Q)

1Vl <C (07 1 f oo + 0 [VF1a)
for all § < L.

The idea of the proof is to average Vf along an interval of length § with endpoint x. The
magnitude of the average will be small, since f € L*, and the average will differ not very much
from V f(x) since Vf e Ch2,

Proof. Since Q) satisfies the cone condition, there exist positive constants ¢ and a < 1 such that, at
each point x € Q, there exist two unit vectors e; and es such that le1 - ea] < a and x + Te; € Q for
i=1,2 and 0 < 7 < £. In other words, {2 contains rays at each point that extend for length ¢, end
at x, and are non-parallel with angle at least cos™!(a).

Consider the directional derivative 0;f of f along the direction e;, and observe that for any
0<d<,

é
(59) [ ot sredr| =15 (o dep) - @) <21
On the other hand, 0;f is continous so, for any 7 € (0, /],
10 f (z) = 0if (x +7es)| <[V f], 7

From this, we obtain that

féaf(x+fe~)d7< /6(6-f(x)+ [VF].7) dr = 60, f(z) + [V f]
0 () ) = Jo () a = 00;

and a similar bound holds from below. Thus

1+«

M1+«

l+a

6
sons @)~ [ ouf (s rear| < (11,
Combining this bound with (59), we obtain
60&

0 @) € 2 1o + ~— [V

This bound is independent of x and of ¢ = 1,2. Since e; - e2 < a by assumption, by a little linear
algebra we can bound Vf in terms of the 9;f and obtain that, for all § € (0,/],

(07 1l + 0% [V 1)

<
19/l € 7=

O

Lemma A.4. There exist constants A >0 and o > 1 such that, for any 0 <e<1/2 and any z > 1
“1/, /4 o1/4) _ 1/4 _ ol/4 3
(e (z-1) + 3" -2 ) a (]2 -2 )+2)\.

Proof. For z fixed, this function is increasing as € decreases, so it will suffice to show the lemma
when € = 1/2, that is to show

falz) = (122 + 17 - 2M0) —a(fa!M-2M) 22

+

for all z> 1. Note that fo(2) > f3(2) if a < .
For z > 2,

fa(2) = (2z + 1)MA =24 _ g 14 4 gol/4 = H14 ((2 +1/2)M4 - a) +(a—1)24,
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For any o < 21/%, clearly fa(2) tends to oo as z increases. Therefore there exist N and ag > 1 such
that

fa(2) 21 Vz> N,a< ap.
We can decompose f(2) = g1(2) — (o —1)g2(z) where
= 1/4 _o1/4) _ (1.1/4 _ol/4
g1(2) = (j2z 1= 2M) - (Ja0 -2
go(2) = (|z|1/4 _ 21/4)

Note that g1, g2 are both continuous, and ¢;(z) is strictly positive for z > 1. Therefore we can take
a € (1, 0] small enough that

+

inf
< [1,N] 91

a- .
Sup[i,n] 92
For this a, fa(z) is strictly positive on the compact interval [1,N], and fo(2) 21 on [N, 00).
Therefore f,(z) has a positive lower bound A for all z > 1. O
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