CONTRACTION PROPERTY FOR LARGE PERTURBATIONS OF
SHOCKS OF THE BAROTROPIC NAVIER-STOKES SYSTEM
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ABSTRACT. This paper is dedicated to the construction of a pseudo-norm, for which small
shock profiles of the barotropic Navier-Stokes equations have a contraction property. This
contraction property holds in the class of any large solutions to the barotropic Navier-
Stokes equations. It implies a stability condition which is independent of the strength of
the viscosity. The proof is based on the relative entropy method, and is reminiscent to the
notion of a-contraction first introduced by the authors in the hyperbolic case.
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1. INTRODUCTION

In this article, we consider the one-dimensional barotropic Navier-Stokes equations in the
Lagrangian coordinates:

v — Uy =0
1.1
(1) wt p(o)e = (M) |
€T
where v denotes the specific volume, u is the fluid velocity, and p(v) is the pressure law.
We consider the case of polytropic perfect gas where the pressure verifies

(1.2) p(v) =v77, y>1,

with ~ the adiabatic constant. The quantity p(v) = bv™® is the viscosity coefficient. Notice
that if @ > 0, u(v) degenerates near the vacuum, i.e., near v = +oo. Very often, the
viscosity coefficient is assumed to be constant, i.e., « = 0. However, in the physical context
the viscosity of a gas depends on the temperature (see Chapman and Cowling [6]). In the
barotropic case, the temperature depends directly on the density (p = 1/v). The viscosity
is expected to degenerate near the vacuum as a power of the density, which is translated
into pu(v) = bv™ in terms of v with a > 0. Global strong solutions of the system (1.1)
can be constructed for a large family of initial data without vacuum. These solutions
are also unique (see Constantin-Drivas-Nguyen-Pasqualotto [8], Haspot [14] and [28]). For
simplification, we will restrict in this paper to the case where o = +.

The system (1.1) admits viscous shock waves connecting two end states (v_,u_) and
(v4,u4 ), provided the two end states satisfy the Rankine-Hugoniot condition and the Lax
entropy condition (see Matsumura and Wang [27]):

—o(vy —v-) = (uy —u-) =0,
Jo st
{ —o(uy —u-)+p(vy) —p(v-) =0,
and either v_ > vy and u— > uy or v— < vy and u— > uy holds.

(1.3)

In other words, for given constant states (v_,u_) and (v, uy) satisfying (1.3), there exists
a viscous shock wave (0, @)(z — ot) as a solution of

—ot — i =0,

(1.4) —oil + p(0) = (“@ﬂ’)'

limgﬁioo (17, ﬂ,) (f) (Ui, ’u,:t).
Here, if v_ > v, the solution of (1.4) is a 1-shock wave with velocity o = — —%,
+—U—
whereas if v_ < v, that is a 2-shock wave with o = —%.

The stability of the viscous shock waves for the compressible Navier-Stokes system is a
very important issue in both mathematical and physical viewpoints. In the case of constant
viscosity (o = 0), Matsumura-Nishihara [26] showed the time-asymptotic stability for small
initial perturbations with integral zero. Later on, the assumption on integral zero was
removed by Mascia-Zumbrun [25] and Liu-Zeng [24]. We also refer to Barker-Humpherys-
Laffite-Rudd-Zumbrun [2, 15] and the references therein for the spectral stability of small
perturbations of large shocks. For the system (1.1) with degenerate viscosity (a0 > 0),
Matsumura-Wang [27] showed the asymptotic stability for small initial perturbations with
integral zero under the assumption o > %(’y — 1). This assumption was recently removed
by the second author and Yao [36].
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To the best of our knowledge, up to now, there were no result on stability, independent
of the size of the perturbation, for viscous shocks of compressible Navier-Stokes system.

The main contribution of this article is to show the existence of a contraction property
for viscous shocks, up to a shift, for any possibly large perturbations, in the case of the
Navier-Stokes system (1.1) with a = v (see Theorem 1.1).

This result reaches a new milestone in the study of contractions of shock waves of conser-
vation laws based on the relative entropy. In the inviscid case, the L? contraction of shocks
was first obtained by Leger [22] for scalar conservation laws (see also Adimurthi, Goshal,
and Veerappa Gowda [1] for contraction in the LP norm). In [29], it was shown that this
property is not true, for most systems, when considering homogenous norms. However it is
true, at least for extremal shocks, if we consider an adapted non-homogenous pseudo-norm
[23, 34]. This was theorized with the notion of a-contraction in [19]. There, the case of
intermediate shocks was also considered. This situation is more delicate. The contraction
works for some systems, as the Euler system with energy [31, 30], and can fail for others
[16]. In the viscous case, based on the L? norm a first result was obtained for viscous shocks
in the case of the viscous Burgers equation [20] (see also [17]). Our paper can be seen as
a generalization of this result in the system case. Of course, the system case is far more
involved. Especially, since these results are independent of the size of the perturbations,
by rescaling the equation, they are valid uniformly in the vanishing viscosity limit. Be-
cause of the negative result of [29] for the Euler system, the result cannot be true for the
Navier-Stokes equations when considering a homogenous pseudo-norm. This difficulty is
compounded with the degenerate parabolic structure of Navier-Stokes, where the equation
on v is purely hyperbolic.

We also mention a first attempt to extend the theory to the multi-variables setting in the
scalar case [21], and the application of the method for the study of asymptotic limits [7, 35].

In an analytical viewpoint, handling the contraction property of the viscous shocks is
pretty different from the inviscid situation. The main difficulty is due to the balance between
the hyperbolic and parabolic terms.

1.1. Main result. We first introduce a relative functional E(:|-) defined as follows:

for any functions v, ul, Vo, U2,

B2 Bl (w2 u) = L (s + (o) = w2 = plo)s)? + Qoaee).

where Q(v1|ve) = Q(v1)—Q(v ) ( 2)(v1 —v2) is a relative functional associated with the
strictly convex function Q(v) :=

. The functional F is associated to the BD entropy

(see Bresch-Desjardins [3, 4, 5]). Slnce Q(v1|ve) is positive definite, (1.5) is also positive
definite, that is, for any functions (vi,u1) and (vg, ug) we have E((v1, u1)|(va, u2)) > 0, and

E((vi,u1)|(va,u2)) =0 ae. < (vi,u1) = (v, u2) a.e

Our main result shows a contraction property measured by the relative functional (1.5).
Our result is stated for the system (1.1) with the viscosity u(v) = yv™7, i.e., the exponent
« is identical to the adiabatic constant . A new approach developed in this paper can be
applied to the case of more general viscosity (see [18]).

Theorem 1.1. Consider the system (1.1)-(1.2) with the viscosity u(v) =~yv=7, v > 1. For
a given constant state (v—,u_) € RT X R, there exists constants 9,00 > 0 such that the
following is true.
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For any € < g9, ;e < A\ < &y, and any (vy,ui) € RY x R satisfying (1.3) with |p(v_) —

p(vy)| = e, there exists a smooth monotone function a : R — RT with limg 4o a(x) =
1+ ay for some constants a_, a4 with |ay — a—| = A such that the following holds.
Let U := (v,u) be the wviscous shock connecting (v—,u_) and (vy,uy) as a solution of

(1.4). For any solution U := (v,u) to (1.1) with initial data Uy = (vo,uo) satisfying
22 E(Uo|U)dx < oo, there exists a shift X € I/Vlicl (RT) such that

(1.6) c(lit/_(: a(z)E(U(t,z + X(t))|U($))d1: <0,
and

X)) < =1+ f(), >0,
(1.7) c

2\ [ ~
for some positive function f satisfying || f[l11(0,00) < 55/ E(Up|U)dx.
0 —00

Remark 1.1. Theorem 1.1 provides a contraction property for viscous shocks with suitably
small amplitude parametrized by € = |p(v—) — p(v4)|. This smallness together with (1.3)
implies [v— —vy| = O(e) and |u— —uy| = O(g). However, for such a fized small shock, the
contraction holds for any weak solutions to (1.1), without any smallness condition imposed
on Uy. This is important to study the inviscid limit problem (v — 0) of:

vy —uy =0
w o ().
x
By rescaling the result of Theorem 1.1 as (t,z) — (t/v,z/v) we obtain the exact same
theorem for the system (1.8). Therefore we obtain a stability result on viscous shocks of
fized strength which is independent of the strength of the viscosity v (see [18]).

Remark 1.2. The contraction property is non-homogenous in x, as measured by the func-
tion © — a(x). This is consistant with the hyperbolic case (with v = 0). In the hyperbolic
case, it was shown in [29] that a homogenous contraction cannot hold for the full Eu-
ler system. However, the contraction property is true if we consider a non-homogenous
pseudo-distance [34] providing the so-called a-contraction [19]. Our main result shows that
the non-homogeneity of the pseudo-distance can be chosen of a similar size as the strength
of the shock (as measured by the quantity \).

1.2. Transformation of the system (1.1). We first introduce a new effective velocity
h:=u+ p(v);. The system (1.1) with p(v) = ~yv™7 is then transformed into

vp — hy = —(p(v))
(1.9) { ht + p(v) s :](9).

Notice that the above system has a parabolic regularization on the specific volume, contrary
to the regularization on the velocity for the original system (1.1). This is better for our
analysis, since the hyperbolic part of the system is linear in u (or h) but nonlinear in v
(via the pressure). This effective velocity was first introduced by Shelukhin [32] for o = 0,
and in the general case (in Eulerian coordinates) by Bresch-Desjardins [3, 4, 5], and Haspot
[12, 11, 14]. It was also used in [36].

As mentioned in Theorem 1.1, we consider shock waves with suitably small amplitude &.
For that, let (0, u.)(x — o.t) denote a shock wave with amplitude |p(v_) — p(v4)| = € as
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a solution of (1.4) with u(v) = yv~7. Then, setting he := @i + (p(9:))s, the shock wave
(g, he)(x — oct) satisfies

—0. 0. — h. = —(p(%.))"
(1.10) —o.hl 4+ p(© =) =0
limg 400 (T, he ) (§) = (v, ut).
For simplification of our analysis, we rewrite (1.9) into the following system, based on
the change of variable (¢,z) — (t,§ = x — oct):

v — 0V — he = —(p(v))ee
(1.11) hy — O’ahg +p(v)§ =0
Vlt=0 = vo, hli=0 = uo.

Remark 1.3. In (1.11), the dissipation is in v and has the specific form (—p(v))ee, whose
structure is due to the fact that o = y. This simplifies our analysis a lot, since we consider

the entropy Q(v) with Q'(v) = —p(v).

Theorem 1.1 is a direct consequence of the following theorem on the contraction of shocks
for the system (1.9). To measure the contraction, we use the relative entropy associated to
the entropy of (1.9) as

2
(sl (ez, ) = P20 4 Qo).

where Q(v1[v2) = Q(v1) — Q(v2) — Q'(v2) (11 — v2) and Q(v) 1= L1

Theorem 1.2. For a given constant state (v—,u_) € R xR, there exist constants g, 5y > 0
such that the following holds.

For any € < ey, (50_15 < A< 8o, and any (vy,uy) € RT x R satisfying (1.3) with |p(v_) —

p(vy)| = €, there exists a smooth monotone function a : R — RT with lim, 1 a(z) =
1+ ay for some constants a—,ay with |a— — ay| = A such that the following holds.
Let U := (0e, he) be a wviscous shock connecting (v—,u_) and (vy,us) as a solution of

(1.10). For any solution U := (v, h) to (1.11) with initial data Uy := (vo, up) satisfying
75 n(Uo|Ue)dx < oo, there exists a shift function X € WL RY) such that

loc
d [ .
(1.12) S a@nUine+ X)) de <0,
and
X)) < 51+ @), t>0,
(1.13) 2 ]
for some positive function f satisfying || fll11(0,00) < B0 n(Uo|Ue)d€

Notice that it is enough to prove Theorem 1.2 for 1-shocks. Indeed, the result for 2-shocks
is obtained by the change of variables * — —x, u = —u, 0c = —0-.
Therefore, from now on, we consider a 1-shock (g, he), i.e., v— > v4, u— > uy, and

(114 S wu—pm

Vy — V-

Notations e Throughout the paper, C' denotes a positive constant which may change
from line to line, but which stays independent on & (the shock strength) and A (the total
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variation of the function a). The paper will consider two smallness conditions, one on ¢,
and the other on /. In the argument, ¢ will be far smaller than /A .
d

e To avoid confusion, for any function F' of x, we denote: F'(v) = £-F(v), F(v) = £-F(v).

1.3. Ideas of the proof. In all the computations € > 0 is the size of the fixed shock. We
remind the reader that the perturbation Uy — [75 = (vg — Ve, ho — iLE) can be unconditionally
big. The non-homogeneity of the semi-norm comes through the function a. This function is
decreasing in the case of a 1-shock, and increasing in the case of a 2-shock. The strength of
this non-homogeneity is measured by the number A > 0, which is the difference between the
values of a at —oo and 400 (see (2.23)). Typically, A is small, but it can be far bigger than
€. Actually, in the analysis, we will consider some smallness on both € and €/, € being
much smaller that /). Note that the velocity of the shock o, has the same sign as d’, so
the quantity o.a’ is positive. The relative entropy computation (see Lemma 2.3) gives that

d [ ~

a | On(UEE+ X0)U:(€))de

= XY (U(t, -+ X))+ BU(, -+ X)) —GU(L, -+ X(1)).

The functional G(U) is non-negative (good term) and can be split into three terms (see
(3.47)):

G(U) = Gi1(U) + G2 (U) + D(U),

where only G;(U) depends on h. The term D(U) corresponds to the diffusive term (which
depends on v only, thanks to the transformation of the system). We are able to write this
decomposition such that the functional B(U) (bad terms) depends only on v. This is the
main reason why we can consider a degenerate diffusion (the viscosity in u only is replaced
by a diffusion in v only, after transformation of the system). The fact that the hyperbolic
flux in the Navier-Stokes equations is only linear in h plays a particular role for this matter:
the corresponding relative flux then vanishes.

Because of the relative entropy structure, the quantity G(U) and B(U) are quadratic
when the perturbation is small. However, we have no uniform control on the size of U(t, -),
therefore we will have also to carefully estimate what happens for large value of U(t, ).

The shift X (¢) introduces the term X (¢)Y (U). The key idea of the technique, is to take
advantage of this term when Y (U (¢, -)) is not two small, by compensating all the other terms
via the choice of the velocity of the shift (see (3.2)). Specifically, we ensure algebraically
that the contraction holds as long as |Y (U(t))| > €2. The rest of the analysis is to ensure
that when |Y (U(t))] < €2, the contraction still holds.

The condition |Y (U(t))| < €2 ensures a smallness condition that we want to fully exploit.
This is where the non-homogeneity of the semi-norm is crucial. In the case where the
function a is constant, Y (U) is a linear functional in U. The smallness of Y (U) gives only
that a certain weighted mean value of U is almost null. However, when a is decreasing, Y (U)
becomes convex. The smallness Y (U(t)) < 2 implies, for this fixed time ¢ (See Lemma 3.2
with (2.25) and (2.1)):

(115) [ e cQuine + X)) e < (5)

This gives a control in L? for moderate values of v, and in L' for big values of v, in the
layer region (|§ — X (t)] < 1/e).
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The problem now looks, at first glance, as a typical problem of stability with a smallness
condition. There are, however, two major difficulties: We have some smallness only in v, for
a very weak norm, and only localized in the layer region. More importantly, the smallness
is measured with respect to the smallness of the shock. It basically says that, considering
only the moderate values of v: the perturbation is not bigger than £/ (which is still very
big with respect to the size of the shock ¢). Actually, as we will see later, it is not possible to
consider only the linearized problem: Third order terms appear in the expansion using the
smallness condition (the energy method involving the linearization would have only second
order term in ).

In the argument, for the values of ¢ such that |Y (U(t))| < 2, we construct the shift as
a solution to the ODE: X (t) = —Y (U(t,- + X (t)))/e*. From this point, we forget that
U ="U(t,§&) is a solution to (1.11) and X (¢) is the shift. That is, we leave out X (¢) and the
t-variable of U. Then we show that for any function U satisfying Y (U) < 2, we have

(1.16) —E%YQ(U) + B - G(U) < 0.

This is the main Proposition 3.1 (actually, the proposition is slightly stronger to ensure the
control of the shift). This implies clearly the contraction. There are several steps to prove
this proposition.

Step 1: Using the smallness condition, we show that if the good diffusive term verifies

2

A )

then (1.16) holds true. Note that if the values of v were bounded from above and bounded
away from 0, we could control B(U) from (1.15), since both expressions would be quadratic
in v — ¥.. The main difficulty in this step is to obtain the control where the values of v are
small. Indeed for such small v, the worst term in B(U) behaves like p(v)? = 1/v*?, while
Q(v|7:) behaves like 1/v7~!. So we need to use a little bit of D(U) as a Poincaré type
inequality (Remember that @ > 1 — A > 0) from:

D) = /R al0c(p(v) — p(2))|Pde

(See (3.60) from Lemma 3.4). We can now restrict ourselves to the case where both |Y (U)| <
g2, and D(U) < 2/ .

DWU) >

Step 2: To be able to perform an expansion in € later, we want to show that it is enough
to consider only values of v such that v — 7. is bounded (smaller than a ¢ small enough,
but not dependent on ¢ nor on £/)). We need also use only the part Y,(v) of Y(U) which
contains only terms in v (and not the terms in h). We do not have enough estimates on U
to show that U is uniformly bounded on R. But we can show that the big values of |v — o]
(which can occur only for big values of £) do not change much the estimate (see Section
3.6). It involves a careful study of the contribution of the tails (U(§) for || > 1/¢). This is
the only part where G; is used in order to control Y,(U) = Y (U) — Yy (v), the part of Y'(U)
which depends also on h (see Lemma 3.4). More precisely, this step shows that it is enough
to prove that for any functions v such that |v — @] < & and |Y,(v)| < €2/, we have

—%\Yg(v)\Q + (1 +0)[B(v)] = (1 = 6)Fa(v) = (1 = 6)D(v) < 0.
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All the terms in this inequality depends on U only through v. Therefore, with a slight abuse
of notations, we will write these functions as functions of v. This corresponds to Proposition
3.4. The ¢ terms are still needed because we lose a bit when truncating the tails, to obtain
(1.16). The terms depending on h are not present anymore. So it is now an estimate on
scalar functions v. The good term in Y, (v) involves a smaller power of 1/¢, since we had to
control the corresponding Y;,(U) with the same power of 1/¢.

Step 3 To show Proposition 3.4, we now perform a expansion in & uniformly in v (but for
a fixed 0). Note that the expansion has to be performed up to the third order. Indeed,
because of the function a, terms involving the function a or the functions a’ do not have
the same power in /. Interestingly, the term Gy (v) cancels exactly the term of order \/e
of B(v). This step shows that, thanks to some rescaling, it is enough to prove that for any
W e L?(0,1):

1 1 1 2 1
—5(/ W2dy+2/ Wdy> +(1+5)/ W2 dy
0 0 0

2 1 1 1
by [ Whdyes [ Wldy—1-5) [ ya-plo,wEdy <o
0 0 0

We need to show this for some & > 0 possibly very small. So it looks very similar to a
nonlinear Poincaré inequality with constraint. The constraint (the term in 1/J) came from
the term with Yj(v) through the asymptotic. This result on W is the Proposition 3.3.

Step 4: To prove Proposition 3.3 , we first reduce the problem to the minimization problem
for a polynomial of two variables with a constraint. For this we use two lemmas. Lemma
2.8 provides a sharp L™ control using the dissipation term. Lemma 2.9 is a well known
sharp Poincaré inequality that was already used in [20]. This reduces the problem to a
minimization of a polynomial with variables:

21:/01W<y>dy, 7 = </01<W—Zl>2dy)

Because of the constraint, we can reduce this minimization problem to the minimization
problem of a polynomial of only one variable (see Lemma 2.7).

1/2

It is easier to present the proofs of the propositions and lemmas in reverse. Therefore
the rest of the paper is as follows. Section 2 is dedicated to the proofs of preliminaries. It
includes some useful estimates on small shock waves, the computation of the time derivative
of the relative entropy, the construction of the function a, some global estimates on the
relative quantities (for small or big values of v), and the minimization problem for the
polynomial functional with one variable. Section 3 is dedicated to the proof of the main
Theorem. First we give the construction of the shift, and state the main Proposition 3.1,
and then show how the Proposition implies the Theorem. To prove Proposition 3.1, we
first show the minimization problem with two variables, then the nonlinear Poincaré type
of inequality, and continue backward up to the general situation where we have only the
constraint on Y (U).

The range of € will be reduced from one Lemma to the next, with the same notation on
the restriction 9. The restriction on £/X is more subtle. To ensure that there is no loop
in the argument, we will carefully track the smallness needed on this quantity from one
lemma to the next. The smallness on /A will be denoted with § notations. The results



9

in the preliminaries will consider a generic smallness J,. they can be safely replace by the
same constant J, (taking the smallest of all). However, the constant d3 will play a crucial
role to control the strength of the typical perturbations. Later on, constants will be build
that may blow up when 03 is very small. It will be important to make sure that d3 can be
fixed before hand. The following restrictions on /) are less sensitive. Therefore we will
just reduced them from one lemma to the next keeping the generic notation dy.

2. PRELIMINARIES

2.1. Small shock waves. In this subsection, we present useful properties of the 1-shock

waves (Ug, he) with small amplitude €. In the sequel, without loss of generality, we consider
the 1-shock wave (4., h.) satisfying 9. (0) = “=3"*. Notice that the estimates in the following

lemma also hold for h. since we have h. = @62 and C~1 < @ < C. But, since the

€ €
below estimates for 9. are enough in our analysis, we give the estimates only for v..

Lemma 2.1. We fizr v_ > 0 and h_ € R. Then there exists g > 0, such that for any 0 <
€ < gq the following is true. Let U. be the 1-shock wave with amplitude |p(v_) — p(vy)| =€
and such that 0.(0) = v*;“. Then, there exist constants C,C1,Coy > 0 such that

(2.1) —C el < (g) < —Ce?em 2okl ve e R.
Therefore, as a consequence, we have
(2.2) inf [vl] > Ce?

ele

Proof. We multiply the first equation of (1.10) by o. and eliminate the dependence on h,
using the second equation. After integration in &, we find:

(2.3) 0(p(0:)) = 02(0e — v4) + p(Be) — p(vs).
Dividing by 0. — v4+ and using (1.14) we get
oc(p(v:)) _ plv-) —p(vy) L P(%) = p(v+)

Ve — U U — Uy Ve — Vg
Consider the smooth function ¢ : RT™ — R defined by
p(v) — p(vy)
plv) = PP,
UV — vy
Then, the above equality can be written as
Ua(p(f)e)y -
2.4 ——— = (V) —
(2.4) ST = (i)
To estimate the above r.h.s., we apply the Taylor theorem to the function ¢ about v_, so

that for any v € RT with |v —v_| < %, there exists a constant C' > 0 (depending only on
v_) such that

(2.5) lp(v) = p(v-) = ¢'(v-) (v —v-)| < Clv —v-)?.
It can be shown that (see [27])
(2.6) oL <0, and vy <P <v_.

Therefore, for g small enough:

- v_
0§v_—v5§v_—v+§08<?.
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Using (2.5) with v = 7., we have

|0(0e) = p(v-) = @' (v-) (Ve — v-)| < Ce(v- — ).
Moreover, since

oy PO ) = (o) Zplo)) )

(v— —vq)?

we take g¢ small enough such that p”(v_) > ¢'(v_) > p”"(v_)/2 > 0.
Thus, for £y small enough, we have

/!
29 (0 )5 —v-) < p(0) — plv) < U (@ o)
Then, it follows from (2.4) that
p'(v-)

2 (0) (B — v ) (52 — v2) < 0 (p(5.)) <
Since

(2.7) —/ =P (v-/2) <o < —/=p/(v-) and p'(v-/2) <P'(0:) <p'(v-) <O,

the quantity o.p/(9:) is bounded from below and above uniformly in .
Therefore

(2.8) C_l(ﬁa —v_)(0e —vy) < 'Dé < C(0e — v-)(0e — v4).

To prove the estimate (2.1), we first observe that @ < 0 and 9.(0) = “~5* imply
§0 = v — v 2 0u(€) —vr 2 0(0) — vy = ——F,

(2.9) v .
€20 = vy o - ©) 20— 0.(0) =

Then, using (2.8) and (2.9) with |v_ — vy | < Ce, we have
£<0 = O te(ve —1.) <. < —Ce(v_ —12),
£E>0 = O et —vy) << —Ce(e —vy).

Thus,
£<0 = —C (v —02) > (vo — ) > —Ce(v_ —72),
£>0 = —C et —vy)

A

~ (775 - U+)/ < *CS(’EE — ’U+).
These together with 7.(0) = % imply

£<0 = Clee @l <y — 5. < CeeCrekl
£>0 = O ltee % < §, — vy < Cee 156,

Finally, applying the above estimate together with |0, —vi| < Ce to (2.8), gives (2.1).
Estimate (2.2) follows directly from the upper bound on () in (2.1). O

We finish this subsection with an estimate based on the inverse of the pressure function.
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Lemma 2.2. Let us fixed p— > 0. Then, there exists eg > 0 and C > 0 such that for
any p4,p > 0 such that 0 < ¢ = py —p_ < €9, p— < p < py, and v,v_,vy such that

p(v) = p,p(vs) = p+, we have
v—uv_  v—uvgy 1p"(v)
p—p- pr—p 2p(vo)?

< Ce%.

(v— —vq)

Proof. Consider the function v(p) = p~Y7. Then, using a Taylor expansion at p_, we find
that there exists 9 such that for any |p — p_| <ep and |p — p+| < g9 we have

dv 1d?v 9 3
. e = p ) p—p_) — == (p_)p—p_)* < Clp—p_
(2.10) v—v dp(p )(p—p-) deg(p )(p—p-)°| <Clp—p-|°,
dv 1d%v
(2.11) v—Ugp — %(m)(p —py) — §d7p2(17+)(p —P+)2’ <Clp—p+]*
Since
dv_d /1 \_ pd
dp  dp \p'(v))  p'(v)2dp’
we get
1p"(v) 1d%v
o2 ‘2p,(v_)g( —U+)+§d7)2(p—)(p —py)
' P (v dv 9
= S0 )2 ‘v+ — v = o (=) (o4 *pf)‘ <Ce
Since
1d%v 1d%v 1d%v
(213 ‘MPQ(PH(P—PH - QdTQQ(P—)(P—p—) + 5@(17—)(1% —P—)‘
| = (%0 - o)) - po)| < 02
- 92 dp2 D+ dp2 Y b D+ = €.

dividing (2.10) by p — p—, (2.11) by p; — p, and adding both terms together with the terms
estimated in (2.12) and (2.13), we obtain

v—v_  v—uvy 1p"(v2)

p—p-  pi—p §p’(v—)2(v__v+)

v v 2,
_ <;lp(p—) - ;l]j(p+) - Zpﬁ(p_)(p_ —p+)>‘ < 052'

This gives the result, since the second line term is itself of order 2. g

2.2. Relative entropy method. Our analysis is based on the relative entropy. The
method is purely nonlinear, and allows to handle rough and large perturbations. The
relative entropy method was first introduced by Dafermos [9] and Diperna [10] to prove
the L? stability and uniqueness of Lipschitz solutions to the hyperbolic conservation laws
endowed with a convex entropy.

To use the relative entropy method, we rewrite (1.11) into the following general system
of viscous conservation laws:

(2.14) OU + 9 A(U) = <_65%p(“)>,
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vi= (). awr= (G500)

where

The system (2.14) has a convex entropy n(U) := %2 + Q(v), where Q(v) = %, ie.,
Q'(v) = —p(v).

Using the derivative of the entropy as

(215) v = ().

the above system (2.14) can be rewritten as

(2.16) U + D A(U) = O (MAVn(V) ),

where M = (é 8), and (1.10) can be rewritten as

(2.17) 0eA(U.) = O (Magvn(ﬁg)).
Consider the relative entropy function defined by

nUV) =nU) =n(V) = Vn(V)- (U -V),
and the relative flux defined by

AU|V)=AU) - AV) - VAWV U -V).
Let G(+;+) be the flux of the relative entropy defined by

GU;V)=GU) - G(V) = Vn(V)(A(U) — A(V)),

where G is the entropy flux of 7, i.e., 9;G(U) = 22:1 on(U)0; Ak (U), 1<i<2.

Then, for our system (2.14), we have

_ 712
i) = "Ll Qi)
(2.18) (0
2009 = (15, )

G(U;U:) = (p(v) = p(2:))(h — he) — oen(U|U:),
Note that the relative pressure is defined as
(2.19) p(v|w) = p(v) — p(w) — p'(w)(v — w).
We consider a weighted relative entropy between the solution U of (2.16) and the viscous
shock U, := (E‘Z) in (1.10) up to a shift X (¢) :
a(€)n(U(t,€+ X (1))|U=(6)),
where a is a smooth weight function. R
The following Lemma provides a quadratic structure on & [ a(&)n(U(t, &+ X ())|U.(€))d€.
We introduce the following notation: for any function f: RT x R — R and the shift X (¢),
FEE(€) = f(t, €+ X(1)).
We also introduce the functional space
H:={(v,h) €ERT xR | vl he L*(R), 8§(p(v) —p(@a)) € LQ(R)},
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on which the below functionals Y, B, G in (2.21) are well-defined.

In this paper we assume that the solution lies in C(0,7T;H) for any T > 0.

Remark 2.1. The recent result of Constantin-Drivas-Nguyen-Pasqualotto [8] provides the
global existence and uniqueness of smooth solutions to (1.1) for the case of « > 1/2 and
periodic boundary condition. Note that the system (1.1) is equivalent to the one in the
Eulerian coordinates for smooth solutions. More precisely, it follows from [8, Theorem 1.5
and Remark 1.6] that (1.1) on the torus T admits a unique smooth solution v,u such that
for any T > 0,0 < C(T)™' <v < C(T), Opv € L¥(T) and u € C(0,T; H*(T)) in the case
of v = a > 1, as long as the initial datum satisfies vo,ug € H* and Oyug < 1 for k > 4.
As a consequence, since h = u + p'(v)d,v, this result guarantees the existence of solutions
v, hin C(0,T;H) on the torus. For an extension of their result for the case where solutions
connecting two different states on the whole space as a perturbation of a shock, we leave it as
a future work. Let us refer to the previous result [13] of Haspot (see also [28]) for existence
of solutions connecting two different states on the whole space in the case of a < 1. Note
however that our result needs the case of a > 1.

Lemma 2.3. Let a:R — RT be a smooth bounded function such that a’,a" are integrable.
Let X be a differentiable function, and U := (ZE) be the viscous shock in (1.10). For any
solution U € H to (2.16), we have

e) 4 [ aOnUN OIT©)dE = XOYUX) + BUY) - 6,
where
(2.21)

V)=~ [ a0 + [ o (0:90(00)) - (U~ Oy
BU) i= 5 [ dlpto) ~ pla)Pde + o [ aderptelode + 5 [ alolo) - plan) P

o) =% [ a'(n- i~ PPN e o [ wuulanag

2 O¢

T /R ale(p(v) — p(in)) 2de.

Proof. To derive the desired structure, we use here a change of variable £ — £ — X (¢) as

(2.22) /R a(©n(U* (t,€)|U:(€))d¢ = /R a” M (U (t, &)U (£))de.
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Then, by a straightforward computation together with [33, Lemma 4] and the identity
GU;V)=GWU|V)=Vn(V)AU|V), we have

% a X (U (¢, &)U (&))de

R
= X [ o XUz ¥)de + /R a X [(WU) = V(U%)) (= 0eA(U) + 0 (MO V(D) ))
~ V(U )U -0 )( — XU X = 0 AU + 0 (Magvmﬁgx))ﬂ d¢

SE [ (w10 )d§+/R (0@ )) - (U O7)) + L4 I+ Iy 4 L,

L= — /R X 0. G(U; U X ) e,

= [ X0eTn(0 ) AT ¥
g:iéa)%vay—vma;ﬂﬁ%@ﬁMva%—VMQVWD%
= [ X (On)UI0: )06 (MOvn(T)) de

Using (2.18) and (2.15), we have

L = /Ra’—XG(U; Uz %)dg = / a"X<(p(v) = p(7 ")) (h = hz™) - US"(UWE_X))‘M’
b:_é “XOeh X p(uloz¥)de,

and

I = /R =X (p(v) — p(5%)) e (p(v) — p(o7%)) de
= —/ a”*|0(p(v) — p(o-))|Pdé + = / a" X p(v) — p(o-)|?d¢.
R R

Since it follows from (2.17) and (2.15) that

I = /R a= X (V) (U|UZ*)0e A(UY)dE = / agh Xt o007 >d§,

we have some cancellation

b+h=%/ax%%ﬂmmxﬂﬁ
R
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Therefore, we have

a -X Fr—X
G om0z e

= X(= [ @O0+ [ o ¥ oeTn(O )W - Ui
[ @ ((pl0) = a0 (= ) = U1 ) de
R
+ 05/ a_Xagﬁ_Xp(v\f)_X)df + 1/ a" X |p(v) — p(o77%)|?d¢
R € € 2 R €
= [ a ¥ iaetoto) = ploz ) P
Again, we use a change of variable £ — & 4+ X () to have

— UX|U.)d

= X(= [ an0de + [ adevn@UX - D)

+ /R o' ( (™) = p(3) (0 = he) = on(U¥ |07 ) dg

=:1
to. /R aag'f)gp(vX\T)g)dg—i-% /R o |p(X) — pli.)[2de — /R al0e (p(v™) = p(ii)) .

To extract a quadratic term on p(v™) — p(?.) from the above hyperbolic part, we rewrite
I as

WX —he|*

I= (p(UX) - p(ﬁs))(hx - iLs) — O¢ B UEQ(UXWE)
_ Ip@) =@ oe x5 p(¥) = p(ve) )2 x|
AR, ) g
Hence we have the desired representation (2.20)-(2.21). O

Remark 2.2. Notice that since o-,a’ < 0, the three terms in G are non-negative. Therefore,
G consists of good terms, while B consists of bad terms.

2.3. Construction of the weight function. We define the weight function a by

e PE(9) —p(o)
(2.23) (€)=1-2A o

where [p] := p(vy) — p(v-).We briefly present some useful properties on the weight a.

First of all, the weight function a is positive and decreasing, and satisfies 1 — A < a < 1.

Since [p| = ¢, p'(v—/2) < p'(v:) < p'(v_) and

Y 8§p (776)
(]

I

(2.24) a =
we have

(2.25) /| ~ éw’ .
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For a” = —Aagg[pr]ﬁg), we use the following relation from (1.10):
2 ~
~ . ~ . Ug 8517(1)5)
(2.26) Deep(iiz) = 020cie + Oche = (p, ot 1) oo,

Notice that |[v— —vy| = Ce and (1.14) together with the Taylor theorem imply
(2.27) e = —v/—p'(v=) + O(e).
Moreover, since p/(9:)~! = p'(v_)"! + O(e), we have
(2.28) |0cep(0:)| < CelDep(ve)|.
Thus,
CRPSPACA

which together with (2.25) implies
(2.29) |a"| S eld|.
Remark 2.3. The definition (2.23) can be more generally written by
S0V (5))lds

22 10sVn(Us(s))|ds

(2.30) a(é) =1
Indeed, since it follows from (1.10) that p(v.)' = o.h., we find that
w001 = [o

Moreover, since Ogp(0:(€)) > 0,

(2.31) 10 Vn(Us(6))] = 9p(@-(€))|(~1,021)],
which implies (2.23).

—p(0:(£)) ~ »
he(€) )‘ = |0¢p(0(E))[I(=1,027)].

2.4. Global and local estimates on the relative quantities. We here present useful
inequalities on @) and p that are crucially for the proof of Theorem 1.2.

2.4.1. Global inequalities on @) and p. Lemma 2.4 provides some global inequalities on the
—y+1
relative function Q(-|-) corresponding to the convex function Q(v) = U'yi ,v>0,v7>1.

Lemma 2.4. For given constants v > 1, and v— > 0 There exists constants c1,ca > 0 such
that the following inequalities hold.
1) For any w € (0,v_),

Qvlw) > e1v —wl|?,  for all 0 < v < 3v_,

(2.32)
Q(v|w) > ealv —w|, for all v > 3v_.

2) Moreover if 0 <w <u<wv or0<v<u<w then

(2.33) Qv|w) = Q(ulw),

and for any 6, > 0 there exists a constant C > 0 such that if, in addition, v— > w > v_—0, /2
and |w — u| > 6., we have

(2.34) Qv|w) = Q(ulw) = Clu —v|.
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Proof. e proof of (2.32) : We denote v* = 3v_. First, for the case of v > v*, we rewrite

Qv|w) as

1
(2:35) Qot) = [ (Qw+ o= w) = Qw))dr(v = w)
Since w < v_ < v* < v and Q' is increasing, we have

Q'(w+t(v—w)) > Q (w+tlv* —v_)).
Thus,

Qi) > [ (@ + 10"~ -)) - Q) irto -~ w

1,1
= / / Q" (w + st(v* —v_))tdsdt(v* —v_)(v —w).
0o Jo

Moreover, since )" is decreasing, we have

1,1
Qvjw) > /0 /0 Q" (v— + st(v* —v_))tdsdt(v* —v_)(v —w),

which provides the second inequality in (2.32).
On the other hand, for the case of v < v*, we use

1,1
Qv|w) = (v — w)2/0 /0 Q" (w + st(v — w))tdsdt.

Observe that for all v < v*,
1 \»+1
Q' (w -+ st(v = w) = y(sto + (1 = sthw) 7~ = (st + (1= st)) 7 = (=),
v
where we have used w < v*.
Therefore, we have

Qulw) > 1(2) " w - wp

= 2\pr
o proof of (2.34) : Note that z — Q(z]y) is convex so 9,Q(z|y) is increasing in z and
zero at z = y. Therefore z — Q(z]y) is increasing in |z — y|, which implies

Qv|w) > Q(ulw).
Moreover, if v_ > w > v_ — §,/2 and |w — u| > J,, using the facts that Q' is increasing and
Qvw) = Qulw) = Qv) — Qu) — Q'(w)(v —u)
- [1@w -y,

we have the following:
If w < u < w, then

Qvhw) — Qulw) > [Q'(v- +6./2) — Q' (v_)](v — ).
If v <u < w, then
Qulw) - Qulw) = [Q'(v- —6:/2) = Q'(v- = 6.)](u — v).
Hence we have (2.34). O
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The following lemma provides some global inequalities on the pressure p(v) = v=7, v > 0,
v > 1, and on the associated relative function p(-|-).

Lemma 2.5. For given constants v > 1, and v_ > 0, there exist constants c3,C > 0 such
that the following inequalities hold.
1)For any w € (v_/4,v_)

(2.36) Ip(v) —p(w)| < eslv—w|, forallv>wv_/2,
(2.37) p(v|w) < Clv —w|?,  for allv > v_/2.
2) For any w € (v_/4,v_), and all v >0

(2.38) p(vlw) < C(jv —w| + |p(v) — p(w)])-

Proof. e proof of (2.36) : Since v,w > v_/2, (2.36) follows from using the mean value
theorem:

p(v) = p(w)] < Ip'(v-/2)Jv — wl.
e proof of (2.37) : Since v,w > v_/2, (2.36) follows from

1 1
p(v|jw) = (v — w)2/0 /0 p"(stv + (1 — st)w))tdsdt

2 Lot 1 . p”(?)_/Q) v — w)2
< (v—w) /0 /0 P (v—/2)tdsdt = — ( ).
e proof of (2.38) : For every v > v_/2
0 < p(v|w) = p(v) — p(w) = p'(w)(v — w) < 2[p'(v-/2) v — w|.
And for every v < v_/2:

Ip(v) — p(w)| = /w ' (W)l dy > [p'(w)]|v —w| > |p'(v-)||v — wl.
Hence

0 < p(v|w) = p(v) = p(w) = p'(w)(v — w) < 1+ [p'(v-/2)|7H)|p(v) — p(w)|-
O

2.4.2. Local inequalities on ) and p. We present now some local estimates on p(v|jw) and
Q(v|w) for [v—w| < 1, based on Taylor expansions. The specific coefficients of the estimates
will be crucially used in our local analysis on a suitably small truncation |p(v) — p(?¢)| < 1.

Lemma 2.6. For given constants v > 1 and v— > 0 there exist positive constants C and
such that for any 0 < & < 4, the following is true.

1) For any (v,w) € R% satisfying |p(v) — p(w)| < 6, and |p(w) — p(v_)| < & the following
estimates (2.39)-(2.41) hold:

v+1 1
(2.39) plof) < (L0 o) - plaF,
(2.40) Q) 2 P ) — o) — LY )2 p(0) — pla)?
: > =) —p 32 p(v) — p(w))?,
1.4
(2.41) Qulu) < (M) + €8 () - plw)’?
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2) For any (v,w) € R% such that |p(w) — p(v_)| < &, and satisfying either Q(v|w) < § or
p(v) — p(w)| <9,

(2.42) p(v) = p(w)* < CQv|w).

Proof. We consider ¢, < p(v_)/4.
e proof of (2.39) From the hypothesis, we have both |p(v) — p(v_)| < p(v-)/2 and
|p(w) — p(v-)| < p(v-)/2. First, we rewrite p(v|w) in terms of p(v) — p(w) as

p(vjw) = p(v) = p(w) +yw 7" (v - w)
+L _1 _1
= p(v) — p(w) +yp(w) 7 (p(v)”7 —p(w) 7).
+1 1 1
Setting Fi(p) := p—ﬁ—i—ﬁyﬁ% (p~ 7" —p 7) where p := p(v), p := p(w), we apply the Taylor
theorem to F} about p. That is, using

Flp) =1 550,20 oy = 1 F 1 2
since Fy(p) = 0, F{(p) = 0, and F'(p) = 7;%1, we have
74_1 p—ﬁ2 F///

w2 6

where p, lies between p and p. Therefore Z (” ) < px < 2p(v_). Taking 6 < 4., we have
Y+1lp—p]*
p(v|w +Co
(o) < T2 p— P
Therefore, we have (2.39).
e proof of (2.40) and (2.41) Likewise, since

Q(vw) = Q(v) — Q(w) + p(w)(v — w)

~y—1

pg”)_ 1 =P b))~ plw) )
ot ~L71 1 1
setting Fo(p) := &y — 223 +p(p 7 —p ) where p := p(v), p := p(w), we apply the
Taylor theorem to F, about p. That is, using
1 _1 - 1 _1ty -
Fy(p) = P (1 — pp 1)» F(p) = g (1 — (L+7)pp 1),
147 1 -
E'(p)=—5—p (1 — (14 27)pp 1),
14+9)(1+2v) _1+34 -
E"(p) = —( )7(4 )p g (1 — (1 + 3y)pp 1),
and then
- - . 1 __1_
Fa(p) =0, F(p)=0. F@)=_p " g
~ 2(1+7v) —1_9 3(1+74)(142y) 143+
lell(p) — 5 , FI///( ) 3 ,
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we have

2 ~\3

Qulw) = B ) PP+ ) PP

(»-p)* (p—p)°
24 '

+ B ()

+F'()

Since FY"(p) > W[p(v—)/ﬂ_% > 0, taking J. smaller if needed, we have for

every 0 < d,
\3
. p—Dp
Qolw) > F(p) -
which completes (2.40). The estimate (2.41) follows by considering the 2nd order Taylor
polynomial as done in (2.39).

a2
|p p| +Fé//(ﬁ)

e proof of (2.42) Since it follows from (2.32) that min{ci|v — w|?, ealv — w|} < Q(v|w),
if Q(v|w) <& <8, < 1, then [v—w| < 1 and thus % < v < 2v_ and ¢1]|v — w]* < Q(v|w).
Therefore,

v_ 1,V
(2.43) [p(v) = p(w)[* < P/ () Plv = wl® < e P ()P Q(v|w).
If |p(v) — p(w)| < 6, then it follows from (2.41) that
Q(vw) < Clp(v) — p(w)|* <4,
which gives (2.43). O

2.5. Some functional inequalities. We state in this section some standard functional
inequalities. Some of the proofs will be postponed to the appendix. The first result is a
simple inequality on a specific polynomial functional.

Lemma 2.7. For all x € [—2,0),

3/2
2x—2x2—§x3+lf(—x2—2x>/ < 0,

2

where 0 = 5—%.

The proof of Lemma 2.7 is given in Appendix A.
The second result is a sharp point-wise estimate.

Lemma 2.8. Let f € CY(0,1). Then, for all x € [0,1),

1)~ [ ] < Vi@ I x>\/ [ v - oirpa

where L(z) := —x — In(1 — x). Moreover

1/2 2

</01(L(y) + L(1— y))Qdy> _ s T N

Proof. First, since

f@- | ' f)dy = / 1 /y *f () dady = / ’ /y ey 1 /y " f()dzdy,
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we have

- [ ] < [ [ / 17y
(L[ o) ([ o)

+</:/;id2dy) < / / 2|f(z 2dzdy)

Using Fubini’s theorem as fgc fyx gdzdy = fox fo gdydz, we have

L= </0 1izdz>%</Oxz(1—z)\f’(z)\2dz)é

and likewise,

Let L(z) := —x — In(1 — z) and

x 1
= 2(1 = 2)|f(2)|?dz = [ z(1-2)|f'(2)|%dz.
X.—/O (1—2)|f(:)Pdz, D /0<1 I (2)2d

Then,

Il+12:\/ \F+\/L1—a:\/D—X

If we consider a function F(X) := \/L(z)VX + \/L(1 — 2)v/D — X for X € [0, D], we see

that the function F has a maximum at X = %

Thus, we have

I +1, < F(X)=+/L(z)+ L(1 — 2)VD,

which completes the desired 1nequahty. We now compute the value of 8. We have
L 2 ! 2
/ (L(z) 4+ L(1 — ) dx = / (1+In(1 —2)+Inz) de
0 0
1 ) 1 ) 1
= 1+/ (In(1 —z)) dx—i—/ (Inz) da:—|—2/ In(l —z)dx
0 0 0

1 1
2/ lnxda:—l—?/ In(1 —z)Inzdz.
0 0
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Since fol In(l1 —x)dx = fol Inzdx = —1, we have

/01 (ln(l —:L‘))Qdac = /01 (lnx)2d:£ = [:p(ln:ﬂ)ﬂé —2/011na:d:n = —Z/Ollnxdm =2.
Thus,
1 1
/ (L(w)+L(1—x))2dw—1+2/ In(1 —z)Inzdz.
0 0

To compute the last integral, we find
1

/0 In(l —z)lnzxder = [(xln(l —z)—z—1In(1 —x)) lnx]o

_/1xln(1—x)—x—ln(1—x)d$
0

x
1 1 1
In(1 — In(1 —
:—/ ln(l—x)d:):+1+/ de:2+/ (-2
0 0 T 0 T
Since
ln(l —.T) gt
/wdm:_zny |:L“§1,
n=1
we have
1 00 2
In(1 —z) 1 T
/0 x * nz::l n? 6
This gives the result. 0

Lemma 2.9. For any f :[0,1] — R satisfying fol y(1 —y)|f')?dy < oo,

.41 [ [ < [Fva-virea

The proof of this lemma is given in Appendix B.

3. PROOF OF THEOREM 1.2

3.1. Construction of the shift X and the main proposition. For any fixed ¢ > 0, we
consider a continuous function ®. defined by

8%’ lf Yy S _827
(3.1) D (y) =4 —=y, iyl <2

—E%, if y > 2.

We define a shift function X (¢) as a solution of the nonlinear ODE:
(3.2) X(t) = @ (v (U)) (2BUX)] + 1),
X(0)=0,

where Y and B are as in (2.21). Therefore, for the solution U € C(0,T;H), the shift
X exists and is unique at least locally by the Cauchy-Lipschitz theorem. Indeed, since
0L, hl,d’ a” are bounded smooth and integrable, using U € C(0,T;H) together with the
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change of variables £ — & — X (t) as in (2.22), we find that the right-hand side of the ODE
(3.2) is uniformly Lipschitz continuous in X, and is continuous in t.

Moreover, the global-in-time existence and uniqueness of the shift are verified by the a
priori estimate (3.8).

The main proposition as a corner stone of proof of the Theorem is the following.

Proposition 3.1. There exist €g,d9 > 0, such that for any e < €9 and 6615 <A<y <1/2,
the following is true.

For any U ¢ HN{U | |Y(U)| < €2},
1
(3.3) RU) := —8—4Y2(U) + (1 +0o(e/N)|BU)| —G(U) <0.
Most of the rest of the paper will be dedicated to the proof of this result. We will first
show how this proposition implies Theorem 1.2.

3.2. Proof of Theorem 1.2 from Proposition 3.1. Based on (2.20) and (3.2), to get
the contraction estimate, it is enough to prove that for almost every time t > 0

(3.4) oY (UX)) (2|B(UX)| + 1)Y(UX) +BUX) - gUX) <o.
For every U € ‘H we define

(3.5) FU) =0y () (21BO)| + 1) Y(U) + [BO)| - G(V).
From (3.1), we have

=2|B|, if |Y|>¢e?,
—4Y?2 Y| <e%

Hence, for all U € H satisfying |V (U)| > €2, we have
FU)<-|BU)|-GU) <o.
Using both (3.6) and Proposition 3.1, we find that for all U € H satisfying |V (U)| < &2,
€
< — — <0.
FUy < -5 (5) IB@) <0

(3.6) B.(Y) <2|B| n 1)Y < {

Since dp < 1/2, these two estimates show that for every U € H we have
3
< - - .
FU) < o (5) 1BW))

For every fixed t > 0, using this estimate with U = UX (¢, -), together with (2.20), and (3.4)
gives
d ~
(3.7) = [ (U (00 < FUX) < =6 (5 ) 1BOH)
dt Jx )
Thus, & [, an(UX|U.)d¢ < 0, which completes (1.12).
Moreover, since it follows from (3.7) that

8o (%) / IB(UX)|dt < /Rn(Uom})df < 0o by the initial condition,
0

using (3.2) and ||®c|| oo r) < E% by (3.1), we have
1 2

. 1) ~
(33) X< 5+ 508 1Bl < 52 [ n(ColTL)ds
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This provides the global-in-time estimate (1.13), thus X € VVﬁ)C1 (RT). This completes the
proof of Theorem 1.2.

The rest of the paper is dedicated to the proof of Proposition 3.1.

3.3. An estimate on specific polynomials. Let 6 := /5 — ”—32, and § > 0 be any con-
stant. We consider the following polynomial functionals:

E(Zy,Zy) == Z} + Z2 + 224,
2
Py(Z1, ) 1= (L+ 0)(Z1 + Z3) + 22025 + S 20 + 66(1 21 25 + | 21 )

2
2 <1 - (g + 5)9@) Z2.
This section is dedicated to the proof of the following proposition.

Proposition 3.2. There exist §g,d1 > 0 such that for any 0 < § < &g, the following is true.
If (Z1, Z3) € R? satisfies |E(Zy, Z2)| < 61, then

(3.9) P5(Z1,Z2) — | E(Z1, Z2)|* < 0.
This proposition will be used when a smallness condition on the perturbation, due to the

shift, will be available. It should be noticed that the expansion leading to this polynomial
is not merely a linearization. We end up with a polynomial Ps which is of order 3.

Proof. We split the proof into three steps.

Step 1. For r > 0, we denote B,(0) the open ball centered at the origin with radius r. We
show the following claim: There exist > 0 and dg > 0 such that for any § < g,

(3.10) P5(Z1, Z3) — |E(Zy, Z5)|* < 0, whenever (Z1, Z3) € B,.(0).
To prove the claim, notice first that |Z1|, |Z2| < r on B,(0). So we have
22:* = (E — (2} + Z3))* < 2|E|* + 2|2} + Z3|? < 2|E| + 2r*(2% + Z3),

which implies
—|BI* < =227 + (2} + Z3).
Thus, for any (Z1, Z3) € B,(0),

2 2+60)r ((2/3) +60)r
_EI2 < _972 2 2 r 2 2 ( 2 2

—2 (1 —6— 2(1 + 5)6r> Z3.

Taking dp and r small enough, we can ensure that for any ¢ < d,
P5(Z1,Z5) —|E|* <0,  on B,(0).

This proves the claim (3.10).

Step 2. The second step is dedicated to the proof of the following claim. There exists
dp > 0 (possibly smaller that in the step 1), and §; > 0 such that for any 0 < § < §y we
have :

(311) Pg(Zl, ZQ) < O, whenever ‘E(Zl, ZQ)‘ < 51, and (Zl, Zg) ¢ BT(O)
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To show this claim, we first observe the limiting case: if § = 0 and E(Z;,Z2) = 0, we
have

4, 40 3/2
Py(Z4, Zs) = 22, — 222 — gZNL§<—Z%—QZI) . 22472427 =0

Since (Z1 +1)2+Z2 =1by E =0, we have —2 < Z; < 0. Then by the algebraic inequality
in Lemma 2.7, we have

Py(Z1,25) <0, Z}+Z2+27,=0, Z; #0.

Since Py is continuous, it attains its maximum —c < 0 on the compact set { E(Z1, Z2) = 0} \
B,(0). In addition, Py is uniformly continuous on the compact set {|E(Z1, Z2)| < 1}\ B,(0),
so there exist 0 < 7 < 1 such that

Py(Z1,Z5) < —c/2, whenever |E(Zy,Z2)| < 61, and (Z1, Z2) ¢ B.(0).
Taking &g small enough we still have for § < dq:
Ps(Z1,7Z3) <0, whenever |E(Z1,Z2)| < 01, and (Z1,Z2) ¢ B(0).
This proves the claim (3.11).
Step 3. The proved claims (3.10) and (3.11) together give the Proposition 3.2. O

3.4. A nonlinear Poincaré type inequality. For any § > 0, and any function W €
L*(0,1) such that \/y(1 — y)9,W € L*(0,1), we define

1 1 1 2 1
Rs(W) = = (/0 W2dy+2/0 Wdy> +(1+5)/0 W2 dy

2 1 1 1
+3/ W? dy + 5/ W3 dy — (1 — 5)/ y(1 —y)|0,W|? dy.
0 0 0
This section is dedicated to the proof of the following proposition.

Proposition 3.3. For a given C; > 0, there exists 6o > 0, such that for any § < do the
following is true.

For any W € L*(0,1) such that \/y(1 —y)0,W € L?*(0,1) szo (W (y)|?>dy < C1, then
(3.12) Rs(W) < 0.

Note that the constant C1 may not be small. Therefore we cannot discard the cubic term
in Rs(W).

Proof. Let W = fol Wdy. We first separate the first cubic term in Ry into the three parts:

/W3dy—/ ((W—W)+W)3dy

(3.13) /O(W W) dy+3W/ (W —W) dy+/ Wdy

1
= / (W —W)3dy + 2W/ (W —W)?dy + W/ W2dy.
0 0 0
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Thus, we have
(3.14)

1 1
R(;(W):—% </ WQdy+2/ Wdy>
0 0
1

92 1 9 1 . 1
+3W/ W2dy+3/ (W—W)3dy+5/ W 3dy — (1—5)/ y(1 — ) |0, W |*dy.
0 0 0 0

2 1 1
4 _
+(1+ 5)/ W2dy + 3W/ (W —W)%dy
0 0

Let
1 1
2y =W, Zy:= (/ (W—W)Qdy>2, E(Z1,Zs) = Z% + 72 + 22,
0

In what follows, we rewrite Rs in terms of the new variables Z; and Zs.
Since

1
/WQdy:Z%—l—ZZQ,
0
and
1 1 L .3
[iwpay< [ (w -+ w) ay
0 0
1 L L 1 L L 1 L L
g/ |W—W|3dy+3|W|/ |W—W|2dy+3|W|2/ W — Wldy + W3
0 0 0

1
< [ W -TWPdy+ 312128 + 314 2] 22 + 21
0

1
< / W — Wdy + 6|21 22 + 4|21,
0

we have

(3.15)
__} 2 2 2 2 2 3 2 3
Rs = 5|E(Zl,22)! + (1 +6)(Z{ +Z3) + 22175 + 321 +60(|121|Z5 + | Z1)°) + P,

where

1 1
(3.16) P = (g + 5) /0 W —W|3dy — (1 — 5)/0 y(1 — ) |0, W|*dy.

For the cubic term in P, we use Lemma 2.8 to estimate

1 1
/0 ’W—/O W‘gdy
1 1 1
< [ s=2n0wpas [ o)+ pa-pw - [ wlay
g/ol 2(1—z)|8ZW|2dz</01(L(y)—|—L(1—y))2dy)1/2</01’W—/;W’?dy)lﬂ

1
=02, [ 41— y)i0,Wdy.

Thus, we have

(3.17)

2 1 )
p<- <1—a— (3+a)022)/ y(1 - 9|, W Pdy.
0
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Since (Z1 +1)2 + Z2 = 1+ E(Z1, Z,), we have
Zy <1+ ‘E(Zl,ZQ)‘
2

Since %9 = % 5 — % ~0.88 < 1, there exists a positive constant 99 < 1 such that

2 —

Then, we take d9 < 1 such that Vé < 4o,

1—5—(%+5)9M>0.

We consider now two cases, whether |E(Z1, Z2)| < min{dy, 61}, or |[E(Z1, Z2)| > min{dyg, 61},
where 97 is the constant as in Proposition 3.2.

Case 1: Assume that
(3.18) |E(Zl, ZQ)| S min{ég, 51}
Then we find that Vo < dg,

1—5—(§+5)922 > 1—6—(§+5>0\/I+min{59,51}
> 1-5—(%+5)0M>0.

Therefore, we use the weighted Poincaré inequality (2.44) to have
2
P< -2 <1 - (g +5)922> Z2.
Therefore, we have

1 2
Rs < —<|B(Z1, )P + (14 0)(ZF + 23) + 22025 + 20 + 66(1 21| 25 + | 44]°)

2 2
_9 (1—5— (3+5)922> 72
1
= —5|E(Zy, Z9)|* + P5(Z1, Zo).

Hence, taking d, < min{dp,1} where Jp is the constant as in Proposition 3.2, and using
Proposition 3.2 with (3.18), we have Rs < 0 for all § < 2 under the assumption (3.18).

Case 2. Assume now that
|E(Zl, ZQ)| Z min{ég, 51}

We now use the assumption
1
/0 W (y)|*dy < Ci,

from which, all bad terms except for fol (W —W)3dy in (3.14) are bounded by some constant
C’l depending on C;. Therefore, we have

1 B ) 1 - 1
Rs <=5 min{dg, d1}? + C; + g(l + 5)/ (W —W)3dy — (1 — 5)/ y(1 —y)|0,W|*dy.
0 0
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For the remaining cubic term, we use Lemma 2.8 to have
1 E—
| ov —may
0
1 o, \3/4 1 3/4 1 3/2
< ([ wa=wiowipa)” [ [ew+za - wi- [l e

< (/01 y(1 - y)\ayW1‘2dy>3/4(/01 ‘L(y) LI y)‘sdy)1/4</01 ’W1 - /01 W1’2d9>3/4‘

Then, using Young’s inequality, we have
9 1 . 1 /1 ) 1 1 2 .3
Jowv=wpay < [y -piawiPay o [ |w- [ a)

3 Jo 2 Jo 0 0

I 5 x
<5 [ y@=yIoWil"dy + C,
0
Therefore,

1 -
R < —= min{dy, 61} +2Ch.

Hence, choosing 02 < min{dg, 1} small enough such that —é min{dy, 8;}2 + 2C; < 0, we
have Rgs < 0.
This completes the proof of Proposition 3.2. O

3.5. Expansion in the size of the shock. We define the following functionals:

Yy(v) = —22_3 /R o p(v) — p(i) [2de — /R d Qo) de - /R aDep(5.) (v — 7.)de

4 01 /R adeh- (p(v) — p(B-))dE,

Bi(v) == ag/Raagﬁsp(vwE)d{,

Buw) 1= g [ aloe) = peo)Pdg + 5 [ alote) ~ s,

20,

Go(v) 1= 0 /R o' Qul5.)de,
D) = /R al0c(p(v) — p(i))Pde.

Note that all these quantities depend only on v (not on k). This section is dedicated to
the proof of the following proposition.

Proposition 3.4. For any Co > 0, there exist €9, 3 > 0, such that for any e € (0,¢9), and
any A, 6 € (0,93) such that e < A, the following is true.
For any function v : R — RT such that D(v) + Go(v)is finite, if

2
9 ~
(3.19) Yol < Cov lip(v) = p(0e) L) < 03,
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then
Res(v) =~ Vo(o) + (1 +6)[ By (v)

+(1+0 (%)) Ba(w)| — (1-6 (;)) Go(v) — (1 — 8)D(v) < 0.

This proposition shows that we can afford an error of order 1 on D(v) and B;(v) (up to
J), but only of order /A on Ga(v) and Ba(v).

(3.20)

Proof. We first impose on (d3,ep) that
93 < min(dy, 1/2), g0 < min(ds, p(v-)/2),

where §, is defined by the Lemma 2.6. That way, the function a is positive, the function
p(¥e) is uniformly bounded, and we can apply the results of Lemma 2.6 on v and w = ..

To simplify the notations, we set ¢ = \/—p/(v_) > 0. This is a fixed quantity which does
not depend on ¢ and A. Note that from (2.27) we have

(3.21) lo + 0| < Ce.

1.9

But, since |t — v_| < Ce, and 02 = —p'(v_) = yp(v_)>"" we have actually:

1 p(e) !

- S < Ce.

(3.22) sup |0 + p/(9:(€))| < Ce, and sup
EER £eR

We now rewrite the above functionals Yy, B, G2, D w.r.t. the following variables
p(0(§)) — p(v-)
(]

Notice that since p(9:(&)) is increasing in &, we use a change of variable £ € R +— y € [0, 1].
Then it follows from (2.23) that a =1 — Ay and

(3.23) w = pv) = p(%:), y:=

a(€) = — p(o:)’ @ _ p(oe)’
bl 7 d¢ [l
e Change of variable for Y;: We decompose the Y, term as follows.

1 /! ~ ! ~ ~ ~
/R o |p(v) — p(52)Pde — /R o' Q(v]5.)de — /R adep(B:) (v — B.)d€

2
20¢

(3.24)

\a—1| S(Sg

Y=~

:;Y2 :ZY3

=Y
1 .
o /R adehe (p(v) — p(ii))de .
=Yy

Using (3.24), we have

2
207

A 1
Y = / wldy.
0

Using (3.21), we get

A 1 1
(3.25) Y] — 22/ dey‘ < Cso)\/ w?dy.
= Jo 0
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Using (2.41) and (2.40) from Lemma 2.6, and [|p(v) — p(9:)|| Lo ®r) < J3 we find

A 1 —1_1 9 1 2
Yz—/p(ﬂs) g wdy‘SCégx\/ wdy.
0 0
Moreover, using (3.22), we find

1 1
(3.26) Yy — )\2/ w2dy’ < CA(eo + (53)/ w?dy.
20 0 0

For Y3, we first write
_1 1
v =0 =p(v) 7 —pte) 7.
Using the Taylor expansion, we find that uniformly in £ and e:
1

(0—) + PP )~ p(i)| < Clp(w) — p() < Cslp(v) — plie)].

Y
Using (3.22), we get
(0= ) + 3 (0(6) = 02)| £ Clea + Ba)o) — o0}
dy

Then, using 9ep(0:) = e3¢ (since [p] =€), and |a — 1| < J3, we have

1 1
(3.27) Y}, — ;2/ wdy‘ < 08(60 + 53)/ |w|dy
0 0
: T 3.517(175)
Using d¢h. = —4 > we have
[l
Vim 5 [y
gz Jo
and so
e [l 1
(3.28) Yy — 02/0 wdy| < Ce(d3 —l—eo)/o lw|dy.

We combine all the terms of Yy, and write the result on the renormalized quantity:

A
(3.29) W .= S

From (3.25), (3.26), (3.27), and (3.28), we obtain:

I\ 1 1 1 1
02621/9—/ W2dy—2/ Wdy‘ < C(go + 83) (/ W2dy+/ |W|dy>.
0 0 0 0

e Change of variable for B; and Bs: We decompose the Bs term as follows.

By= /Ra’lp(v) —p(ﬂg)\2d§+;/Ra”\p(v) — p(0:)|"d¢ .

20,
=:Ba1 =:Baz

At A 1
Bay = — / wdy = / w?dy.
208 0 2|O'5| 0

(3.30)

We first have
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So
\ [l 1 1

Bop — / wzdy‘ < /\5/ w2dy < 553/ wzdy.
20 Jy 0 0

1

1
|Baa| < Ca)\/ w?dy < 0553/ wdy.
0 0

Using (2.28), we get

So, finally:
by 1 1
(3.31) By — / w2dy‘ < 0553/ w?dy.
20' 0 0
Oep(Pe)
For By, using 0¢v. = D) We first have

1 1 ~
&z%mluww@gmmw.

Then, using [p] = ¢, (2.39), A < J3, and (3.22), we have
+ 1
1l < ol [ (Tt (e O 1=
+ 1
< 5|05|/ 7 )| tp(0e) ™ 1+C'(53>w2dy

< eloe| (i|p’(v_)|*1p(v_)*1 +Cleo+3)) /1 w? dy
2y 0
Therefore

o+l
2yop(v-)
Note that the right hand side of (3.31) is small compared to B;. But the main part of By

is big compared to By (as A/e). It will be compensated with the first order term in Go. We
denote

1
(3.32) Bl <e (1+C(ey +53))/ w2 dy.
0

_ op(v-)
7 y+1

This number depends only on v_ and -, but not on € nor \. We gather all the terms of
B and B, and write the result on the renormalized quantity (3.29). Thanks to (3.31) and
(3.32) we find

A2 ay (A 5 o,
(333) 20[7573|62| < 7 g +C(50+ 3) . w dy,

)\2 1
(3.34) 20,25 B < (1+ Cle +53))/ W2 dy.
0
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e Change of variable for Go: We use (3.24), (2.40), and (3.22) to get

1

Go = —0.\ / Q(vli)dy
0
o\ (1

~\—1-1 9 1+'Y/1 ~\—+-2 3
> — d A——— d
> =52 [ ot ety oL [t ety

A ! At At
( — 0553> / wdy — / wdy — 060/ lw|>dy.
20 0 3oy Jo @y Jo

When renormalizing with (3.29), we obtain:

22 a (A ! 2 [t !
(3.35) —20,5G2 < (—J( >+053>/ W2dy+3/ W3dy+050/ W2 dy.
0 0 0

3

v

Note that the very first term in the inequality (3.35) will exactly cancel the divergent term
of By. This is why an expansion to the order three is needed.

e Change of variable on D: To deal with the diffusion term D, we first need a uniform

in y estimate on %. This is provided by the following lemma.

Lemma 3.1. There exists a constant C' > 0 such that for any e < €y, and any y € [0, 1]:

‘ dy/dg _ € < O£,
y(1—y) 2a,
Proof. From (1.10) we have
p({)e)/ _ O—a(f)e o ’U_) + p(/UE) —p(’U_)7
O¢

therefore

d . 1 -

g = Pe) = (02 (0 ) ()~ p(0-)),

£

with

52 — Pv+) —p(v-)
€ vo —vy

Plugging the expression of o2 into the one of 6% and writing the result with respect to
differences of values of functions at . and at the end points v+, we find

sf;; — M ((6(04) = (o) (e = 02) + (p(5) — (o) o 1))
- Ug(vl— ) (p(v4) — p(02)) (B — v-) + (p() — p(v-)) (T — v-)
Fp(Be) — p(v_)) (v — B2) + (p(d2) — p(v_))(Be — v+)>
_ 08(0_1_ — (((04) = p(3)) (B = v) + (p(72) = p02)) (B — 04))

Hence

@ (p(v+) — p(¥e))(p(Pe) — p(v-)) Ve — V- Ve — Uy
“dg oo — vy (5 ! )
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Then, using

y= p(0) — p(v )7 1—y= p(v) _p(va)7
5 €
we have
dy/ds 5 < V- — v_ N e — vy )
y(1—y)  oc(v-—vy) \p(0c) —pv-)  pvy) —p(d:) )
Then
' dy/dg __ p"(v-)
y(1—y) 2p/(v-)?%0
/! /!
< dy/d€ _ p"(v-) P .1
y(1—y) 2p/(v-)?%0 2p'(v-)?loe o
=1 =:1>
We use Lemma 2.2 to have
€ Ve — U Ve — V4 p’(v_)
I, = — + — + v_ —vy)| <Ce
oo — o0 |9 —p(o) T o) —p(@) T 22 )

Since it follows from (3.21) that Iy < Ce?, we get

dy/d "(v_

) | on
y(1—y) 2p/(v-)%o

Since p(v) = v~7, we have

pilv) _ y+1 1

P(v-)20  qopv-)  ay
This ends the proof of the lemma. (|

The diffusion term D is as follows:

(3.36) D= / — \y)|Byw]? (dg)

Thanks to the last lemma, we have

1
D= -n [ el(5)d
1
> (1-N)(/Ca,) - C) /0 y(1 — y)|oywldy

c 1
> e (1=Cloat) [ (1 = ploufy.

200,

After normalization, we obtain:

)\2 1
(3.37) 20, 5D < ~(1-Cleo + 53))/ y(1 = )[0,W|2dy.
0

e Control on W: Using (3.19) and (3.30), we find that

1 1 1 1
/W2dy—2/Wdy‘§C+C(5g+63)</ Wzdy+/ ]W\dy).
0 0 0 0

1 1 1 1
/Wdy g/ ]W\dyg/ W2dy + 8.
0 0 8 Jo

But
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Hence

1 1
/WQdy§2/Wdy
0 0

if 9 and d3 are chosen small enough. Hence there exists a constant C7; > 0 depending on
C3, but not on € nor £/\, such that

1 1 1 1
+C+C(g9+63) (/ WQder/ \W|dy> §C+24+2/ W2 dy,
0 0 0

1
(3.38) / W2dy < Cy.
0

Note that we cannot expect any smallness on this constant.
e Control on the |Y;|?> term: We have

924 /\j Yy |” _ 20
K 63 653 (5304

For any a,b € R, we have

2
o2\
5 Ty

e

\/ﬁ(b—a)g(b—a)2+b—2

b
¥ —a?=—-(b—a)?+2b(b—a)=—(b—a)®+2— R

V2
So

b2
—a? < —— + |b — a]Q.
2
Using this inequality with

o2\ 1 1
T?YQ’ b—/ WQdy+2/ W dy,
0 0
and using (3.30), we find

AQ |Y|2 a 1 1
-2 2| e <—7/W2d 2/ Wd
a'y <€3> 653 - 530’4 0 y + 0 Y
C 1 1 2
+— (g0 + 03)? (/ W2dy+/ ywydy) .
03 0 0

2

1 1 2 1 1 1
(/ W2dy+/ ]W\dy) < /Wzdyﬂ// |W |2 dy gc/ W2 dy.
0 0 0 0 0

So, restricting €p such that g9 < d3, we have

)\2 Y, 2 1 1
(3.39) —2%()‘ ol < 0‘74 / Wzdy—i-Q/ W dy
0 0

g3 b3 _(530'
e Conclusion: For any ¢ < d3, we have

a =

2

Using (3.38), we have

2

1
+ Cd3 / W2 dy.
0

Res(0) < == Vo) + (1+ 89 Ba(0)
3

+ (1465 (5)) B)l = (1= 83 (5) ) Galw) — (1 = ) D(w).
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Multiplying (3.37) by (1 —d3), (3.35) by 1 —d3(e/)), (3.34) by 1+ d3, (3.33) by 1+ d3(g/A),
and summing all these terms together with (3.39), we find (remember that g9 < d3 and

/A< 1);
20, <§> Res(v)

1 1 1
< - w?2d +2/ Wd>
0753 </0 Y 0 Y

2 1 1 1
+3/ W3dy+053/ |W|3dy—(1—053)/ y(1 —y)[0,W|* dy.
0 0 0

2

1
+ (1 +053)/ W2 dy
0

Let us fix the value of the J2 of Proposition 3.3 corresponding to the constant C; = C of
(3.38). - B
Consider ¢ = max(Cy, C')d3, and choose d3 small enough, such that 0 is smaller than 6.

Then we have
)\2
20 <€3> Re5(v)

1 1 1 2 1
g—(/ W2dy+2/ Wdy) +(1+62)/ W2 dy
52 0 0 0

9 1 1 1
i [ Wiy s [IWPdy - (- 8) [y - 9)lo, W dy = Ry ()
0 0 0

Then from Proposition 3.3, we have Rs, (W) < 0. Therefore R, s(v) <0, for any A, 6 < d3,
e < gg with e < A, and any v such that D(v) 4+ Ga(v) is finite, and verifying (3.19). O

3.6. Truncation of the big values of |p(v) — p(?.)|. In order to use Proposition 3.4 for
proof of Proposition 3.1, we need to show that the values for p(v) such that [p(v)—p(0.)| > 03
have a small effect. However, the value of d3 is itself conditioned to the constant C in the
proposition. Therefore, we need first to find a uniform bound on Y, which is not yet
conditioned on the level of truncation k.

We consider a truncation on |p(v) — p(9.)| with a constant k£ > 0. Later we will consider
the case k = d3 as in Proposition 3.4. But for now, we consider the general case k to
estimate the constant C5. For that, let 1 be a continuous function defined by

(3.40) Yi(y) = inf (k, sup(—k,y)) .
We then define the function vy uniquely (since the function p is one to one) as
p(vk) — p(0e) = Yr(p(v) — p(0e)).
We have the following lemma.
Lemma 3.2. For a fired v— > 0, u_ € R, there exists Ca, ko, 9,9 > 0 such that for any
e < eo, /A < 8o with X < 1/2, the following is true whenever |Y (U)| < &2:
~ 2
(3.41) / |a'||h — he|? d¢ +/ la’|Q(v]v.) dE < c<,
R R A

2
(3.42) 1Y, (75| < 02%, for every k < ko.
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Proof. e Proof of (3.41): We first use (2.32) to estimate

343
/|a (U0 ds>/| df+cl/ ra'|\v—ﬁe|2+c2/ @/l — ..
<3v_ v>3v_

On the other hand, using [ a'n(U|U.)dE = =Y + |z adeVn(U.)(U — U.)d€ in (2.21), and
Y| < %, we have

/ @/ |n(U|T)dé < &2 + / 0Vn(0.)||U — Telde.
R R

Then, since |9:Vn(U.)| < C|oep(3:)| = C£ $la| by (2.31), we have

/ a/ (U0 de
R

§52+C€/ |/ ||U — U.|d¢
AJr

<e?+0s l/||v — | de
A v>3v_

€ Ny — 5 |2 ey _ 7 |2 1/2 / ' 1/2
+CA</U<3U | - | d§+/R\aHh pefas) ([ Jalae)

Since it follows from (2.1) that

/ _i ~ i / ~/
[ wttde =2 [ oeptalas < 2ol [ (e < o,

using Young’s inequality, we get that
(3.44)
/ 00104

1 B 2
<2+0% |a/]|v—®g\d§+cl/ |a’||v—17€|2d§+/ /||l — he|?de + O
)\ 2 v<3v_ 2 R )\

v>3v_

Now, taking 9 < 1/2 such that $ < dy < 1/2, and then combining the two estimates (3.43)
and (3.44) together with 2 < C<, we have

/ |h — Bz—:|2 l o~ 2 / o~ i
(3.45) |a’| d¢ + la'||v — o |* + la'||v — 0| < C—.
R 2 v<3v_ v>3v_ A

Applying the above estimate to (3.44), we complete (3.41).
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e Proof of (3.42): First of all, we have

¥, (o)) =\ L [ ot — sl Pde — [ aandaie

2
207

/ adep(5.) (T — 2)de + - / adehe (p(x) — p(T))dé

<c [ 1@l - ol |2ds+/|a\c2 ouli.) d
—Il
13
c [ 1| (1o — ool + () — pl(2)] ) de .
+C [ 1ol (1on = 5l + o0) — o)) e

=:1s

Let us fix kg = 04/2 of Lemma 2.6. Then, for any k < ko, we have |p(vy) —p(0:)| < k < %*.
Thus using (2.42) with ¢g < 1, we have

nL<c /R 10/ Qo 5.) de

Using (2.32) and (2.42), we have

I < \/ LG) !a’\dﬁ\/ [ w11 = + (o) = p(0)) e
<c\/§\/ [ @) ae

Notice that since the definition of v implies either 0, < v < v or v < U < 7., it follows
from (2.33) that

Q(v]v:) = Q(vk[0e).
Therefore, using (3.41), there exists a constant Cy > 0 such that

2 2
Y,(m)| < C /R |a’|Q(v|ﬁE)d§+C\/§\/ /R @1Q(u]5.) € < G

0

We now fix the constant d3 of Proposition 3.4 associated to the constant Cy of Lemma
3.2. Without loss of generality, we can assume that d3 < k¢ (since Proposition 3.4 is valid
for any smaller d3). From now on, we set

U 1= Ug,, U := (v,h).

Note that from Lemma 3.2, we have

(3.46) Y,(0)] < G-
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We will use the notations G, Go, D to denote three good terms of G, that is G = G +Go+D
where

G(U) =2 /Ra/<h e p(v) ;p(U€)>2d§,

(3.47) G2(U) =05/Ra’Q(v!®s)d€7
D) = /R ale(p(v) — p(i.)) Pde.

We first notice that since p(v) — p(9¢) is constant for v satisfying either p(v) — p(0:) < —d3
or p(v) — p(0e) > d3, we have

D(U) :/Ra|af(p(v)_p(ﬁs))|21{|p(v)—p(65)|§53}d£'

We also note that

Ip(v) — p(v)] = |(p(v) — p(2e)) + (p(Te) — p(v))|
(3.48) = (Y5, — I)(p(v) — p(7e))]
= (Ip(v) = p(Be)| — 93)+-

Therefore,
D) = [ aloc(r(e) - plo.) P

= / alde(p(v) = p(0)) P (L{jp(w) —p(o) <05} T Llp(o)—p(oo) 585} )€
(3.49) .
=D(O) + [ aldc(o(v) (o)) e
> /R ale(p(v) — p(9)) e,

which also yields

(3.50) D)~ D) = [ altelolo) ~plo) > 0.

On the other hand, since Q(v]5.) > Q(7]5.), we have

(351) I [ 101Q(uI5)d = Go0) - Ga(0) = Iee] [ 1a'l (@) — Qo) d 0.

We will first show the following lemma.
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Lemma 3.3. There exist C,ep,d9 > 0, such that for any e < g9, €/ < by, and A < 1/2,
the following is true whenever |Y (U)| < 2:

62

(3.52)  0<Go(U)—Go(U) <Ga(U) < OXa
! — p(v)|? a'||p(v) — p(v €

(3.53) /R @ llp(v) — p(@)]? d + /R @/ llp(v) — p( )!dfgc\gD(U),

330 [ 1)~ pE) ~ (6) — p(a.) | de < o\ﬁmw,

(3.55) /R @[ |p(o]5e) — p(ofa2)] dé + /R a/] |Q(v]5.) — Qo) de + /R a/||o — 7] d

€ _
<0\ [3p0) + @) - Ga(0).
Proof. We split the proof into several steps.
Step 1: The estimate (3.41) with (3.51) gives (3.52).
Step 2: Note first that since (y — d3/2)+ > d3/2 whenever (y — d3)+ > 0, we have

W= b)Y (2, g

B30) (=31 < (= /D Lpy0) < (0= 02/ <2

Hence, to show (3.53), it is enough to show it only for the quadratic part, with v defined
with 03/2 instead of d3. We will keep the notation @ for this case below.
Step 3: Since |d'| = (\/e)|vL], thanks to (2.2) and (3.41), we get
1/e _ 2¢ / -
2 [ Qulias < gt Qi) ds

—1/e
2

€€ £\2
< o5 =c(5)
- Ae A
Hence, there exists & € [—1/e,1/¢] such that Q(v(&),7-(&)) < C(e/A)%. For & small
enough, and using (2.42), we have
€

|(p(v) = p(:))(&0)] = C5
Thus, if dg is small enough such that Ce/\ < §3/2, then we have from (3.48) that

(p(v) — p(v))(&0) = 0.
Therefore using (3.49), we obtain that for any ¢ € R,

13
(p(v) — p(@))(€)] = \ [ actpt0) vt dc'
(3.57) < \/\§|+|§0\\/ [ Joctote) | ac

gcwm+éwpwy
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For any ¢ such that |(p(v) —p(v))(£)| > 0, we have from (3.48) that |(p(v) — p(vc))(&)| > 6s.
Thus using (2.36) and (2.32), we have Q(v(§)]9:(£)) > «, for some constant o > 0 depending
only on d3. Hence

Q(vlve)
(3.58) Lp()-p@)>0} <~
In the next computation, we split the integral in two parts, and use (3.57)-(3.58) to have
¥
[ lipto) = poP i < [ ot - pofacs [ s 19(0) = 00
s
< sup  [p(v) — p(o)|? / 10 L () -p(e) 150y d€
v W

+01><U>/|| s (19+2) a

< opW (\/:3/| Qi) d£+2/| [\a||£|d£>

Therefore we have
[ 1) - de < €500,

Indeed, using (3.41) and (2.1) (recalling |a'| = (A/e)|?L]), we have

2 € —celg]
/|a||p p()[2 d¢ < CD( )<\[A“€/g|z;@e |€!d£>,

and for the last term, we take Jp small enough such that for any €/\ < dy,

—eelélje) ge — —elel A slel e _ 2A s /A \/>
AE/I&IZl\/Ze €l de 5/|sz\/§e |§\d5§€/m2[ de = e |

As mentioned in Step 2, recall that v = v;, /5 in the above estimate. Then using (3.48),
we have

/ 1@/ |lp(v) — p(s,) |2 dé = / @/|(1p(v) — p(E)] — 63)2 de
< [ 1010p(e) = (0] ~ 80/ d

= [ 1lpt0) - p(as )7 d§<CD<U>\E

Likewise, using (3.48) and (3.56) with y := |p(v) — p(?:)|, we have

_ e
[ lpto) = pioslag < 2 [ ilipto) = p(os, ) ds < D@5

Hence, we obtain (3.53).
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Step 4: We use |p(v) — p(0¢)| < d3 and (3.53) to show
/ 10/] |lp(v) — p(@) 2 — p(D) — p(5:)]?] de
R
< / @/ l1p(v) — p(@)Ip(v) + p(B) — 2p(5.)] dé
R
< / @/ llp(v) — p(8)] (1p(v) — p(8)] + 21p(D) — p(32)]) dé
/ @] (Ip(v) — p(®) + 285lp(v) — p(o)]) deé

which gives (3.54).

Step 5: First, since v, € [v_/2,v_] for g9 small enough, it follows from the definition of the
relative pressure (2.19) that

p(v]te) — p(o0:)] = [(p(v) — p(V)) — P/(¥e) (v — V)| < |p(v) — p(0)| + Clv — ).
Thus,

/|aup<vm> p(o]5:) d5+/ a/|Jo — 7] de
<c/|ar|p |d£+o/|a||v—v|d5

To control the last term above, we use (2.34) as follows: If |[v — 9| > 0, we have from the
definition of o that |p(v) — p(v:)| = d3. Then using (2.36), we find

0 — 9| > min(cy 'd3,v_ /2 — £p).

Taking 0, in 2) of Lemma 2.4 such that ¢y < §,/2 and min(cglég,v,/Q —£0) > 04, We use
(2.34) with w = 9, v = v and v = v to find that there exists a constant C' > 0 such that

C|U - 'U| < Q(UWE) - Q(T]H}a)'
Therefore, using (3.53) and (3.51) , we find

/R 1a/| p(o]3e) — p(a]32)] dé + / a'llo — 5| de
<c /R 1d/||p(v) — p(@)| dé + C / Q) — Q(ofi)) de
< CD<U>\E  CLGa(U) — Go(0)].

This together with (3.51) completes the proof of (3.55). O

We first recall Y in (2.21) as

Y:_/R /|h— h‘2dg /aQ d§+/ <—8§p(z7€)(v—6€)+8§ﬁ5(h—h5))d§.
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We split Y into three parts Yy, Y} and Y] as below: Y} consists of the terms related to v — 7.,
while Y}, and Y; consist of terms related to h — h.. While Y}, is quadratic in U, the term Y;
is linear in h — h.. More precisely, Y can be decomposed as

Y=Y, + Y+,

where
1
202

+;€éaQ%QMO—ﬂ%D%a

Y, = 1 /Ra’<h — he — p(v) = p(te) p(ﬁe)>2d§ _ L /R d (p(v) — p(o:)) (h — he — p(v) = p(o:) —p(v5)>d§'

O¢ O¢

= d|p(v) — p(0)12dé — | d’Q(v|o — [ a V) (v — v
Y, = /R Ip(v) — p(6.)|2de /R Qolo.)de /R Depl:) (v — ) de

Y = /Raagfle(h — he — W)dﬁ.

Notice that the first part Y, is independent of h, and Y,(U) was used to absorb the bad
term B in Proposition 3.4, while Y} and Y] are useless because B does not depend on h — h..

Therefore we need show that Y, (U) —Y,(U), Y3(U) and Y;(U) are negligible by other terms.
We now prove the following lemma.

Lemma 3.4. There exist constants dg, 9, C, C* > 0 such that for any € < €9, and any
A < 1/2 with e/ X < &y, the following statements hold true.

1 For any U such that |Y (U)| < &2,

(3.59) B(U) - B(U)] < C\/§D(U) +C§[92(U) — Ga2(U)],
(3.60) IBU)]| < C*f + C\ED(U).
2 For any U such that |Y (U)| < €% and D(U) < &5,
GO W) - @)+ ) < 05
(3.62) Y, (U) = Y,(U)| + |Y5(U)| < C\/§D(U) + C[G2(U) — G (1))

by eN1/4

n (E>1/491(U)+C()\> "),

(3.63) YOI < Saw)

Proof. We split the proof in several steps.

Step 1: Recall the bad term B in (2.21). Using (2.39), (2.42) and || + |a”| < Cld/|, and
then (3.41), we have

2
(3.64) B(U)| < C/R\CL’IQ(v!@a)dE < C/RIG/IQ(U\@E)dé < C*%'
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Moreover, using (3.54) and (3.55) together with |07| < C%|d’|, we have

_ £ £ _
BU) - BO)| < CDO) 5 + O516:(0) ~ Ga(0)L
Combining the above two estimates together with (3.52), we have (3.60).

Step 2: We show (3.61) as follows: Using (3.53)-(3.55), we have
(3.65)

Y,(U) - Y,(0) < C / @1 Jlp(w) () — p(5) ] + |Q(l) — Qafa)|
+ v =3 +Ip(v) —p<a>|) d

< c\/fp(w L+ C(Go(U) — Ga(D)).

Then using (3.52) and D(U) — D(U) < D(U) < Ce?/A, we have |Y,(U) — Y,(U)| < Ce?/\.
Next, recalling G; in (3.47), we have

Y:(U)| < CGi(U) +C/R |a'[[p(v) = p(T:)|* d€ < C(G1(U) + [BU))).
Since
0)< [ 10 (11 = Bel? + o) = p(52) ) de,
using (3.41) and (3.60), we have |Y,(U)| < Ce?/.

Step 3: We first estimate the term [ a(p(v) —p(9e))(h — he + (p(v) — p(e)) /o) dE in Y using
Young’s inequality with €/ as follows:

[ (h e+ (000) — p(5.)) /o) de

3 /4
s() 6u(0)+ ¢ (5)" [ 1allote) ~ piee)?as.

Since (3.59) and the first inequality in (3.64) yleld

[ Wl = @) ds < 1B(©) - BO)| + BO)
3 € _ _
< C’\/:D(U) + C’X[QQ(U) —G2(U)] + CG2(U),

we have

| [ o0) = 562 (1= e + (60) — p(0)/ ) e
A\ V4 € € _ 1/4 _
<(2) aw+o\5o0+ law) - ao)+ o (5) e

Therefore, this estimate together with A/e > ;' > 1 and (3.65) implies
Yy (U) = Yo (U)] + [Yp(U)]

gc\/fmmw[g?w)—gz(mw(j)mglww ()" w0,
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which proves (3.62).

Step 4: Using Cauchy-Schwartz inequality together with |hL| < C£|d/|, we find

pi < (5)° [ [1a1de] [ 1=t + 600 - paorae < 05 o),

which gives (3.63). O

3.7. Proof of Proposition 3.1. We now prove the main Proposition of the paper. We
split the proof into two steps, depending on the strength of the dissipation term D(U).

Step 1: We first consider the case where D(U) > 4C*§, where the constant C* is defined
as in Lemma 3.4. Then using (3.60), we find that for dy small enough,

2
Ry =~ DE 4 (14 005) 180 - 9w) < 280) - (W)
2
< 20*% + (20\/§ - 1> D(U)
Le2 1
< 20" - SD(U) <0,

which gives the desired result.

Step 2: We now assume the other alternative, i.e., D(U) < 4C*§.
We will use Proposition 3.4 to get the desired result. First of all, we have (3.46), and for
the small constant d3 of Proposition 3.4 associated to the constant C of (3.46), we have

Ip(v) — p(9e)| < 6.
Let us take dy small enough such that dg < 5§. Using
Y,(U) =Y (U) = (Yy(U) = Yy (U)) = Y3 (U) = Y,(U),
we have
Yy(O)]? <AY (U)]? + 4]V, (U) = Yy(U)]? + 43 (U) * + 4|, (U) [,
which can be written as
—AlY (U)P < =Y, (U)P +41Y,(U) = Y,(U)]? + 4Y3(U)|* + 4|Y1(U) .

Thus we find that for any ¢ < g9(< d3) and €/ < dp,

2
R < - (14 52) 1501 - 60)
< OE | (1450%) IBO) - 6a(0) - (1 - s5y2(0)
o Y (0) = @) + MO + 5 O

+ (1 + &é) IB(U) — B(U)| = (G2(U) — G2(U)) — G1(U) — 65D(U).
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the bound of (3.62) to find

LY, (U) = Y, (0)2 + —|¥(U))?

vl
€d3
< 215)" 2w + 5@ - 6o + (5) s+ (5)" 50.0)

< c5® [D(U) +(G2(U) = G2(U)) + G1(U) + Agz(U>]

Using also (3.63) and (3.59) together with (3.50), therefore we find that for §p small enough
with dg < (5§,

o) =)< -0 (1455 1m0 - (1-55) 60) - 1 - 800,

Since the above quantities Y,(U), B(U) = B1(U) + Ba(U), Go(U) and D(U) depends only
on v through U, it follows from Proposition 3.4 that R(U) < 0. Hence we complete the
proof of Proposition 3.1.

APPENDIX A. PROOF OF LEMMA 2.7
We show the following lemma which contains Lemma 2.7.

Lemma A.1. Let

4 46 3/2
g(x) =2z — 222 — 33+§(—5L‘2—25L‘> ,

where § = /5 — ? ~ 1.308. The following statements are true.

1 For any x € [-2, —1+2f], g"(x) > 0.

2 For any x € (_1+T\/§’ -1}, ¢'(z) > 0.

3 The function ¢' has exactly two roots x1 and xo on [—1,0]. The smaller one xq
belongs to (—1+4+/2/2,—14+/3/2), and is the only local mazimum of g on (—1,0).

4 The function g is negative on (—2,0).

The point 4 is the result of Lemma 2.7.

Proof. Step 1. Note that
—2? -2z =1-(1+2)%

This function is increasing on (—2,—1). So, for =2 <z < _1+72\/§ we have
1 1 3
(A1) 1—(1+x)2§1—4(1—\/3)2=1—4(1+3—2\/§)=\2[.
Then we have
/
g(;) —1-22—222—20(1+2)\/1— (1+2)2

Vi
g(x):—2—4:n—49«/1—x—|—1 2 4 20

2 1—(z+1)2



46 KANG AND VASSEUR

So, thanks to (A.1), if —2 <z < —12—‘6:
g"(x) V3 2
> —2—4x — 40\ — + 20| —.
5 2 x 0 5 + 26 7

2 | 41
49 ?me 2 906> 21, ana - LTV 41

But we have

V3 2 4
Therefore:
g”é:ﬂ) > —4.1—4x >0, whenever —2 <z < —1 +2\/§.
This proves the point 1 of the lemma.
Step 2. We have
(A.2) g (x)=2—4x —42* —40(z + 1)/1 — (1 4+ z)2.

=thi(z) =:ha(x)

Note that —1+T‘/§ and —1_2—\/5(> —1) are the two roots of hy. Therefore hy > 0 on
(—1‘5—\/3, —1]. The function x + 1 is non-positive on this interval, so we have also hy < 0 on

the same interval. Therfore ¢’ > 0 on that interval. This proves the point 2.

Step 3. For any root z of ¢/,
P(z) := (hi(2))? = (ha())® = 0.

Note that P is a polynomial of order 4, so it has at most 4 roots. Using special roots of hy
and hg, we find that

143

P(=2) = (n(-2))*>0, P ( 5

) = —(he)* <0,  P(=1) = (m(~1))2 > 0.

Hence P has at least two roots on (—2, —1). Therefore P (and ¢’) cannot have more than
2 roots on [—1,0]. However:

g (-1+v2/2)=2(v2-0) >0, ¢(-1+V3/2)=(2-30)V3-1<0, ¢(0)=2>0.

So ¢’ has exactly two roots in [~1,0]. One root z is in (=14 v/2/2, —1 ++/3/2) and the
other root x5 is in (—14+/3/2,0). Moreover, g is increasing on (—1,z1) and on (2, 0), and
decreasing on (z1,z2). Hence, g has a local maximum at x; and a a local minimum at xs.

Step 4. The function g is continuous on [—2, 0], so it attains its maximum on this interval.
Assume that this maximum is reached at =, € (—2,0). At this point it verifies both
g (zs) =0 and ¢"(x«) < 0. From Steps 1 and 2, we have x, € (—1,0). But from Step 3, we
have z, = 71 € (—14+1/2/2, -1+ /3/2).

Let us consider

hi(x) =4 —8(1 + ),

V1= (14 z)2h(x) = 40(1 — 2(1 + z)?).
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We see that these functions are decreasing on (—1 + v/2/2, —1 + v/3/2), and non-positive
at —1 4 /2/2, that is,

for z € (—=14+v2/2,-1++3/2), hli(z) <0 and hY(z)<0, fori=1,2.

Since ¢(0) = 0, and g(z1) is supposed to be a global maximum, we have g(z1) > 0 and

g () dy =g(21) — g(=1+ =37) = —g(~1+ =) > 0.107.

I:/‘“ V2 V2

1+42

But using the monotonicity of b} and hf, and h'(x1) = hb(z1) (since ¢'(z1) = 0), we have

1= /%1 (h1(y) = hay(y)) dy < (21 — (=1 +V2/2)) (M) (=1 + V2/2) — By(x1))

1+¥2

= (21— (=1 +V2/2))(h) (-1 + V2/2) — B} (a1))

< VBB (<14 VB — (-1 4 V3 2))
Since
‘[2‘@ <02, hi(-1+ \f) —hi(—2+ 2‘?) =2v2-2(V3 - %) < 0.4,
we have

I <0.08,

which contradicts with I > 0.107. Hence g reaches his maximum only at 0 or -2. Since
g(—2) = —4/3, and ¢(0) = 0, therefore

g(x) <0 for every x € [—2,0).

APPENDIX B. PROOF OF LEMMA 2.9

Let {P, : [-1,1] — R},>0 be an orthonormal basis of the Legendre polynomials, that
are solutions to Legendre’s differential equations:

(B.3) % ((1 — xQ)%Pn(x)) = —n(n+1)P,(z),

and satisfy the orthonormality in L?[—1,1], i.e., f}l P,P; = §;; and fil P =1.
Then, for any w € L?*[—1,1], we have w = > 2 ¢; P, ¢; = f_ll w(z)P;(z)dx.
1

In particular, we see that Py(x) = oL thus cgPy = % fil wdx =: w, which is an average of
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w over [—1,1]. Then, since w —w =Y .2, ¢;P;, using (B.3), we have

1 1 / 1 ! _
/1(1 — 2| |?dx = — /1 ((1 - a:2)w') wdx = — /1 ((1 - xQ)w) (w — w)dz

1 /
= — ZZ/ cz'<(1 - xQ)P;) ¢; Pjda
i>15>17 71
1
= Z Z/ cicji(i + 1) Py Pjdx
i>1 j>17 1
1 1 1
= Z/ i(i +1)c? Pdx > 2 Z/ P dx = 2/ (w — w)?dz.
i>1 71 i>1 71 -1

Therefore, we have

By

1 1
1
/ (w — B)2dz < / (1 22)|w'[2da.
. 2/,
a change of variable as W (z) := w(2x — 1), we have

1 1
/ (W — W)2de < ;/ #(1 — )| W' 2de,
0 0

where W = fol Wdzx.
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