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Abstract. Let f : X — X be a continuous dynamical system on a compact metric space X
and let @ : X — R™ be an m-dimensional continuous potential. The (generalized) rotation
set Rot(®) is defined as the set of all u-integrals of ®, where u runs over all invariant
probability measures. Analogous to the classical topological entropy, one can associate
the localized entropy H(w) to each w € Rot(®). In this paper, we study the computability
of rotation sets and localized entropy functions by deriving conditions that imply their
computability. Then we apply our results to study the case where f is a subshift of finite
type. We prove that Rot(®) is computable and that H(w) is computable in the interior of
the rotation set. Finally, we construct an explicit example that shows that, in general, I is
not continuous on the boundary of the rotation set when considered as a function of @ and
w. In particular, I is, in general, not computable at the boundary of Rot(®).

1. Introduction

1.1. Motivation. Frequently, the trajectory of a particular orbit of a dynamical system
is difficult, if not impossible, to determine. For instance, computations may be
sensitive to the accuracy of the initial conditions. This difficulty motivates the study of
statistical properties of the system. In this approach, one typically considers averages
or similar statistical computations of measurements performed at different times. The
mathematical theory supplies several objects and invariants, such as the entropy, pressure,
and characteristic exponents, that give insight into the statistical behavior of a system.
In this paper, we study integrals of (vector-valued) potential functions with respect to
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measures invariant under the dynamics. In particular, we prove computability results for
the set of integrals of these potential functions as well as their localized entropies.

To illustrate the computational challenges of this approach, we consider the dynamical
system given by the doubling map, i.e., f:[0, 1) — [0, 1), where f(x) =2x (mod 1).
Since computers use binary arithmetic, the standard number types on a computer (such
as floats or doubles) represent dyadic rational numbers, i.e., elements of Z[%]. Since
these numbers have finite binary expansions, a straight-forward calculation shows that
each dyadic rational number in [0, 1) is eventually mapped to O under iteration. Therefore,
computational experiments with dyadic integers might lead to the incorrect hypothesis
that O is an attracting fixed point that attracts all x € [0, 1). Alternately, if one were to
symbolically represent rational numbers, such experiments might lead to the incorrect
hypothesis that every point in [0, 1) is preperiodic. On the other hand, with computability
theory, we study the behavior of x € [0, 1) \ Q even though we may only compute the
behavior of preperiodic points. In this simple example, it is possible to use symbolic
tools to study the behavior of more points, such as the roots of polynomials with integral
coefficients. Since this may not be possible in more sophisticated systems, we do not
address such computations here.

The main idea behind computability theory is to represent mathematical objects,
e.g., points, sets, and functions, by convergent sequences produced by Turing machines
(computer algorithms for our purposes). We say that a point, set, or function is computable
if there exists a Turing machine that outputs an approximation to any prescribed accuracy;
for additional details, see §2.1 and [54]. Using convergent sequences of points instead of
single points allows one to study the behavior of a larger class of objects by increasing
the precision of an approximation to the initial conditions, as needed, to adjust for the
sensitivity to the initial conditions.

In this paper, we study the rotation set, i.e., the set of integrals of potential functions
with respect to all invariant measures, and the localized entropy function on the rotation
set. We provide conditions so that the rotation set and the localized entropy function are
computable, i.e., can be algorithmically approximated to any prescribed accuracy. Rotation
sets are natural extensions of Poincaré’s rotation number for circle homeomorphisms and,
more generally, of pointwise rotation sets for homeomorphisms on the n-torus; see [41].
Rotation sets play a role in several parts of ergodic theory and dynamical systems, and they
have been studied recently by several authors; see, e.g., [5, 6, 21, 24, 25, 33, 38, 39, 41,
60]. These studies include applications to higher-dimensional multi-fractal analysis; see,
e.g., [1] and the references therein, ergodic optimization [21, 34], and the study of ground
states and zero-temperature measures [40].

Our results apply directly to subshifts of finite type (SFTs). For these systems, we
prove computability of the rotation set Rot(®) for a continuous potential & and the
localized entropy H(w) for all w € int Rot(®). Our results extend, immediately, to
systems that can be modeled (via a computable conjugacy) by a symbolic system. Prime
candidates of systems for which one might be able to establish the computability of
the conjugacy are uniformly hyperbolic systems with a computable Markov partition
and certain parabolic systems; see, e.g., [2, 9, 55]. Other potential applications include
systems that can be exhausted by sufficiently large sets on which they are conjugate
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to symbolic systems. Prime candidates of systems with this property include certain
non-uniformly hyperbolic systems, e.g., [23], systems with shadowing [26], and systems
with discontinuous potentials, e.g., the geometric potential in the presence of critical
points [45].

In the literature, there are several recent papers that study invariant sets, topological
entropy, and other invariants from the computability point of view. The computability
of Julia sets has been particularly popular; see, e.g., [3, 4, 9-13, 16, 17]. There are
several results about the computability of certain specific measures; see [3, 18] and
the references therein. These papers include computability results for maximal entropy
or physical measures, and the numerical computation of entropy and dimension for
hyperbolic systems; see, e.g., [35] and [36] and the references therein. Furthermore,
there are studies in the literature concerning the computation of the topological entropy
or pressure for one- and multi-dimensional shift maps; see, e.g., [27, 28, 43, 44, 52, 53].
To the best of our knowledge, our work is the first to establish the computability of an
entire entropy spectrum within the space of all invariant measures.

1.2. Background material from dynamical systems. In this section, we introduce the
relevant material from the theory of dynamical systems. Our main objects of study are
rotation sets and their associated entropies.

Let f: X — X be a continuous map on a compact metric space X. Let M denote
the space of all f-invariant Borel probability measures on X endowed with the weak*
topology. This makes M into a compact, convex, and metrizable topological space. Recall
that ;. € M is ergodic if every f-invariant set has measure either zero or one. We denote
the subset of ergodic measures by Mg C M.

We denote the set of all periodic points of f with smallest period n by Per,(f). We
also call n the prime period of x € Per,(f). Moreover, Per(f) = J,~; Per,(f) denotes
the set of periodic points of f. The elements of Per;(f) are the ﬁerl points of f. For
x € Per, (f), we denote the unique invariant measure supported on the orbit of x by py =
(1/n)(8x + -+ -+ 8 pn-1(r)). We also call i, the periodic point measure of x. Moreover,
we write Mper = {1y : x € Per(f)}. We observe that Mpe C ME.

Throughout this paper, we assume that f has finite topological entropy (see, e.g., [56]
for the definition of topological entropy). Given an m-dimensional potential & =
(@, ..., D,) € C(X, R™), we denote the generalized rotation set of ® with respect to
f by Rot(®) = Rot(f, ®) defined by

Rot(®) = {rv(n) : p € M},

rv(,u):(/fbld,u,...,/d)mdu)

denotes the rotation vector of the measure . Given w € Rot(®), we call the convex set
Mo (w) = {u € M : rv(n) = w} the rotation class of w. It follows from the definition that
the rotation set is a compact and convex subset of R™.

The relevance of rotation sets for understanding the behavior of dynamical systems can
be seen by considering a sequence of potentials (®)x that is dense in C(X, R). Let R,

where
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be the rotation set of the initial m-segment of potentials, i.e., R, = Rot(®q, ..., ).
It follows, from the Riesz representation theorem, that the rotation classes of the rotation
sets R, form a decreasing sequence of partitions of M whose intersections contain a
unique invariant measure. Therefore, for large m, the set R, provides a fine partition
of M and acts as a finite-dimensional approximation to the set of all invariant probability
measures. We say that (R,,),, is a filtration of M.

We say that (®g,),, where &, € C(X, R™), is an approximating sequence of ® if ¢,
decreases to 0 as n — oo and || P, — P|lcc < &, for all n € N. Here, || - || denotes the
supremum norm on C (X, R™). One may, instead, work with a sequence &, — 0 and pass
to a subsequence of strictly decreasing &, when necessary. We leave the details to the
reader.

Next, we define the localized entropy of rotation vectors. Following [33, 38], we define
the localized entropy of w € Rot(®) by

def
H(w) = Ho(w) = suplh, (f) : € Mo (w))}.
Here, h, (f) denotes the measure-theoretic entropy of f with respect to p (see [56] for

details). We consider systems for which the entropy map w > h,(f) is upper semi-
continuous on M; thus, there exists at least one u € Mg (w) with
hu(f) =H(w).

In this case, we say that u is a localized measure of maximal entropy at w. Next, we
discuss some regularity properties of J{. Clearly, the upper semi-continuity of the entropy
map implies the upper semi-continuity of the localized entropy function H. Furthermore,
since u > h,(f) is affine, w — H(w) is concave and, thus, continuous on the (relative)
interior of Rot(®), i.e., the interior of Rot(®P) as a subset of the smallest affine space
containing Rot(®). Many of our results and theorems can be extended to the case of the
relative interior of Rot(®). We leave the details to the interested reader, but note that the
results of Lemma 3.7 would need to be assumed. We refer the interested reader to [48]
for details. The function J{ is continuous on any line segment in Rot(®); in particular,
H is continuous if m = 1. We refer the interested reader to a recent result [S9] by the
third author that establishes the possibility of w — H{(w) having discontinuities on the
boundary of Rot(®) for m > 2. On the other hand, a classical result of Gale, Klee and
Rockafellar [19] guarantees the continuity of the localized entropy function on the entire
rotation set provided Rot(®) is a polyhedron. We note that the case of polyhedral rotation
sets actually occurs in relevant situations, e.g., when f is a subshift of finite type and & is
locally constant; see §5.

1.3. Statement of the results. ~'We continue to use the notation from §1.2. Let f : X —
X be a continuous map on a compact metric space X and let ® : X — R be a continuous
potential. We assume that p — h, (f) is upper semi-continuous, which guarantees that the
localized entropy function w — JH{(w) is continuous on the (relative) interior of Rot(®P);
see §1.2. It follows, from the definitions, that Rot(®) is a compact and convex subset of
R™. Conversely, for symbolic systems, every compact and convex subset of R can be
realized as the rotation set of an appropriate potential [38]. We establish, in Theorem 3.1,
a general criterion for the computability of Rot(®). We then prove in §5 that this criterion
is satisfied for subshifts of finite type.
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THEOREM 5.9. Let f : X — X be a transitive SFT with computable distance dy. If ® €
C(X, R™) is computable, then Rot(®) is computable.

Here, the computability of a set S means that there exists an algorithm that approximates
S in the Hausdorff metric by a finite union of computable closed balls. We refer the
interested reader to §2.1 for the precise definition. As a consequence of the computability
of Rot(®), we obtain the computability of the distance function from a point w €
int Rot(®) to dRot(P); see Corollary 3.8.

We expect Theorem 5.9 to have several applications: for example, Theorem 5.9 is
applicable for computing maximizing integrals of one-dimensional potentials that are
of interest in the area ergodic optimization; see [34] for an overview of the subject.
Furthermore, our result can be applied to obtain computability results for certain
optimizing functions that were studied in the context of relative optimization by Garibaldi
and Lopes [21]. Theorem 5.9 also applies to the computation of classical rotation sets for
certain toral homeomorphisms homotopic to the identity. We refer the interested reader
to [60] to make the connections between these rotation sets and a symbolic system. Finally,
Theorem 5.9 can be applied to the computation of barycenter sets; see, e.g., [6, 30-32].

Next, we discuss the computability of the localized entropy function. One of the
difficulties when attempting to compute J(w) is that, at any given time, a Turing machine
has only access to a finite amount of data associated with an approximation @, rather than
the precise data of the actual potential ®. To overcome this problem, we consider the
minimal and maximal local entropy functions of @, in the closed ball centered at w and
radius r, which we denote by h[% (w, r) and hﬁés (w, r), respectively; see equations (3) and
(4) in §4. We show, in Proposition 4.3, that if w € int Rot(®), then

lim hly (w, ag,) = Ho(w) = lim hY (w, as,) 1)
n— 00 en n— 00 én

for all « > 1. Moreover, if the ¢, decrease sufficiently rapidly, then hlq)S (w, agy) is

increasing and h’c‘ps (w, agy,) is decreasing. As a consequence, we obtain the following

result.

THEOREM 4.5. Let f: X — X be a continuous map on a compact metric space such
that v+ h, (f) is upper semi-continuous. Then the global entropy function (®, w)
Heo (w) is continuous on \Jgpec(x gmy{ P} x int Rot(P).

This result indicates that, for points in the interior of the rotation set, it is sufficient
for the computation of H¢ to compute the localized entropy of an approximation &,.
We then use this approach, applying methods from the thermodynamic formalism, to
compute the localized entropy of ®.. In particular, we consider potentials ®, for which the
corresponding one-dimensional potential v - ®, has a unique equilibrium state (.9, for
all v € R™; see §2.2 for the definitions and details. It is important to observe that we only
require ® to be continuous. However, we have some flexibility in the construction of the
approximating potentials and, in particular, can require Holder or Lipschitz continuity, for
which there exists a well-developed theory of equilibrium states. We prove the following
general result.
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THEOREM 4.9. Let f: X — X be a continuous map on a computable compact metric
space X such that p+— h, (f) is upper semi-continuous. Let ® : X — R™ and Rot(®)
be computable with int Rot(®) # &. Suppose that there exists an approximating sequence
(®g,)n of ® such that for all n € N and all v € R™, the potential v - O, has a unique
equilibrium state Ly.¢,,. Moreover, assume that there are oracles approximating the
functions n+— &,, (v, n)— huu-%,, (f) and (v, n) — tv(iy.0,,) to arbitrary precision.
Then there is a Turing machine whose inputs include these oracles which computes Hg
on int Rot(®).

We note that the condition of the uniqueness of the equilibrium states is known to
hold for several classes of systems and potentials including Axiom A systems, SFTs,
and expansive homeomorphisms with specification and Holder continuous potentials.
Recently, there has been significant progress in generalizing uniqueness results for
equilibrium states to wider classes of shift transformations, non-uniformly hyperbolic
maps, and flows. We refer the interested reader to the survey article [14] for further
references and details.

Theorem 4.9 is applicable to SFTs with computable potentials . One advantage when
dealing with SFTs is that we can work with locally constant computable approximations
®,.. For these potentials, we are able to establish the assumptions in Theorem 4.9. We
conclude that the localized entropy JH(w) is computable in the interior of Rot(®); see
Theorem 6.4. To the best of our knowledge, Theorems 4.9 and 6.4 represent the first results
that establish computability of the entropy beyond computing the topological entropy or
measure-theoretic entropy of certain specific invariant measures. Our proof of Theorem 4.9
relies on equation (1) in a crucial way. It turns out that the right-hand-side identity in
equation (1) remains true for boundary points of the rotation set. Our proof, however, of
the left-hand-side identity does not carry over to the boundary. Obviously, this does not
imply that the left-hand-side identity of equation (1) does not hold. However, we are able
to prove the following.

THEOREM 7.3. Let f:X — X be a one-sided full shift over an alphabet with four
symbols. Then there exist a potential ® € C(X, R?) and a sequence of locally constant
potentials @, : X — R2 with lim,— oo |® — @y, lloo = 0 such that the following holds:

o JRot(D) is an infinite polygon with a smooth exposed point w; and

e 0=Ilimy_ oo hfbm (Woo, €n) < H(weo) = liMy o0 hg (Wos, €n) =log 2.

One consequence of Theorem 7.3 is that, in general, one cannot extend the continuity
of the global entropy function (¥, w) > He (w) to the boundary of the rotation set; see
Theorem 4.5. We also refer the interested reader to a recent preprint [59], where it is
shown that, for a fixed potential ®, the localized entropy function w — H¢ (w) can have
discontinuities at the boundary of Rot(®).

1.4. Outline of paper. The remainder of this paper is organized as follows: in §2,
we review some basic concepts from computational analysis and the thermodynamic
formalism. In §3, we discuss the computability of rotation sets for computable maps on
compact computable metric spaces. Section 4 is devoted to the study of the localized
entropy function for continuous maps on compact metric spaces. In §5, we apply the
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results from §3 to SFTs and establish the computability of their rotation sets. Section 6
establishes, in Theorem 6.4, the computability of I on the interior of Rot(®) for shift
maps. Finally, in §7, we construct an example which shows that the global entropy function
is, in general, discontinuous at the boundary of the rotation set.

2. Preliminaries
In this section, we discuss the relevant background material. We continue to use the
notation from §1.2.

2.1. Basics from computability theory. We are interested in the feasibility of
computational experiments on rotation sets and entropies. Computability theory allows
us to guarantee the correctness and accuracy of our computational experiments. We recall
that a computer can approximate only countably many real numbers. Thus, without an
accuracy guarantee, a computer experiment might miss interesting behaviors away from
this collection of approximable numbers.

For a more thorough discussion of these topics, see, e.g., [8, 12, 18, 47, 49, 57]. We
use different, but closely related, definitions to those in [12] and [18] as well as mirroring
their notation in order to allow for cross referencing. Throughout this discussion, we use
a bit-based computation model, such as a Turing machine, as opposed to a real RAM
model [51] (where these questions are trivial). One can think of the set of Turing machines
as a particular, countable set of functions; we denote ¢ (x) as the output of the Turing
machine ¢ on input x. We exclusively use the upper-case ® for potentials and lower-case
¢ for Turing machines. Both of these uses are fairly common in the respective literature.

We begin by defining the spaces that we study as well as the computable points in
these spaces. Throughout this section, we fix a triple (X, dx, Sx), where (X, dx) is a
separable metric space and Sx = (s1, 52, . . .) is a dense sequence with s; € X, i.e., Sx
corresponds to a fixed injective function Sy : N — X with dense image. Similarly, we
fix another separable metric space (Y, dy, Sy) with Sy = (1, t2, ...) and ; € Y. If the
metric or dense subset is clear from context, we may drop those from the notation. Since
the specifics of the map are often unnecessary, we suppress the notation of the map and,
instead, equate Sy with its image.

Definition 2.1. (Cf. [12, Definition 1.2.1]) Let (X, dx, Sx) be a separable metric space.
An oracle for o € X is a function ¢ such that on input n, ¢ (n) is a natural number so that
dx (o, sp(n)) < 27". Moreover, we say that « is computable if there is a Turing machine ¢
which is an oracle for «.

To make this definition more explicit, we begin with an example for real spaces. For
computational purposes, we often set Sg to be the rationals or the dyadic rational numbers
Z[%] since both can be represented exactly on a computer. In our discussions, we use the
rational points Q™ in R™, as in the following one-dimensional example.

Example 2.2. Consider the triple (R, dr, Sr) with dr the Euclidean distance and Sg = Q.
For a real number «, an oracle for « is a function ¢ such that on input n, ¢(n) is a rational
number so that @ — ¢ (n)| <27".
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Since there are only countably many Turing machines, there are only countably many
computable points in any X. In the case of real numbers, the computable numbers include
the rational and algebraic numbers as well as some transcendental numbers, such as e and
7. We extend the notion of computability to functions as follows.

Definition 2.3. (Cf. [12, Definition 1.2.5]) Let (X, dx, Sx) and (Y, dy, Sy) be separable
metric spaces. Suppose that S C X. A function f:S§ — Y is computable if there is a
Turing machine ¥ such that for any « € S and any oracle ¢ of o, dy (ty (¢.n), f () <27".

For example, if S C R" and g = (g1, ..., gm) : S — R™, then g is computable if and
only if each g; is computable. We observe that, in this definition, & does not need to be
computable, i.e., the oracle ¢ does not need to be a Turing machine. In the case where «
is computable, however, f(«) is computable because (¢, n) is an oracle Turing machine
for f ().

The composition of computable functions is computable because the output of one
Turing machine can be used as the input approximation for subsequent machines. In
addition, basic operations, such as the arithmetic operations and the minimum and
maximum functions, are computable; see [8] for more details on these and related
properties.

There are weaker notions of computability, e.g., where s4(,) — o without a guarantee
on the speed of convergence. Many of our theorems can be stated with weaker hypotheses
to allow for this and other types of computability. We leave the details to the interested
reader.

In this paper, we often consider computable sequences of points or functions. Such
sequences can be written as functions where one input is the index.

Definition 2.4. (Cf. [3, §3.5]) Let (X, dx, Sx) be a separable metric space. A sequence
(aen)n of points in X is uniformly computable if it is computable as a function N — X,
i.e., there exists a Turing machine v such that sy (, k) is an approximation to «,, so that
dx (ay, Sw(n,k)) <27k,

Let (Y, dy, Sy) be a separable metric space. A sequence of computable functions
(D), is uniformly computable if it is computable as a function N x X — Y, i.e., if there
exists a Turing machine v such that for any o € X and any oracle ¢ of &, ty (¢ n.x) is an
approximation to @, (a), so that dy (P (), ty(p,n.k) < 27k,

We call a uniformly computable sequence of points or functions which is convergent a
uniformly computable, convergent sequence.

We observe that in Definition 2.4, each ¢, is computable because each ¢, has an oracle
Turing machine ¥, (k) = ¥ (n, k). Similarly, each ®, in Definition 2.4 is a computable
function. We observe that the existence of a uniformly computable, convergent sequence
converging to o € X is a different notion from the existence of a convergent sequence of
computable points («;,), converging to «. In particular, since the computable points are
dense in X, every o € X is a limit of a convergent sequence of computable points. In
this sequence, however, there is a, possibly distinct, Turing machine ¢, for each «, € X.
Suppose that the «;, are not generated in a uniform way via a single Turing machine, as in
the definition above. In this case, one would need an infinite amount of information, i.e.,
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Turing machines for all of the «;,, to be able to work with the sequence. We note also that
the limit point « € X need not be computable even if the o, form a uniformly computable,
convergent sequence. If there are some computable estimates on the rate of convergence
of the «;,, however, then « is computable and some computable subsequence of i (n, n)
forms an oracle Turing machine for «.

Since the definition for a computable function uses any oracle for « and applies even
when « is not computable, we can conclude that for any sufficiently close approximation
X to o, f(x) approximates the value of f(«), i.e., f is continuous.

LEMMA 2.5. (Cf. [12, Theorem 1.5]) Let (X, dx, Sx) and (Y, dy, Sy) be separable
metric spaces, S C X, and f : S — Y. If f is computable, then f is continuous.

‘We can now define computable metric spaces, which are metric spaces whose distance
function is computable.

Definition 2.6. (Cf. [18, Definition 2.2]) Suppose that (X, dx, Sx) is a separable metric
space and consider the separable metric space (R, dr, Q) with dr the Euclidean distance.
Then X is a computable metric space if the map N2 > R given by (i, j) > dx(si, s;)
is a computable function. In other words, the distances between s; and s; are uniformly
computable in i and ;.

The continuity of f in Lemma 2.5 can be made more precise in the case of computable
metric spaces as follows: fix n € N. Since, in the definition of a computable function,
can be applied to any oracle ¢ for «, the correctness of the output is dependent only on
the accuracy to which ¢ is queried within the Turing machine yr. The accuracy to which
¢ is computed is finite since the algorithm terminates. Hence, if § is sufficiently close to
a, then there is an oracle ¢’ for 8 which agrees with ¢ up to the computed accuracy, and
the output of 1/ (¢, n) equals the output for ¥ (¢’, n). We can use the maximum precision
to which the oracle ¢ is queried for the following result.

LEMMA 2.7. (Cf. [12, Theorem 1.6]) Let (X, dx, Sx) be a computable metric space,
(Y, dy, Sy) be a separable metric space, S C X, and f:S— Y. If f is computable,
then there is a computable function g : S x N — N such that if a, € S and dx («, B) <
278@h) then dy (f (), f(B)) < 2. In this case, we say that f has a computable local
modulus of continuity. Since g is computable, there exists a Turing machine p such that

for any oracle ¢ for «, g(o, k) = (¢, k).

In some cases, we can extend the local modulus of continuity in Lemma 2.7 to a global
modulus of continuity. In order to do this, we need a notion of computability for subsets
of X. We use the Hausdorff distance to determine the accuracy of an approximation to a
set. The Hausdorff distance between two compact subsets A and B of a metric space X is

dy(A, B) = max[max dx (a, B), max dx (b, A)},
acA beB

where dy (c, D) denotes the minimum distance from a point ¢ to a point in a convex set
D. In words, the Hausdorff distance is the largest distance of a point in one set to the other
set.
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Definition 2.8. Let (X, dx, Sx) be a separable metric space. Let S C X be compact. We
say that S is approximated by an oracle ¥ if on input n, ¥ (n) is a finite collection of pairs
{(ng;, ny;)}, where ny, is a natural number and n;, is an integer, representing closed balls
E(snk’_ , 27" centered at s, and of radius 27" such that

dy (U Bsn, . 27"), s> <27
i

Moreover, we say that S is computable if there exists a Turing machine ¥ which gives an
approximation for S.

We observe that in the definition above, the union of balls of the form B (s, ko 27 4
27" covers S and has Hausdorff distance at most 27" %! to .

In order to turn the local modulus of continuity in Lemma 2.7 into a global modulus
of continuity, the idea is to cover a compact and computable subset S C X by finitely
many small balls and compute a local modulus of continuity on each ball. By taking the
minimum of the local moduli of continuity (and taking smaller balls if necessary), we
derive a global modulus of continuity. We formalize the process of covering S by finitely
many small balls in the following definition.

Definition 2.9. (Cf. [18, Definition 2.10]) Suppose that (X, dx, Sx) is a separable metric
space. We say that X is recursively precompact if there exists a Turing machine ¢ such
that for any n, ¢ (n) is a finite collection of natural numbers {n; } such that

U BGw,,. 27 =X.
j

We observe that many of the sets considered in this paper, such as compact, convex
subsets of R” with non-empty interior, are recursively precompact. When X is recursively
precompact and S C X is compact and computable, then we can cover S by arbitrarily
small balls as in the following construction: since S is computable, we can find a finite
union of balls of the form B(s, ki 27"’y whose Hausdorff distance to S is at most 2~". We

take all open balls from the recursively precompact cover of X of the form B(s, 0 2—ntly,
where dx (s, 0 S”ki) < 277t2 4 27" 1n this case, these open balls form an open cover
for S and the closure of their union has Hausdorff distance at most 27"%3 to .
Additionally, if X is a vector space and S is convex, then we define C as the convex
hull of the points Sne, selected above. In this case, the Hausdorff distance between
C and S is at most 273, Furthermore, we observe that the boundary of § lies in a

tubular neighborhood of radius 27"+3 of the boundary of C. Any point not in this tubular
neighborhood is guaranteed to be either interior to both S and C or exterior to both.

LEMMA 2.10. (Cf. [12, Section 1.2]) Let (X, dx, Sx) be a recursively precompact
computable metric space, (Y, dy, Sy) be a separable metric space, S C X,and f : S — Y.
Suppose that S is compact and computable. If f is computable, then there is a computable
function g : N — N such that if o, B € S and dx (o, B) < 278® then dy (f (), f(B)) <
27k Since g is computable, there exists a Turing machine w such that for any k,
g(k) = (k).

Downloaded from https://www.cambridge.org/core. 14 Jan 2021 at 02:57:47, subject to the Cambridge Core terms of use.


https://www.cambridge.org/core

Computability of rotation sets and entropies 377

We call the g constructed in the lemma above a global modulus of continuity for f and
say that f has a computable global modulus of continuity.

These concepts can be extended to the space PM(X) of Borel probability measures on
X (with the weak™ topology) by taking the dense subset to be rational convex combinations
of Dirac measures, i.e., finite sums of the form ) ; A;uy, fors; € Sy, 1; € QN [0, 1] with
> i Ai = 1. In this set-up, we use the Wasserstein—Kantorovich distance defined by

[ s~ [ gau:

for all w1, uo € PM(X) (where 1-Lip(X) denotes the space of Lipschitz continuous
functions on X with Lipschitz constant 1). We observe that the Wasserstein—Kantorovich
distance induces the weak™ topology on PM(X). In [18, Lemma 2.12], it is shown that if
X is a recursively precompact computable metric space, then so is PM(X); see also [29]
for additional details.

Wi(1, n2) = sup
fel-LipX)

2.2. The thermodynamic formalism. A detailed discussion of the thermodynamic
formalism can be found in [7, 42, 50, 56]. Here, we briefly recall some of the relevant
facts. Let f:X — X be a continuous map on a compact metric space X. Given a
continuous one-dimensional potential ® : X — R, we denote the topological pressure of
® (with respect to f) by Pyop(®P). Additionally, we denote the topological entropy of f by
hiop(f); see [56] for the definition and further details. We recall that hop(f) = Prop(0).
The topological pressure satisfies the variational principle, namely,

Puop(®) = sup (h,xf) + [ oan) @
neM X

A measure u € M that attains the supremum in equation (2) is called an equilibrium state

(or an equilibrium measure) of the potential ®. We denote the set of all equilibrium states

of ® by ES(®). We note that the upper semi-continuity of the map u +— h, (f) implies

that ES(®) is a compact, convex, and non-empty subset of M. Moreover, ES(P) contains

at least one ergodic equilibrium state.

Given y > 0, we say that ® is Holder continuous with exponent y if there existsa C > 0
such that | ®(x) — ®(y)|| < Cd(x, y)¥ forall x, y € X. We denote the space of all Holder
continuous potentials with exponent y by CY (X, R). Analogously, we denote the space of
Holder continuous functions from X to R” by C” (X, R™).

In [38], the authors discuss the class of systems with strong thermodynamic properties
(STP). Roughly speaking, STP systems are those systems for which the topological
pressure has strong regularity properties. The class of STP systems includes SFTs,
uniformly hyperbolic systems, and expansive homeomorphisms with specification. We
refer the interested reader to [38] for details. In the following list, we highlight some
properties of the topological pressure that hold for many classes of systems including STP
systems:

(1) hiop(f) <005
(2) the entropy map p — h,(f) is upper semi-continuous;
(3) the map ® > Pyop(P) is real-analytic on C7 (X, R);
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(4) each potential ® € C” (X, R) has a unique equilibrium state . Furthermore, 1o
is ergodic and, given W € C” (X, R), we have

d
— Piop (D +tW ’ = Vdue.
dt top( + )t=0 /X “o

Next, we discuss an application of the thermodynamic formalism to the theory of
rotation sets of STP systems. Let f : X — X be an STP system and let ® € C¥ (X, R™).
Given v € R, let u,.¢ denote the unique equilibrium state of the potential v - ® =
v1®1 + - - - + v, Py. We have the following result.

THEOREM 2.11. ([38], see also [25]) Let ® € CY (X, R™) with int Rot(D) # &. Then:

(i) the map Tg:R™ — intRot(®), where vi>1v(uy.0), Iis a real-analytic
diffeomorphism;

(ii) forallv e R™, the measure jLy.¢ is the unique localized measure of maximal entropy
at Te (v),; and

(iii) the map w +— H(w) is real-analytic on int Rot(®d).

3. Computability of rotation sets

In this section, we describe a class of computable dynamical systems for which we are able
to establish the computability of the rotation set of a computable potential. Throughout
this section, we assume that f : X — X is a computable map on a compact, recursively
precompact, and computable metric space X. In addition, in order to approximate
rotation vectors of invariant measures, we assume the existence of a uniformly computable
sequence of invariant measures which is dense in the set of invariant measures. The first
goal of this section is to prove the following result.

THEOREM 3.1. Suppose that X is a compact, recursively precompact, and computable
metric space, f:X — X is a computable map, and ® € C(X, R™) is a computable
potential. Moreover, suppose that there exists a uniformly computable sequence of
invariant measures which is dense in the set of invariant measures. Then Rot(®) is
computable.

We break the proof of this theorem into the following two lemmas. Some of these
lemmas use techniques which are well known to experts. We include more details than are
strictly necessary for completeness and clarity.

LEMMA 3.2. Suppose that X is a compact, recursively precompact, and computable
metric space and [ : X — X is a computable map. Moreover, suppose that there exists a
uniformly computable sequence of invariant measures which is dense in the set of invariant
measures. Then M is a computable subset of PM(X).

Proof. By following the ideas in [18, Section 3.1], we see that a measure ;t € PM (X) is
invariant if and only if Wi (u, fiu) =0, where f,u denotes the pushforward of u defined
by fup(A) = u(f ~1(A)). Since X is recursively precompact, PM(X) is also recursively
precompact. We let ¢ be the corresponding Turing machine, where ¢ (n) = {n¢;} and
the balls B(anjv 27") cover PM(X), as in Definition 2.9. Let ¥ be the Turing machine
generating the uniformly computable sequence of invariant measures. In particular,
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Y (n, k) = {ny,}, where Vny, is a rational convex combination of point measures supported
on Sy that approximates the invariant measure v,, with Wy (vy,, v,,.) < 27k,
1

Our approach is to construct an open cover of PM(X) by open balls of the following
two forms: B(anj, 27 ), which are disjoint from the set of invariant measures, and
B(vny, » 27Ky, for k sufficiently large. In this case, the sets E(v,,ki , 27%) form a computable
cover for the set of invariant measures with Hausdorff distance bounded by 27%*1. We
can, computationally, detect when a collection of open balls is an open cover by showing
that every ball B(u pejs 27P) returned by ¢ (p) is contained within one of the open balls of
the potential open cover. This approach succeeds when p is sufficiently large, e.g., when
277 is less than half of the Lebesgue number of the cover.

Finally, we construct the balls B(u,, ., 27"”1') which are disjoint from the set of
invariant measures as follows. In [18, Section 4.1], it is shown that the map u —
Wi(u, fip) is computable. If Wy (/LmZ , f*,um ) is bounded away from zero, we use the
modulus of continuity of the map n > Wi, f* W) to find a radius of a ball containing
only measures with Wy (u, fup) # 0. O

LEMMA 3.3. Suppose that X is a compact, recursively precompact, and computable
metric space and ® : X — R™ is a computable map. Suppose that the set M of invariant
measures is a computable subset of all Borel probability measures. Then Rot(®) is
computable.

Proof. We observe that it is enough to show that the map u — rv(p) is computable. We
recall that since M is a computable subset of a recursively precompact and computable
metric space, we can cover M by finitely many small balls where the closure of their union
has small Hausdorff distance to M. Our goal is to show that by choosing these balls to
be sufficiently small, any two measures p and v in the same ball have |[rv(u) —rv(v)]||
sufficiently small. The main challenge in showing computability is that ® might not be
Lipschitz continuous.

To show computability of the map u +— rv(u), we first recall that ® is computable and
measures are approximated by rational convex combinations of point measures supported
in Sy. Consider the continuous function ®; : X — R™, where, in each coordinate,
(Pr)i (x) =maxyex (®;(y) — kdx(x, y)). We observe that in each coordinate, (®y); is
k-Lipschitz (i.e., Lipschitz continuous with Lipschitz constant k). We also observe that if
k > 21 ®; || 0o, then

D;(x) < (Pp)i(x) <= sup  P;(y).
yeB(x,2-Y)

Since X is recursively precompact, for any 7, we can find an £ and corresponding k so that
1(Pr)i — Pilloo < 27" for all i. Moreover, since (1/k)(®Py); is 1-Lipschitz,

‘ /X (@) (1)t — /X (@) (¥)dv| < kWi (11, ).
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Putting all of this together, we have that

ltve (V) —rve (Wl
< lrve(u) —rve, (W + ltve, (0) —1ve, (W + ltve, (V) —tve (V) ||
<27 /m + kymWi (1, v).

By allowing n and Wy (u, v) to decrease, i.e., by using smaller balls in the cover of M, we
obtain the computability of u — rv(u) and that the convex hull of the rotation vectors for
the centers of the balls of the covering of M has small Hausdorff distance to Rot(®). O

We also observe that when the computable sequence of invariant measures includes
stronger error estimates, then Rot(®) may be computable even if X is not recursively
precompact or the sequence of invariant measures is not dense. A particularly nice choice
of invariant measures consists of the periodic point measures Mpe;. Moreover, there
are several classes of dynamical systems whose periodic point measures are dense; see,
e.g., [22] and the references therein. In particular, we use a computable sequence of
periodic point measures in §5 to apply the following result to SFTs.

Observation 3.4. Suppose that there exists a Turing machine such that for each n, ¢ (n) is a
finite collection of computable invariant measures {v,, } such that for all v € M, there exists
v € M which is a rational convex combination of the measures {vy,,} such that |[rv(v) —
rv(V)|| < 27". Then Rot(®) is computable. In particular, the convex hull of {rv(v,,)} is an
approximation to Rot(®) with Hausdorff distance at most 27".

‘We note that the convex hull of {rv(u;)} can be approximated using any standard convex
hull algorithm; see, for example, [15]. In computational geometry it is common to use
the real RAM (random access machine) model of computation; see [15]. This model is
considered to be unrealistic because it assumes that all real numbers can be represented
explicitly. In our case, because the input can be represented exactly, the convex hull
algorithms can be implemented on a Turing machine.

Next, we observe that the results of Theorem 3.1 can be applied to conjugate systems.

COROLLARY 3.5. Let X and Y be computable metric spaces. Suppose that (X, [) and
(Y, g) are dynamical systems which are conjugate via the homeomorphism h: X — Y,
i.e., ho f=goh. Suppose that h, h™!, and ® € C(X, R™) are computable. Then:

(1) the conjugate potential ® = ® o h~! € C(Y, R™) is computable;

(2) for all p e My, the map hy : My — M, defined by (hyp)(B) = w(h=Y(B)) is a
bijection, where My and Mg are the f- and g-invariant probability measures on
the corresponding spaces, respectively. Moreover, (X, u, f) and (Y, heu, g) are
measure-theoretically isomorphic;

(3) we have 1ve (1) = 1vgr (heu) and Rot(f, ®) = Rot(g, @').

Moreover, suppose that X satisfies the conditions of Theorem 3.1; then Y also satisfies the

conditions of Theorem 3.1.

Remark 3.6. In §5, we show that Rot(®) is computable for SFTs. Thus, Corollary 3.5
establishes the computability of rotation sets for systems that are computably conjugate to
a SFT.
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Next, we establish a criterion for the computability of the function for the distance from
a point in the rotation set to its boundary. In general, the distance to the boundary function
is not computable, even when the underlying set is computable; see, e.g., [11, Theorem 4.1
and Corollary 5.17]. In the following lemma, however, we show that in the special case
of a computable convex set in R” with non-empty interior, the distance to the boundary
function is computable.

LEMMA 3.7. Let C CR™ be a computable and convex set with non-empty interior. Let
r :int C — R be the distance to the boundary function. Then r is computable.

Proof. We first observe that computable sets are necessarily bounded. Let i be an oracle
Turing machine which approximates C. For all n, we can compute a polytope P, whose
Hausdorff distance to C is at most 27". In particular, we construct a polytope whose
Hausdorff distance to the union of balls constructed by v (n + 1) is at most 2771 To
do this, we enumerate all convex hulls of finitely many points with rational coefficients.
We note that for each of these finite sets, we are able to compute their convex hull using
a standard convex hull algorithm. Then the Hausdorff distance between a union of closed
balls and a polytope can be computed by appropriate maxima and minima of distances
between centers of balls and faces of the polytope. Since every bounded convex set can
be approximated by a convex hull constructed in this way, if these calculations are done to
sufficiently high precision, an appropriate P, can be found in finite time.

We now observe that since C and P, are convex sets which are close in Hausdorff
distance, their boundaries lie in tubular neighborhoods of radius 27" of each other. Let
r’ =rj :int C — R be the function that computes the distance to the boundary of P, for
points interior to P, and 0 otherwise. This function is computable because the distance
between a point and a face of a polytope with rational vertices has an elementary formula.

Fix w € int C and ¢ an oracle for w. Let v be a closest point to w on the boundary of
P,. Then, by the tubular neighborhood observation, there is some u on the boundary of
C whose distance to v is at most 27", Then, by the reverse triangle inequality, r’'(w) =
lw—v] > |lw—ul|| — |lu—v|. Since u is on the boundary of C, ||lw — u| > r(w), so
r'(w) > r(w) — 27", By repeating the argument with the roles of P, and Rot(®) reversed,
we conclude that |r(w) — r'(w)] <27". Since r'(w) can be computed to any precision,
we can compute r(w) to any precision. O

Since Rot(®P) is a convex set, Lemma 3.7 leads directly to the following corollary.

COROLLARY 3.8. Suppose that Rot(®) is computable with intRot(P) #= &. Let r:
int Rot(®) — R be the function such that r(w) is the distance from w to the boundary
of Rot(®). Then r is a computable function.

We observe that, when the conditions of Theorem 3.1 are satisfied and int Rot(®) # &,

the conditions of Corollary 3.8 are satisfied as well.

4.  Computability of localized entropy
Our goals in this section are twofold: first, we develop a general theory for the
localized entropy function of approximations. Second, we apply this theory to study the
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computability of the localized entropy at points in the interior of the rotation set. In §7, we
establish that there are fundamental differences between interior and boundary points of
the rotation set. Throughout the remainder of this section, we assume that f: X — X is
a continuous map on a compact metric space X with A, (f) < 0o. Moreover, we assume
that the map p +— h;, (f) is upper semi-continuous. Recall that, under these assumptions,
for any ® € C(X, R™), the localized entropy function H¢ is continuous on int Rot(®P)
as well as on any line segment in Rot(®). Moreover, for each w € Rot(®), there exists
at least one u € Mo (w) with 2, (f) = H(w), i.e., u is a localized measure of maximal
entropy at w.

4.1. Localized entropies of approximations. Given ® € C(X, R™), wg e R™, and
r > 0, we define the maximum and minimum local entropies as follows: the maximum
local entropy on B(wy, r) is defined by

h’c‘p(wo, r) =sup{Ho(w) : w € E(wo, r) NRot(d)} 3)
and the minimum local entropy on B(wy, ) is defined by

Rty (wo, r) = inf{He (w) : w € B(wo, r) N Rot(P)}. 4)
Here, we use the conventions that sup & = 400 and inf @ = —o0.

Since w+— Hq(w) is continuous on line segments in Rot(®), we obtain that
"/l(wo, r) is continuous with respect to r on {r >0: B(wg, r) N Rot(®) # &}.
Furthermore, if B(wo, r) N Rot(®) # &, then the upper semi-continuity of H yields that
the supremum in the definition of hg (wo, r) is actually a maximum. Moreover, by the
continuity of H on int Rot(®), when B(wog, r) C int Rot(P), the infimum in the definition

of hl@(wo, r) is actually a minimum.
The following result provides a tool to compute the localized entropy of a given
potential in terms of the limit of the maximal local entropies of an approximating sequence.

PROPOSITION 4.1. Let & € C(X, R"™) and let (P, ), be an approximating sequence for

®. Let wg € Rot(®) and let o« > 1. Then:

@A) h” (wo, ag,) = He(wo) as n — oo; and

(i) zfa >1land epq1 < (@ — 1) /(o + 1))e, for all n € N, then (h, (wo, oEy))n IS a
decreasing sequence.

Proof. To prove statement (i), we observe that since the map v — h,(f) is upper semi-
continuous on M, there exists u € Mg (wo) with £, (f) = He (wo). It now follows from
@ — D¢, llco < &n that tve, (1) € B(wo, &,). Since ag, > ey,

Ho(wo) = hy(f) < hg, (wo, asy) &)
for all n € N. It follows from the upper semi-continuity of v — h,(f) that we can pick,
for each n € N, an invariant measure p, with rve,, (1,) € B(wo, ae,) and

hu, (f) = ht, (wo. aey). (©)
We claim that lim sup,_, ., iy, (f) < Ho(wo). To prove the claim, we consider a

subsequence (#;); such that

hm hu (f)=limsuphy, (f) and lim p, =v @)
1—> 00

n— oo
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for some v € M. The existence of v follows from the compactness of M. We obtain

lrve (v) — woll
< ve(v) = tve (un)Il + lItve (n;) — Vo, (Un )| + TV, (1) — woll
< lrve(v) — rve (Un,) || + &n; + gy, — 0as i — oo.
We conclude that rvg (v) = wg, which implies that 4, (f) < J{e(wp). On the other hand,

the definition of v in equation (7), in combination with the upper semi-continuity of v —
hy(f), implies that &, (f) > lim sup,,_, , hy, (f). We conclude that

lim sup &, (f) < Ho(wo) ¥

n— oo

and the claim is proven. Finally, combining equation (8) with equations (5) and (6)
completes the proof of statement (i).

Next, we prove statement (ii): let u, be as in equation (6). We claim that rve,, (1n+1) €
B(wy, @&,). We have

lrve,, (Mn+1) — woll
= Ive,, (n1) = Vo (Unt DI+ Itve (nt1) — Ve, |, (Uns Dl
+ Ve, ., (iat1) — wol
<&n+éns1 a1 <agy.
The final inequality comes from the assumed relationship between &, and &,41 in

the statement of the theorem. Finally, statement (ii) follows from the definition of
h’&)S (wo, ae,) and equation (6). O

Next, we consider rotation vectors in the interior of the rotation set. Our goal is to
strengthen Proposition 4.1 for interior points. We need the following elementary lemma.

LEMMA 4.2. Let me N and wg € R™. For all ¢ >0, there exist wi, ..., wm €
B(wo, 25/me) such that for all Wy, ..., Wy with |w; — ;|| <€ forie{l,...,2"},
we have B(wy, &) C conv(Wy, . .., Wym).

Proof. By translation invariance, we may assume, without loss of generality, that wy = 0.
Let the w; be the points with coordinates +2¢. We prove, by induction, that [—e, e]™ C
conv(wy, . .., wym). Whenm = 1, w; = 2¢ and wy = —2¢. By assumption, we know that
w; > € and wyp < —e. Therefore, conv(wy, wy) = [Wa, wi], which contains [—e, €].
When m > 1, let p € [—¢, £]™. For each vector j € {£1}"~!, let wj + and w; _ be the
w; whose first m — 1 coordinates are given by (w; +)r = 2 ji€, but whose last coordinate
differs, i.e., (w; +)m = 2¢ and (w;, —)m = —2¢. By the base case, we know that there is a
convex combination v; of w j,+ and w j,— such that (vj),, = pm. Let m,, be the projection
that ignores the last coordinate. We observe that 7, (v;) is within & of the vector 2¢j.
Then, by applying the inductive hypothesis to the 7, (v;), we get that p € conv(v;). Since
each v; is a convex combination of the w;, it follows that p € conv(wiy, ..., wym). Since
p is arbitrary, the claim holds. The desired result holds since B(wyg, €) C [—¢, &]™. O
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THEOREM 4.3. Let ® € C(X, R™) and let (D¢, ), be an approximating sequence of P.

Let wo € int Rot(®), a > 1, and r = 2/m. Then:

() limy—soo by, (wo, aen) = Ho (wo) = limy—c0 hg (w0, wey); and

(1) ifa>r and epv1 < ((@ —1)/ar)e, for all n € N, then (h[<I>F (wo, aey)), is an
increasing sequence for n sufficiently large. "

Proof. We first prove statement (i): the second equality in statement (i) was shown in
Proposition 4.1. To prove the first equality, fix n € N so that B(wg, rae,) C int Rot(d).
Let wy, ..., wm € E(wo, rae,) be the points constructed in Lemma 4.2. Since v +—
hy,(f) is upper semi-continuous, there exist w1y, ..., uom € M with rve(u;) = w; and
hyy () = Ho(wp) forall i € {1, ..., 2"}, Let i < rve, (w) fori e (1, ..., 2m).
First, we observe that w; € B(w;, ag,) fori € {1, ..., 2"} since |® — P, [loo < & <
aey,. It follows from the definition of h{b(wo, ragy,) and from hy, (f) < qu;S,n (w;) that

h{:I)(w07 rag}’l) E min{hul(f)3 LR} hu,zm (f)}

<min{Hg,, (W1), ..., He,, (Wm)}. )

By Lemma 4.2, it follows that B(wq, a&,) C conv(wi, ..., Wom). The convexity of v >
hy(f) implies that

min{Ho,, (@1), . . ., Ha,, (@)} <y, (wo, aey). (10)

By combining inequalities (9) and (10), we obtain
he(wo, ragn) < hy, (wo, ).

Now, taking the limit as n — oo and using the fact that JH{¢ is continuous on int Rot(®P),
results in
Ho(wo) = lim hly(wo, rae,) < lim hly (wo, ag,).
n—oo n— oo n

We observe that
lim kG, (wo, @) < Tim b, (wo. cen). (1)

Therefore, statement (i) follows from inequality (11) and Proposition 4.1.
We prove statement (ii) using a similar approach as in the proof of (i): suppose
that n is large enough so that B(w, r(aep4+1 + €,)) C Rot(P,, ). We may then choose

wi, ..., Wy € E(wo, r(ogn4+1 +€n)) as in Lemma 4.2. By upper semi-continuity,
there exist wy, ..., upm € M such that o, (1) =w; and hy, (f) = g{% (w;) for all
ief{l,...,2"}. Define w; =e, | (ui) for i e {1,...,2™}. We observe that since

[P, — Pe,yylloo < & + Eng1 < &0 + a&py1, Wi € B(w;, agny + €p).
Since w; = Vo, | (i), it follows that h,, (f) < J{‘I’an (w;). Since rve, (u;) €
B(wo, r(aent1 + €n)), we know that

My, (wo, r@ensr + &) <min{Ho, (@).....He, (@) (12

By Lemma 4.2, it follows that B(wq, ag,11 + &,) C conv(iy, ..., Wom). Since w >
j{CDEn-H (w) is concave, we conclude that

min{Ho, | (@), ... Ho, (@)} <hg, (w0, aenin + en). (13)
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Combining inequalities (12) and (13), we have
h,, (o, r(@ens1 +€n) <, (w0, @eny1 + en).

Since «e, >r(aeyy1 +&,) and og,y) <oeyy) +&,, by assumption, the result
follows. O

Next, we extend the entropy function J{ by considering & as a variable.

Definition 4.4. Let T C C(X, R™) x R™ be the (total) parameter space of the rotation
sets. In other words, the fibers of the projection 7y onto the first factor are the rotation
sets, so, for ® € C(X, R™), nl_l(fb) = {®} x Rot(P). Set theoretically,

T= |J (@ xRou®).
deC(X,R™)

As a consequence of Theorem 4.3, we obtain the following.

THEOREM 4.5. Let f : X — X be a continuous map on a compact metric space such that
> h, (f) is upper semi-continuous. Then the global entropy function is continuous on
U<I>eC(X,Rm){cD} x int Rot(®) (c¢f. Definition 4.4).

4.2. Computability at interior points of the rotation set. ~We now address the question
concerning the computability of the localized entropy for points in the interior of the
rotation set. Throughout the remainder of this section, we assume that f: X — X is a
computable map on a compact computable metric space (X, dx, Sx).

The following result provides a computability criterion for interior points.

THEOREM 4.6. Let f: X — X be a continuous map on a compact computable metric
space X such that v h, (f) is upper semi-continuous. Let ® : X — R be computable
and let wy € int Rot(®). Suppose that a computable r > 0 is given such that B(wg, r) C
int Rot(®). Suppose that there exists an approximating sequence (®g,), of ® such that
(en)n is computable. Suppose that there are oracles approximating the functions (n, s) —
hlq)gn (wo, 27%) and (n, s) — h’(‘bEn (wo, 27%) to arbitrary precision, where n € N and s is a
real number given by an oracle. Then there is a Turing machine whose inputs include the
oracles for hl(ben and h’ben which computes Hg (wo).

Proof. Since r >0, we can find an integer o > 1 so that o« >r. By passing to a
subsequence of the &, (and using sufficiently good approximations for r, \/m, and &),
we may assume that:

(1) en<r/a;

2) enr1 < ((@ — 2/m)/2a/m)e,; and

() eny1 < (@ — D/(a+ 1)ey.

Therefore, by Proposition 4.1 and Theorem 4.3, we know that (hﬁ(’%n(wo, oey)), 1S
a sequence decreasing to Hg(wo) and (hl@g,, (wg, @ey))n 18 a sequence increasing to
He(wo). Therefore, upper and lower approximations for h’jbg and hl% , respectively,
bound and converge to He(wp). Thus, we can compute nﬂfq;(wo) ?o any desired
precision. O
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Remark 4.7. Briefly, we assume that the assumptions of Lemma 3.2 and Corollary 3.8
hold. We observe that when X is recursively precompact, the distance to the boundary
function is computable. Moreover, if the oracles for hlq,F and hg,_ are given, uniformly,
by Turing machines, then H¢ (wp) is computable. More generallji', Theorem 4.6 implies
that if the functions (n, s, w) > hlq,m (w,27%) and (n, s, w) = hg, (w,27") are given
by oracles, then there is a Turing machine whose inputs include the oracles for hl@m and
h’jDFn which computes Hg. In particular, if the functions (n, s, w) — hlcpm (w, 27%) and

(n,s, w) — h’jbs (w, 27*) are computable, then H¢ is computable.

We now study the computability of the local maximal and minimal entropy. The main
idea is to apply the thermodynamic formalism with the goal to identify the localized
measures of maximal entropy within a family of equilibrium states. Recall the following
from §2.2: let ® € C(X, R™) and let w €intRot(®). Since u+— h,(f) is upper
semi-continuous, there exists at least one u € Mo (w) with A, (f) = H(w), that is, u
is a localized measure of maximal entropy at w. For v € R™, we consider the one-
dimensional potential v - ® =v{ P + - - - 4+ v, P,,. Recall that ES(v - ) denotes the
set of equilibrium states of the one-dimensional potential v - ®; see equation (2). The
analogous upper semi-continuity argument shows that ES(v - ) is non-empty. It is a
result of Jenkinson [33] that there exist v € R™ and py.¢ € ES(v - ®) such that (y.¢
is a localized measure of maximal entropy at w. Moreover, the variational principle
implies that every localized measure of maximal entropy at w belongs to ES(v - ®); see
equation (2). The following result provides an estimate for the norm of v.

PROPOSITION 4.8. Let ® € C(X, R™). Let ve R™\ {0} and let piy.0 € ES(v - ®). Let
r =dist(rv(uy.0), IRoU(P)). Then [[v| < (2/r)hop(f).

Proof. If r =0, then rv(uy.¢) € 0Rot(P) and the inequality is trivial. Assume now
that » > 0, in which case rv(u,.¢) € int Rot(P). Suppose, for contradiction, that |v| >
(2/r)hp(f). Let Hy(®) be the unique supporting hyperplane of Rot(®) for which
v is the outward-pointing normal vector. By the compactness of Rot(®), F,(P) =
Rot(®) N Hy(P) is a (non-empty) face of Rot(P).

Let v € M be an invariant measure with rv(v) € Fy,(®). Since hyp(f) > hy,., (f) and
hy(f) =0, we have that h, (f) > hy,, o (f) — hop(f). Using equation (2), we have that

Ptop(v'q))zhv(f)_"/v'q)dv

> Mo (f) = hiop(f) + v -1v(V)
=hu,o(f) = hop(f) +v - 1v(ip.e) + v - @V(V) — 1v(ip.0)).

We observe that v-(rv(v) —rv(uy.e)) 1is at least |jv|| times the distance
dist(rv(uy.0), Hy(®)). Since H,(P) does not intersect the interior of Rot(d),
dist(rv(uy.¢), Hy(®)) > r. Therefore,

Piop(v - ®) = hyyy o (f) = hiop(f) + v - 1v(v.0) +rlivll.

Using the assumption on ||v||, we find that

Piop(v - @) > hyyo (f) +v-1v(ly.9) + htop(f)-
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This implies that

PtOP(v - D) — <hliv-<p (f)+ / v-® dﬂ) > htop(f)-
Hence, .9 is not an equilibrium state of v - ®. This contradiction completes the proof. O
The following result is the main result of this section.

THEOREM 4.9. Let f: X — X be a continuous map on a computable compact metric
space X such that p v h, (f) is upper semi-continuous. Let ® : X — R"™ and Rot(®)
be computable with int Rot(®) # &. Suppose that there exists an approximating sequence
(Dg,)n of ® such that for all n € N and all v € R™, the potential v - O, has a unique
equilibrium state wy.e,, . Moreover, assume that there are oracles approximating the
functions n +— g, (v, n) — huv%n (f), and (v, n) = rv(uy.0,, ) to arbitrary precision.
Then there is a Turing machine whose inputs include these oracles which computes He
on int Rot(®P).

Proof. By Theorem 4.6 and Remark 4.7, it is enough to show that (n,s, w)
hl@gn (w,27%) and (n, s, w) = hg_(w,27*) can be approximated by oracles. In this
proof, we focus on h’c‘I>£ (w, 27%); the case for A! is similar. We fix wg € int Rot(®) and
assume that there is an oracle that approximates wg. By Corollary 3.8, we observe that the
distance to the boundary function r is computable.

By passing to a subsequence of the ¢, (and using sufficiently good approximations
for r, «/m, and &,), we may assume that the decreasing ¢, satisfy 4./me, < r for all
n. We let wy, ..., wm € B(wy, %r) C int Rot(®) as in Lemma 4.2. For each w;,
let u; € M be an invariant measure such that rve(u;) = w;. We observe that since
@ — g, llco < &ns I1ve (i) —1ve,, (Ul <&n < (1/4./m)r. Therefore, by Lemma 4.2,
B(wy, (1/4/m)r) C conv(rve,, (1i)); C Rot(®Pg,), uniformly, for all n. Fix s to be a
sufficiently large integer so that 275 < (1/4/m)r.

We observe that the variational principle for the topological entropy, see equation (2)
with ® =0, implies that hyp(f) =hm%n (f). By assumption, the map (v, n) —
h Lo, (f) is approximated by an oracle, so we can approximate hp( f) to any precision.
In addition, by computing an approximation to wp of high enough precision, by
Proposition 4.8, we can compute an upper bound R for ||v|| that applies to all n and to
all w within a fixed neighborhood of wgy. Throughout the remainder of this proof, we
restrict our attention to the closed ball B(0, R) in R™.

Since the equilibrium states achieve the localized measure of maximal entropy at any
w € int Rot(®), it follows that

4 (wo, 27°) = max{hy,, (f):v€BO, R). V(iy.0,,) € Blwy, 27°)).

We observe that B(0, R) and B(wg, 27°) are compact subsets of R”, and we can compute
coverings of them using arbitrarily small balls. Moreover, the maximum, entropy, and
rotation vector functions can all be approximated, so we can approximate this maximum
to arbitrary precision.

A similar argument holds for hl(bgn . Thus, we have established the conditions of
Theorem 4.6 and, hence, there is a Turing machine that computes 3 on int Rot(®). O
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Remark 4.10. We note that, in Theorem 4.9, we can replace the assumption on the
uniqueness of the equilibrium states of the potentials v - ®,, by a slightly more general
condition: namely, it is sufficient to require that for all v € R™ and all n € N, the
equilibrium states of the potentials v - ®,, have the same rotation vector. When the
rotation vectors agree, the equilibrium states also have the same entropy. This more
general condition holds if and only if v > Pyp(v - ®g,) is differentiable on R™ for all
n € N; see [33].

In addition, we note that if the functions n — ¢,, (v, n) — huv‘%n (f), and (v, n) —
tv(iy.9,,) are computable, then Hg is computable on int Rot(P).

5. Computability of rotation sets for shift maps
In this and the following section, we apply the theoretical results of the previous sections
to shift maps.

5.1. Shift maps. We first collect some basic facts on shift maps. Let d € N and let
A=1{0,...,d— 1} be a finite alphabet of d symbols. The (one-sided) shift space X, on
the alphabet A is the set of all sequences x = (xk),fi 1» Where x; € A for all k e N. We
endow X, with the Tychonov product topology which makes ¥; a compact metrizable
space. For example, given 0 < 6 < 1, the metric given by

d(x, y) = dg(x, y) & gmintkeN: 50 and d(x, x) =0

induces the Tychonov product topology on ¥;. The shift map f : X5 — X4, defined by
f(xX)k = Xg+1, is a continuous d-to-1 map on ;.

If X C X, is an f-invariant set, we say that f|x is a subshift with shift space X. In
the following, we use the symbol X for any shift space including the full shift X = X,.
A particular class of subshifts are subshifts of finite type. Namely, suppose that A is a
d x d matrix with values in {0, 1}; then consider the set of sequences given by X = X4 =
{x € ¥4 : Axexi g = 1}. The set X4 is a closed (and, therefore, compact) f-invariant set,
and we say that f|x, a subshift of finite type. By reducing the alphabet, if necessary, we
always assume that A does not contain symbols that do not occur in any of the sequences
in X4.

A continuous map f :Y — Y on a compact metric space Y is called (fopologically)
transitive if, for any pair of non-empty open sets U, V C Y, there exists n € N such that
f"(U) NV # @. We note that if f is onto, then transitivity is equivalent to having a dense
orbit. Moreover, we say that f : Y — Y is topologically mixing if, for any pair of non-
empty open sets U, V C Y, there exists N € Nsuch that f"(U)NV # g foralln > N. A
SFT f|x, is transitive if and only if A is irreducible, that is, for each i and j, there exists
an n € N such that A?j > (0. Moreover, f|x, is topologically mixing if and only if A is
aperiodic, that is, there exists n € N such that A?j > O foralli and j.

In the context of symbolic dynamics, we always consider the case of one-sided shift
maps. However, all our results carry over to the case of two-sided shift maps. For details
on how to make the connection between one-sided shift maps and two-sided shift maps,
we refer the interested reader to [33].
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Let f : X — X be a one-sided subshift. Given x € X, we write mx(x) = (x1, ..., X¢) €
AX Let t = (11, ..., i) € AX. We denote the cylinder of length k generated by T by
Ct)y=xeX:x1=1,...,xx =1}. We note that C(tr) may be empty. If O(r) def
(T1y ooy Tk Ty - -+ » Tky - - -) € X, we call O(7) the periodic point in X generated by t of

period k. We say that x € X is a preperiodic point if f"(x) is periodic for some n € N. If
f is a SFT and C(7) is not empty, then the preperiodic points in C(z) form a dense (and,
in particular, non-empty) subset of C(7).

Given x € X and k € N, we call Cx(x) = C(mx (x)) the cylinder of length k generated by
x. We denote the cardinality of the set of cylinders of length k in X by m.(k). We note
that m.(k) < d*, with equality for the full shift.

We recall the definitions from §1.2 for Per, (f) and Per(f), i.e., the set of periodic
points with prime period n and the set of periodic points of f, respectively. Let x €

Per,(f). We call o = (x1, ..., x,) the generating segment of x, i.e., x = O(ty). Next,
we define certain periodic points that play a crucial role when dealing with locally constant
potentials.

Definition 5.1. Let n, k € N. We say that x € Per, (f) is a k-elementary periodic point
with period n if the cylinders Cx (x), . . ., Cx(f"~'(x)) are pairwise disjoint. Fixed points
are the k-elementary points with period 1. In the case k = 1, we simply say that x is an
elementary periodic point. We denote by EPer* (f) the set of all k-elementary periodic
points.

We observe that the period 1 of a k-elementary periodic point is at most m. (k) < d*. In
particular, EPer ( f) is finite.

Let ® € C(X,R™). Given k € N, we define the k-variation of ® as the maximum
difference of & applied to elements of the same cylinder of length k, i.e., varg(®P) =
sup{||®(x) — W) : x1 =y1, ..., Xk = Yx}. We say that ® is constant on cylinders of
length k if vary(®) = 0. It is easy to see, from the compactness of X, that & is locally
constant if and only if @ is constant on cylinders of length k for some k € N.

5.2. Computability of shift spaces and potentials. ~Throughout this section, we assume
that X is a shift space on the alphabet A ={0, ..., d — 1}. Since, in general, there are
uncountably many elements of X, we develop a computability theory for shift spaces. We
begin by explicitly applying the definition of computability from Definition 2.1 to this
case.

Definition 5.2. An oracle for a sequence x = {x,},en € X is a function ¢ such that on
input n, ¢ (n) = x,,. Moreover, x is called computable if there is a Turing machine ¢ which
is an oracle for x.

Since, in general, X is uncountable and there are only countably many Turing machines,
most sequences in X are not computable. Preperiodic sequences, however, are computable.
Additionally, the definition of a computable function is identical to Definition 2.1. We
observe that the distance function dy generating the Tychonov product topology, see §5.1,
is computable if and only if 8 € (0, 1) is computable. Therefore, throughout the remainder

Downloaded from https://www.cambridge.org/core. 14 Jan 2021 at 02:57:47, subject to the Cambridge Core terms of use.


https://www.cambridge.org/core

390 M. A. Burr et al

of this paper, we assume that 6 is a computable real number in (0, 1). This makes X into
a computable metric space with Sy consisting of the preperiodic points.

Briefly, we outline why the preperiodic (and periodic) points are computable. Since
the allowable transitions are given by the non-zero entries in the matrix A, for any finite
sequence Tt = (71, ..., Tk), it is straight-forward to check that all transitions in t are
allowable. Moreover, if 771, i.e., T concatenated with its first symbol, is an allowable
sequence, then t can be repeated forever. Since there are only finitely many symbols,
given any finite-length prefix, Tprefix, One can extend Tyefix by all sequences of length at
most d + 1. Either none of these sequences will be allowable or there will be a sequence
that ends with a repeated symbol, which can be extended to a preperiodic sequence.

We note that if 6 in dg is computable, then any subshift of finite type is recursively
precompact. In particular, for any n > 0, we can compute a k so that 9 <27". Let
{tx, }?:11 be the set of all sequences of length k£ on d symbols. By following the argument
above, we can either verify that C(;,;) is empty or compute a (computable) preperiodic
point xi, € C(tx,). In this case, E(xkl., 0F) = C(w,).

We observe that when X is a shift space for a SFT, a function ® which is locally constant
is computable if and only if its range is a set of computable numbers. More precisely, we
recall that every non-empty cylinder C(t) contains a computable point and the value of
@ on a computable point is computable. Additionally, the definition of computable sets
carries over directly to the case of shift spaces.

We recall the definition of the total parameter space 7 C C(X, R™) x R™ given in
Definition 4.4. We make the definition of an oracle for a point in this space explicit as
follows.

Definition 5.3. Let (®, w) be apointin T, i.e., w € Rot(®). An oracle for (¥, w) is a pair

of oracles (¢, ¥r) with the following properties:

(1) o is a function such that for any n, ¥ (n) is a point in Q" which is within 27" of w;
and

(2) ¢ :X — R™ is a function such that for any n and x € X, ¢ (x) and ®(x) differ by at
most 27",

Moreover, (®, w) is called computable if both ® and w are computable. In this case, ¥ is

a Turing machine approximating w and ¢ and is also a Turing machine for ®.

For a distance on 7, we use the sum of the supremum norm on C(X, R™) and the
Euclidean distance on R™. We also explicitly define computable functions on subsets
of T.

Definition 5.4. Let U C T and F : U — R. Then F is computable if there is a Turing
machine y such that for any (®, w) € U, any oracle (¢, ) of (®, w), and natural number
n, x (¥, n, n) is a rational number of distance at most 27" to F (P, w).

5.3. Locally constant potentials for SFTs. Let f: X — X be a SFT on the alphabet
A={0, ..., d— 1} with transition matrix A. For k, m € N, we denote the set of potentials
® : X — R™ that are constant on cylinders of length k by LCr (X, R™). Based on work
of Ziemian [60] and Jenkinson [33] (see also [46]), we provide the necessary tools for the
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study of the computability of rotation sets and their entropies. We start with the following
key result.

PROPOSITION 5.5. Letk,m € N, ® € LCy (X, R™), and d’' = m (k). Then there exists a

subshift g : Y — Y of finite type with alphabet A' = {0, . . ., d’ — 1} and transition matrix

A’ with the following properties:

(1) there exists a homeomorphism h : X — Y that conjugatest f and g (i.e., ho f =
goh);

(2) the transition matrix A’ has at most d non-zero entries in each row; and

(3)  the potential ' = ® o h™! is constant on cylinders of length one.

Proof. First, we define the map h. Let {Ck(0), ..., Ck(m.(k) — 1)} denote the set of
cylinders of length k in X, which we identify with A’ ={0, ..., d" — 1}. The transition
matrix A’ is defined by a; = 1 if and only if there exists an x € X with Cx(x) =i and
Ce(f(x)=].

Let Y = Y 4 be the shift space in A’ N given by the transition matrix A’. Furthermore,
let g:Y — Y be the corresponding map for the SFT. For x € X, we define h(x) =
Y=, by yn = Cr(f"(x)). It follows from the definition that #: X — Y is a
bijection. Next, we show that & is a homeomorphism. Let (§")7°, be a sequence
in X with £ =1lim&". This means that for any ¢ € N there exists N € N such that
foralln> N, &' =¢ foralli=1,...,£ We conclude that h(§"); = h(§); for i =
1,...,€+ 1 —kforall n > N, which establishes the continuity of /. Finally, since 4 is a
continuous bijection with compact domain, 4 is a homeomorphism. Let x = (x,)7° , € X
and y = (yu)52, = h(f(x)). By definition, y, = Cx(f"'(f(x))) = Ck(f"(x)). On the
other hand, g(h(x)), = h(x)ps1 = C(f @D (x)) = Cu(f"(x)) = y,. This shows that
hof=goh.

The assertion that A’ has at most d non-zero entries in each row follows from the fact
that for each cylinder Ci (i) C X, the set f(Cx(i)) can be written as the disjoint union of at
most d cylinders of length k. More precisely, for any x € f(Ci(i)), the first k — 1 letters of
x are determined by Ci (i) and there are at most d possible letters for the kth position. Let

y,yeY with yy =5,. Then h~'(y), h~1(¥) € Ck (i) for some i € {1, ..., mq(k) — 1}.
Since & is constant on cylinders of length k, we conclude that S y)) =2 G)).
This shows that @' is constant on cylinders of length one. O

Ziemian [60] proved that the rotation set of a potential @ that is constant on cylinders
of length two is a polyhedron. This result extends to potentials that are constant on
cylinders of length k > 2; see Jenkinson [33] (also see Reitsam [46] for further details).
For completeness we provide a short proof.

THEOREM 5.6. Let f:X — X be a transitive SFT and let ® € LCy(X, R™). Then
Rot(®) is a polyhedron; in particulay, Rot(®) is the convex hull of rv({uy:x €
EPer* (f)}).

T We exclusively use /1, and hop for entropies and 4 for the conjugate map. Both uses are fairly common in the
respective literature.
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Proof. Let (Y, g, ®) be as in Proposition 5.5 and % the conjugate map. Since being
transitive is a topological property that is preserved by topological conjugation, it follows
that g is also transitive. It follows from the definition that h(EPerk( )= EPer! (2).
Therefore, by Proposition 5.5, it suffices to prove the statement for g and ®'. Lety € Y be a
periodic point of g. The generating segment of y can be obtained as a finite concatenation
of generating segments of elementary periodic points. Therefore, rve/(uy) is a convex
combination of rvg/ (1) for u € EPer! (g); in other words, rve/ (iey) € COIIV(I‘V(EPCI‘I ©)).
The result now follows from the fact that the periodic point measures are dense in M and
the finiteness of EPer! (g). O

Remark 5.7. From the proof of Theorem 5.6, one deduces that the conclusions of

Theorem 5.6 hold if f is a subshift with the following properties:

(1)  {mx:x €Per(f)}is dense in M;

(2) there exists a finite set P C Per(f) such that the rotation vector of every periodic
point measure can be written as a convex sum of rotation vectors of periodic point
measures in P.

For the discussion of Property (1), we refer the interested reader to [22] and the references

therein. To the best of our knowledge, Property (2) has not been studied in the literature

beyond SFTs and k-elementary periodic points. In principle, however, one can check

Property (2) for particular classes of shift maps.

Next, we prove the following useful lemma.

LEMMA 5.8. Let ® € C(X, R™). For all ¢ > 0, there exists an g-approximation ®, of ®
such that ®. is constant on cylinders of length k() for some k(¢) € N. If ® is not locally
constant, then k(e) — oo as ¢ — 0. Moreover, if © and & are computable, then ®, and
k(e) can be chosen to be computable.

Proof. Since X is compact, ® is continuous, and cylinders form a basis for the topology on
X, for any ¢, there exists a k such that in every cylinder C(t) of length k, if x, y € C(7),
then ||®(x) — ®(y)|| < &. From this, ®, can be constructed by choosing x; € C(t) for
each non-empty cylinder of length k in X and setting ®(x) = ®(x;) whenever x € C(1).

Suppose that @ is not locally constant and fix k > 0. Since ® is not locally constant,
for some cylinder C(7) of length £, there exist x, y € C(7) such that ®(x) #= ®(y). So, we
choose 0 < ¢ < %Hq)(x) — ®(y)|| to get k(e) > k.

Finally, in the case when & and ® are computable, we have the following: since X is
recursively precompact, ® has a global modulus of continuity. Since 6 is computable, we
can use the global modulus of continuity to find a k as above. Since every non-empty
cylinder of X has some point of Sy in the cylinder, we can use this point to define ®,. O

Finally, we can prove the main result of this section.

THEOREM 5.9. Let f: X — X be a transitive SFT with computable distance dy. Let
o e C(X, R™) be computable; then Rot(®) is computable.

Proof. We use the previous results of this section to verify the conditions in
Observation 3.4. Let &, be as constructed in Lemma 5.8 with corresponding k = k(¢);
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then we observe that for any measure v, [[rve(v) —rve, (V)| < &. Moreover, the points
in EPer*(f) are enumerable as they correspond to allowable (via the transition matrix
A) sequences from a finite alphabet without repeats. Finally, since PM(X) is recursively
precompact, the map u +— rve, (1) is computable; see Lemma 3.2. Therefore, we can use
the global modulus of continuity of this map along with Theorem 5.6 to find a finite set of
rational convex combinations of i, for x € EPer*(f) such that for all v € M, there is some
1 in the finite set of rational convex combinations of the p, so that [[1ve, (V) — rve, (1) ||
is arbitrarily small. Since

ltve (V) —rve ()|l
<lrve (W) —1ve, W + lltve, (V) — 1ve, W + lIrve, (1) — rve ()l

can be made arbitrarily small, the conditions in Observation 3.4 hold. O

6. Computability of localized entropy for shift maps
In this section, we build upon the results of §§4 and 5 to prove that the localized entropy
function is computable on the interior of the rotation set for transitive SFTs. Our main
goal is to verify the hypotheses of Theorem 4.9 in this case. By applying Lemma 5.8, it
is enough to consider locally constant potentials. For these potentials, we establish the
computability of the entropies and rotation vectors of their equilibrium states. Throughout
this section, we assume that f: X — X is a transitive SFT over an alphabet with d
symbols and transition matrix A = (A;;). We recall that transitivity is equivalent to A
being irreducible.

We begin by introducing some notation. For an n x m matrix B = (B;;), we write
B > 0 or B > 0if all the entries of B are non-negative or positive, respectively. Moreover,
for two n x m matrices B and C, we write B>CorB>CifB—C>0o0orB—-C >0,
respectively.

Next, we review some basic facts about Markov measures; for details, see [37]. We say
that a d x d matrix B > 0 is compatible with A provided A;; =0 implies that B;; = 0.
Moreover, B is faithfully compatible with A provided A;; > 0 if and only if B;; > 0. For

example, for any function @ : {1, ..., d}*> — R, the matrix B with B;; = e®@:)4;; is
faithfully compatible with A. In fact, any matrix B faithfully compatible with A can be
written as B;j = e/ A;; for some ®: {1, ..., d}> — R. Such a B is irreducible since

A is irreducible. A d x d matrix B > 0 is row stochastic if the sum of the entries in each
row is 1. The set of all row stochastic matrices compatible with A is denoted by Moch (A).

By the Perron—Frobenius theorem, any matrix B > 0 which is faithfully compatible to
an irreducible matrix A has positive left and right eigenvectors [ = (I1, ..., lz) > 0 and
r=(ry,...,rq) >0 associated to its real Perron—Frobenius eigenvalue A > 0. Let the
matrix P = (P;;) be given by

rj
ij Trl
We observe that P is row stochastic, has Perron—-Frobenius eigenvalue 1, and is faithfully
compatible with A. It follows that p = (r1ly, ..., rgly) > 0 is a left eigenvector of the
Perron—Frobenius eigenvalue 1 of P. Moreover, if » and [ are normalized so that their
inner product is 1, i.e., r - [ = 1, then p is a probability vector. In this situation, the pair

P,‘j =B (14)

Downloaded from https://www.cambridge.org/core. 14 Jan 2021 at 02:57:47, subject to the Cambridge Core terms of use.


https://www.cambridge.org/core

394 M. A. Burr et al

(p, P) defines a probability measure & = p(p, py characterized by its value on cylinders.
Namely,
w(Cjo, ji---s Jjr)) = PjoPjoji - Pjr_yjp- (15)
We say that = w(p, p) is the (one-step) Markov measure associated with P. A direct
computation, see, e.g., [37], shows that p is f-invariant and that its measure-theoretic
entropy is given by
hu(f) == piP;jlog Pij. (16)
iJ
If P is defined as in equation (14) for some matrix B faithfully compatible to an
irreducible A > 0, we can write the entropy of u in terms of B as follows:

7
hM(f) = — Zpipij log Pij = — Zl,’BijI‘/(log Bij +10grj — logri — logA)
i,j i,j

=log A — erjlogr/+2lrllogr, Zl B,jlogB,J
=log A — Zz B;; log Bi;. 17)

‘We observe that since A,-j € {0, 1} foralli, j=1,...,d,if B= A, then

hu(f) =log A = hiop(f).

In the case where B;; = e®@/)A;;, by substituting this equality into equation (17), it
follows that

d
I (f) =logh — Z liri%Bij®(i, h
i,j=1
d
=log A — Z piPij®(i, j) =log i —/ D du. (18)
ij=1 X
We note that we can interpret @ in the integral in equation (18) as a real-valued potential
defined by ®(C(i, j)) = ®(i, j). In particular, ® € LC>(X, R). We obtain the following
useful result.

PROPOSITION 6.1. Let f: X — X be a transitive SFT with transition matrix A and let
® e LCy(X,R). Let BeR¥ pe defined by B;j :eq’(c(i’j))Aij. Let ) denote the
Perron—Frobenius eigenvalue of B. Let P be defined as in equation (14) and let . = . (p, p)
be the Markov measure associated with P defined in equation (15). Then i is the unique
equilibrium measure of the potential ®, that is, the unique invariant measure satisfying

Paop(®) = 1 () +/X  d = log i

Proof. The result follows from the Ruelle-Perron—Frobenius theorem; see, e.g., [7, 50],
the variational principle, i.e., equation (2), and equation (18). a

Next, we consider the computability of the Perron—Frobenius eigenvalue and
eigenvectors.
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PROPOSITION 6.2. Let My be the set of non-negative and irreducible d x d matrices.
The maps assigning B € My to the Perron—Frobenius eigenvalue, or the left and right
eigenvectors with first entry 1, are computable.

Proof. We follow the approach in [20, 52, 58]. Let S be the closure of the intersection of
the (d — 1)-dimensional sphere S9-1 with the first orthant in R?; we observe that this set
is computable in R4, Since B is irreducible, I+ B)4~! > 0. Moreover, by [20, 58], the
Perron—Frobenius eigenvalue can be computed using the following formula:
_(B( + B)'" ),
max min ————————.
xeS i ((I+ B)lx);

The computation of the left and right eigenvectors is nearly identical, so we only
show that one of them is computable. By Perron-Frobenius theory, the Perron—-Frobenius
eigenvalue is an eigenvalue of (algebraic) multiplicity one and all of its entries are non-
zero. Therefore, there is a unique eigenvector r associated to the Perron—Frobenius
eigenvalue A whose first entry is 1. Therefore, after substituting 1 for the first entry of
r, (B — Al)r =0 is a square system with d — 1 variables with a unique solution. This can
be computed with Cramer’s rule. O

Next, we establish the main assumptions of Theorem 4.9 for transitive SFTs.

THEOREM 6.3. Let f:X — X be a transitive SFT with transition matrix A and
computable distance dg. Let ® : X — R™ be a computable potential. Suppose that (g,),
is a uniformly computable, convergent sequence of positive numbers converging to 0.
Then there exists an approximating sequence (®g,), of © such that for all v e R™ and
n € N, the potential v - O, has a unique equilibrium state ji,.@, . Moreover, the maps
(v, n) — hﬂv_%n (f) and (v, n) = 1v(y.0,, ) are computable.

Proof. By Lemma 5.8, since ¢, is computable, there is a computable ¢,-approximation
®,, to ® which is locally constant. Since locally constant potentials are Lipschitz
continuous, we may conclude from Property 4 of the topological pressure in §2.2 that for
allv € R™ and n € N, the potential v - ®,, has a unique equilibrium state uy.¢,, . Suppose
that an oracle for v is given; then there is a Turing machine that produces ®,,, a locally
constant approximation to v - ®g, .

By applying Proposition 5.5 (and computing a larger alphabet of size d’), we consider
the conjugate SFT g, with transition matrix A’, and potential ®. We let i be the
conjugating map between f and g. We recall that @/ is constant on cylinders of length
one. Moreover, the pressure and equilibrium states (after taking the pushforward) for &,
and <I>:J are preserved under this conjugation; see, e.g., [S6]. We observe that since CI>; is
constant on cylinders of length one, it is, in particular, constant on cylinders of length two.

For each cylinder C(i, j) of length two, we define Bi’j = eq’/v(c(i*j))A;j and let B =
(B] ). Since g is transitive, A’ is irreducible, which implies that B’ is also irreducible.
By Lemma 6.2, we can compute the Perron-Frobenius eigenvalue A and eigenvectors r’

and /', so we can compute the matrix P’, where P/, = B] : (rj/Ari). Moreover, we can

ij
also compute the probability vector p' = (r{l}, ..., r),1),). Let 1}, = u(, pry be defined
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as in equation (15). It follows from Proposition 6.1 and Corollary 3.5 that pu) = hyity.
Furthermore, we can compute the rotation vector of (i, with respect to ., by

V() = ( / (<1>;>kdu;> = (Z«b;(ca, j)))kp,-P,-,-) .
k k

i,J

Similarly, the measure-theoretic entropy can be calculated using Formula (16) for

by (f) = hy, (). O
Finally, we are able to prove the main result of this section.

THEOREM 6.4. Let f: X — X be a transitive SFT with computable distance dy. Let
o e C(X, R™) be computable. Then H is computable on int Rot(®P).

Proof. If int Rot(®) = &, there is nothing to prove. Otherwise, we apply Theorem 4.9.
The existence of r follows from Corollary 3.8 and Theorem 5.9. The remaining
assumptions are established in Theorem 6.3. O

7. Entropy at boundary points
In this section, we construct a class of examples that show that, in general, the localized
entropy is not computable at the boundary of rotation sets. More precisely, we show that
the global entropy function may be discontinuous at the boundary of the total parameter
space of rotation sets; cf. Theorem 4.5. Recall that at an interior point wq of the rotation
set, we have

lim fg, (wo. &) = Ho(wo) = lim hG, (wo, &n). (19)

n—oo

We now construct a family of examples for which there is an exposed boundary point
where the two limits in equation (19) do not coincide.

Example 7.1. Let f: X — X be the one-sided full shift with alphabet {0, 1, 2, 3}. We
construct a potential function ® as follows: fix a real number a > 0 and consider a function
£1:[0, a] — R which is continuous, non-negative, increasing, and strictly concave with
£1(0)=0. Let £, =—¢1; therefore, £, is continuous, non-positive, decreasing, and
strictly convex with £,(0) =0. Let (xx)ren be a sequence with x; € (0, a) for all k
that is exponentially and strictly decreasing to 0; see Figure 1. Let x = O(1) € X and
y = O(3) € X be the fixed points of repeating 1’s and 3’s, respectively.

Next, we define several subsets of X. Let S} = {0, 1} and S, = {2, 3}. Fix a natural
number A € N with A > 3. For k > A, define

Yik)={E€X &, ... & €S
Yi(oo)={§ € X:& €S, forauj}zﬂ Y k),
k

Vi) ={£ e Yik —1): & ¢ Y;(k)} = Yik — D)\ Y: (k).
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Y

b

12

FIGURE 1. The rotation set defined in Example 7.1. The rotation set is an infinite polygon and the origin is an
exposed point.

For k > X, define
X1 (k) =Y1(k) \ Cr—1(x),
Xo(k) =Y2(k) \ Ce—1(y),
X (k) = X1 (k) U Xa(k),
Yo0) =X \ (Y1) U T2(3)).
We define a potential ® : X — R? by

(a, 0) if& € Yo,
(Xk—, 0) if& e X(k), k> A,

D(§) = (xk—r, L1(xxk—p)) ifFEeCoi(x)NY(k), k> A, (20)
(xk—n, L2(xk—2)) if & € C—1(y) N Y2(k), k> A,
(0, 0) if & € Y1 (00) U Ya(00).

Throughout the rest of this section, we study the potential ® defined in the example
above.

LEMMA 7.2. The potential ® defined in equation (20) is continuous and (0, 0) is an
exposed point of Rot(®).

Proof. Let (§") be a convergent sequence in X with £ =1lim&". If ®(§) = (a, 0),
(xk=»x, 0), or (xg—x, £i(xk—x)), then the behavior of & is determined by the first k terms
of £. Since £" converges to &, for n sufficiently large, £” agrees with & on the first k terms.
Therefore, ®(£") = ®(&).

If ®(&) = (0, 0), then & € Y;(o0) for i =1, 2. For any k, for all n sufficiently large,
&" and £ share the first k terms, so £" € ?,‘(k). Therefore, for k > A, ®(£") is one of
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(Xk=n, 0), (xk—», £i(xk—2)), or (0, 0). As k grows, the value for all of these expressions
approaches (0, 0).

To show that (0, 0) is an exposed point of Rot(®), we observe that Rot(®) C
conv(®(X)). Since all points in the image of ® other than (0, 0) have positive x-
coordinate, (0, 0) is extremal. Finally, the compactness of ®(X) implies that (0, 0) is
an exposed point with the y-axis as supporting line. O

We now restrict x; and £; to control the shape of Rot(®). Let w(0) = (a, 0) and
w(00) = (0, 0). Suppose that > ;o | xx <a and £1(x1) < (A + 1)¢1(x2). Fori=1,2,
define

1
w; (L) = 5[30» — D(a, 0) +2(x1, £;(x1)) + (x1, £3—; (x1)].
Moreover, for j > A andi € {1, 2}, we define

1 =
wi (j) = 7[A(a, 0) + > (. e,-<xk>)].

k=1

Using techniques similar to those in the proofs in [40, Example 2], one can show that
Rot(®) = Conv{w(0), w(oco), w;(j):j=>A, i =1, 2}.

In particular, dRot(®) is an infinite polygon. Furthermore, by requiring additional
properties on €1, it can be arranged that w(oco) is a smooth boundary point. We refer
the interested reader to [40] for details.

Next, we define approximations of the potential ®. Fixn € Nandlete, = 27". Since ¢,
is continuous and £;(0) = 0, there exists K = K (n) > 2A such that ||(xz—_y, £1(xx— )|l <
&n and || (xg—n, €1(xk—2)) — (xj—n, L1(x;—) )|l < &, for all k, I > K. We note that since
£, = —{, the corresponding inequalities also hold for points on the curve £;. We define

Xe, = |J X0 U@G1(x) N Y1) U Cho1(y) N Ya(k))).
A<k<K

Finally, we define the potentials &, : X — R? by changing the behavior of the potential
function near Y1 (0c0) U Y5(00). Let

®(§) if§ € X, UYo(2),

®,, (£) = (XK +1-2, 0) ?fé € Y1(K)UY2(K) \ (Cxk(x) UCk (y)), 21
(xg1-n, L1(xgy1-2)) if & e Cx(x),
(xky1-n, L2(xgyr1-2)) if & € Cx(y).

It follows, from the construction, that ®,, is constant on cylinders of length K and that
(P, )n 1s a converging sequence of &,-approximations of .

THEOREM 7.3. Let ® and (®g, ), be defined as in equations (20) and (21); then

0= lim Ay (w(00), &) < lim Y (w(o0), &,) = log 2. (22)
n—00 en n—00 En
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Proof. First, we prove the right-hand-side equality of inequality (22). In Lemma 7.2, we
proved that w(oco) = (0, 0) is an exposed point of Rot(®). Moreover, w(oco) is an extreme
point of conv(® (X)), which implies that each invariant measure u with rve (1) = w(oco)
must be supported on Y1 (oc0) U ¥»(00). Since each Y;(oco) is a full shift on two symbols,
it follows that Ap (f |y, (c0)UY,(00)) = log 2. From the variational principle, it follows that
He(w(oco)) =log 2. Then Proposition 4.1 implies that lim,,—, oo h’c‘bs (w(00), &,) =log 2.

Next, we show the left-hand-side equality of inequality (223. By construction,
(XK m)+1-20 Li(XK () +1-2)) € B(w(co), &,) for all neN and i=1,2. We
claim that U-Cq)En (xk+1-2, Li(xg4+1-2)) =0 as follows: first, we observe that
(XK (1)+1-2» Li (XK (n)+1-2)) 1s an extreme point of Rot(P,, ) since the point is in Rot(Py,,)
and it is an extreme point of conv(®,, (X)). More precisely, for i = 1, the point is in the
rotation set since Vo, (x) = (XK )+1-2> L1(X Kk (m)+1-1))- The case i =2 is analogous.
Moreover, it is an extreme point of the convex hull since all other images of ® have either
a larger x-coordinate or the same x-coordinate and a smaller y-coordinate.

Now let u € M with o, (L) = (XK @m+1-21, L1(XK @)+1-2))- Therefore, the support
of  is a subset of Cbs_nl (XK (m)+1-2> L1(X K ()+1-2)). Our goal is to show that p = 11,. We
observe that we can write

¢§Wme+FhENXmm+kU)=CK@)={ﬂkJLJAb
k>K
where Ay =Cr_1(x) \ Ck(x). By construction, =N (Ap) is the disjoint union of
Aky1 and cylinders of the form C(§;mr—1(x)&k+1), where &1, &1 € {0, 2, 3}. Let
& e C&1me—1(x)&k41); then Py, (§) # (Xk(n)+1-1, L1(XKm)+1-2)). We conclude that
w(C (& mr—1(x)&k+1)) =0, since otherwise tvg, (1) would not be an extreme point. By
the f-invariance of u, it must be that u(Ax) = u(Ag+1). Therefore, w(Ax) = u(A;) for
all k,!/ > K. Since the Ay are pairwise disjoint, (A;) =0 for all k > K. Hence, the
support of p is x and u = . It follows that h[@n (w(00), &,) =0 for all n € N and we

obtain lim, 0 by, (w(00), &) =0. O

Remark 7.4. By choosing a, xj to be computable real numbers, and £ to be a computable
function, the result of Theorem 7.3 also applies in the computable case.
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