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Abstract—Babies cannot communicate with formal language
and instead convey necessary messages through their cries.
In babies, the first few months of their growth period are
critical to the rest of their lives, as many conditions, such as
deafness or brain damage from asphyxia, can be remedied if
they are detected during this time period, preventing irreparable
damage. The ability to differentiate between types of cries of
a baby can prove extremely useful for parents with newborn
children. To achieve this, we employ several machine learning,
deep learning and ensemble classification techniques. In our
work, we use transfer learning with the existing pre-trained
convolutional neural network of ResNet50, a Support Vector
Machine (SVM). We also perform ensemble classification to
combine the predictions of the SVM and deep learning model to
classify between different types of baby cries. Models are trained
on spectrogram images of the audio files taken from the Baby
Chillanto Database. We evaluate our models with ten iterations
of 5-fold cross-validation and our models achieve accuracies of
more than 90%.

Index Terms—Baby cry classification, spectograms, Resnet,
SVM, decision fusion

I. INTRODUCTION

A babies’ first few months are critical to the rest of their

lives. Many conditions, such as deafness or brain damage

from asphyxia, can be targeted and remedied if caught early

on, preventing irreparable injury. However, infants cannot

communicate with formal language during this crucial point

in life. Instead, babies convey some reflection of physical

and emotional needs through crying. To an untrained ear, a

baby’s cry may always sound the same, but research has shown

that these cries have different meanings representing different

needs of the baby. The ability to differentiate between types

of cries from a baby can prove extremely useful for parents
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with newborn children. This development would expand and

improve the process of providing responsive care and address

potential medical issues.

Asphyxia and deafness are two conditions within infant

children that would greatly benefit from accessible, reliable,

and noninvasive detection methods. Currently, these conditions

require expensive and lengthy testing to reach a conclusive

diagnosis, a process which may also result in false positives

or no diagnosis at all. Only 69.1% of infants who do not pass

a hearing screening test are diagnosed with hearing loss before

three months of age, potentially attributed to the fact that

infants must undergo a variety of invasive tests to conclusively

diagnose hearing loss, such as genetic testing, blood testing,

and behavioral observations [1]. While 98% of American-born

infants are screened for hearing loss, usually before leaving the

hospital, asphyxia is not commonly tested without symptoms

first being present [2]. Procedures to diagnose asphyxia can

involve MRIs, CT scans, EEGs, blood tests, and metabolic

exams. These diagnostic tests require time, equipment, and

medical expertise. They are also not available in many areas

in the world. Even if they are available, many parents may

not be able to afford or access proper care for their new

child. The American Academy of Pediatrics affirms that almost

36% of infants who fail their initial hearing loss screening

are lost to follow-up [1]. More accessible forms of detection

would prevent unneeded invasive testing, provide parents with

more easily obtainable preliminary information, and hopefully

reduce the rate of lost to follow-up.

Additionally, the ability to distinguish among hunger, pain,

and normal crying, can be immensely useful for new and old

parents alike to know the needs of their child. An accessible

tool to accurately predict a child’s needs from the crying signal

can give parents valuable information to provide better care
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of the baby. This paper focuses on classifying different baby

crying signals using machine learning methods such as neural

networks, SVM and Ensemble Classification.

II. RELATED WORK

In the field of baby cry classification, there have been

many attempts made in the past two decades. Many machine

learning methods and feature extraction methods were used

in previous works. Neural networks were used as early as

2004 when Orion F. Reyes-Galaviz & Carlos Alberto Reyes-

Garcia built an infant cry recognition system, which classifies

normal, deaf, and asphyxiated infants crying signals, and the

classification accuracy was able to reach 86.06% [3]. SVM

is also widely used in this area. Researchers have used SVM

and some specialized versions to classify baby crying and the

classification accuracy reached 93.8% on a specific defined

database [4], [5]. M. Moharir et al. [6] classified the normal

and asphyxiated classes within the Baby Chillanto Database

using convolutional neural networks such as GoogLeNet and

AlexNet on the waveform images converted from the audio

signals. They achieved a maximum of 94% accuracy. Aomar

Osmani et al. [7] implemented a variety of machine learning

techniques on a dataset of 288 recordings of infant pre-

cry vocalizations and cries gathered from over 30 babies of

different ethnicities. The machine learning techniques imple-

mented were an SVM, Bagged Trees, Boosted Trees, Decision

Tree, kNN, and subspace kNN, where the kNN achieved the

highest accuracy of 97.78%. CY. Chang et al. [8] used a

dataset of 490 baby cries that they gathered from 37 infants

between the ages of 1 and 10 days old to distinguish if a

baby was hungry, sleepy, or feeling tired. They processed this

dataset to focus more on the voices of the babies using a

thresholding mechanism and then extrapolated 15 key features

from the sound files. They then used a Sequential forward

floating search (SFFS) algorithm and a Sequential Backward

Selection algorithm to determine which features were the most

important. The group ran the data through a DAG-SVM with a

k-fold cross-validation method to achieve maximum accuracy

of 92.17%.

III. PROPOSED METHOD

We used the Baby Chillanto Database obtained from the

National Institute of Astrophysics and Optical Electronics,

CONACYT, Mexico. The database contains a total of 2268

one-second samples from children ranging from newborn to

nine months of age. This dataset is categorized into five cry

labels as shown in Table I.

We propose a method to use transfer learning, SVM, and

ensemble classification to classify the baby crying signals.

The motivation is to combine deep learning models with the

traditional machine learning models to improve the results.

TABLE I
BABY CILLANTO DATABASE

Infant Cry Category Asphyxia Deaf Hunger Normal Pain
Number of Samples 340 879 350 507 192

Total 2268

Fig. 1. TL Resnet50 architecture

Deep learning models usually require a large amount of data

and tuned architectures to determine the best configuration

which can predict with higher accuracies. Since, our data is

only limited to 2268 samples, we explore transfer learning

techniques. In particular, ResNet models are chosen for their

simplicity and better performance. In traditional machine

learning models, SVM models give better performance. We

experiment with both these models in different settings and

combine the results using decision fusion. Four different

models were implemented to compare results. We built a small

convolutional neural network, a transfer learned ResNet50

based model, an SVM, and a combined model of ResNet50

and SVM for ensemble classification. The small convolutional

neural network consisted of three convolutional layers with

feed-forward propagation. We implemented this simple model

as a baseline to compare our results against. We will refer

to this model as the “Small CNN” for this paper. ResNet50

is a pre-trained 50 layer convolutional neural network trained

on the ImageNet database. We selected this model due to its

high accuracy, favorable speed, and ease of use, as it comes

shipped with Keras, a popular neural network library. Since

this model has already been trained on the ImageNet dataset

and has achieved great performance when handling image

classification tasks, we found it be suitable to improve the

predictive capabilities of our initial “Small CNN”. We used

a transfer learning approach for the ResNet50 model and

modified the primary ResNet50 model to predict for 5 classes

rather than the original 1000 from ImageNet. Furthermore,

we appended a GlobalAveragePooling layer, a dropout layer

with a rate of 0.25, and four additional dense layers to the

base ResNet50 model, to produce better results for our given

dataset as shown in Figure 1. Within this paper, the model is

referred to as “TL ResNet50”.
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An SVM is a classifier that defines a plane to separate data

into different categories. We elected to use an SVM for its

high accuracy when handling smaller datasets. The SVM in

this paper used a one-versus-rest strategy to predict for a multi-

class dataset.

Once the TL ResNet50 model and SVM were able to reach

high levels of accuracy, we developed an ensemble classifica-

tion method to combine their predictions. We compared the

prediction matrix generated by both models for each test image

to decide on a final prediction; the individual prediction values

of each label in each models’ prediction matrix were averaged

and then stored in a temporary matrix. Finally, we recorded

the maximum value in the temporary matrix for each test

image, into a final prediction matrix. We explored ensemble

classification to see if it could produce better results than the

individual models on their own. This model is also referenced

as “Combined Model” throughout the paper.

IV. EXPERIMENTS AND RESULTS

From the original database of baby cries, we converted the

.wav audio files into 300 dpi .png colored spectrograms of size

60x90, using the software Sox [9]. A spectrogram is a two-

dimensional image in which the x-axis represents time and the

y-axis represents frequency. The color shows the intensity of

the energy found in a certain frequency at a certain time. The

lighter the color is, the stronger the sound. Spectrograms are

commonly used for feature representation of audio signals.

They can show the energy level of different frequencies at

all timesteps of the signals. Research in speech recognition

and acoustic event detection has shown it is effective to

use spectrograms for audio classification. We decided to use

the spectrograms instead of the MFCC, LPCC features in

our baby crying classification because we have found it to

be suitable for our transfer learning model. A few sample

spectrograms of different classes can be found in Figure 2. As

the images show, the pain spectrogram is in yellow and red

colors because babies cry much harder when they are in pain.

But the asphyxiated image is a darker purple color because

the sick baby’s sound is weak.

(a) Asphyxiated (b) Deaf

(c) Hunger (d) Normal (e) Pain

Fig. 2. Spectrogram Samples of Baby Cries.

The spectrogram images and their respective labels were

first converted to numeric arrays using Keras’ preprocessing

library. After that, we passed the dataset through sklearn’s

train test split method, which shuffled and split the dataset

Fig. 3. Confusion Matrix of the Small Convolutional Neural Network (CNN)

into an 80:20 training and testing split with a common random

seed to ensure reproducibility of the split for both models.

We then separately trained and evaluated the Small CNN,

TL ResNet50, and SVM using the training dataset.

During the training process, we experimented with many

different learning rates, epochs, batch sizes, gamma values,

kernels, and c parameters, to increase the prediction capabili-

ties of our models. The Small CNN was trained over 10 epochs

with a batch of 50 and a learning rate of 0.0001 using the

Adam optimizer. The TL ResNet50 model followed similar

parameters with the exception of 3 epochs rather than 10. The

SVM received its best results when gamma was set to ’scale’

and the c parameter was 1000.

We initially determined the accuracy of the Small CNN and

TL ResNet50 by using the existing Keras metric, categori-

cal accuracy, which compares the index of the maximum ar-

gument of the true label in the labels array against the index of

the maximum argument in the predictions array. SVM’s initial

testing accuracy is defined through the Scikit-learn function,

accuracy score, which also compares the predicted label with

the true label for a given input batch. After running each model

through ten iterations of 5 fold cross-validation, these are

TABLE II
RESULTS FOR THE MODELS

Model Accuracy
Small CNN 87.03%

TL ResNet50 90.80%
SVM 90.10%

Combined Model 91.10%
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Fig. 4. Confusion matrix of TL ResNet50 (transfer learning)

Fig. 5. Confusion Matrix of Support Vector Machine (SVM)

their respective results. The Small CNN averaged 87.03%. The

TL ResNet50 model achieved, on average, 90.80%. The SVM,

on average, achieved a 90.10% accuracy. Finally, after running

the combined model on our separate testing sets, we reached

a maximum accuracy of 91.10%. The average accuracies of

each of the models is shown in Table II.

We use confusion matrices to analyze the classification

performance of each of the classes. In these matrices, the di-

agonal cells represent the percentage of the test data correctly

classified with its true label whereas the other cells represent

the percentage of mis-classified data. Figures 3 to 6 show the

confusion matrices of our Small CNN, TL Resnet50, SVM

and Combined model.

As shown in confusion matrices, the models had difficulty

when it came to handling the differences between hungry baby

Fig. 6. Confusion Matrix of Combined Model (Ensemble Classification)

cries in comparison to pain baby cries. However, we believe

this may be remedied with a more balanced dataset. But,

overall, the models performed admirably. The datasets used

in most of the related works are different from the one that is

used in this work and therefore we do not have a direct way

to compare our results..

V. DISCUSSION & FUTURE WORK

There are many areas that we can modify to improve

the reliability of our models. The first being to properly

balance our dataset either with more baby cries or at least

synthetically using data augmentation. Second, we could try

different algorithms to improve our performance. W. Zhong

et al. [10] have shown progress with clustering SVMs in

protein local structure prediction, and this progress may be

transferable to our model. Along with that, Hui Liu et al.

[11] have proposed a genetic fuzzy routing algorithm based

on fuzzy set theory and evolutionary computing which may be

applicable to our models. Additionally, Sara Sabour, Nicholas

Frosst, and Dr. Geoffrey E. Hinton’s capsule network, which is

based on convolutional neural networks may help us classify

our spectrograms more effectively. Finally, experimenting with

the size and shapes of our spectrogram images may prove to

show positive results for our models.

We perform our classification using image spectrogram data

which is usually different from the traditional methods chosen

to classify audio signals which uses Mel-frequency cepstral

coefficients(MFCC) features. In future work, we believe that

combining MFCC features along with image data for baby

cry classification can further improve the results. We would

also like to experiment with various image classification

architectures to determine the best model.

An accessible and reliable machine learning approach to

baby communication can significantly improve the care and

reduce the confusion surrounding infant health. While young
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babies may not be able to communicate their needs formally,

many papers have proved their cries possibly offer more than

enough information to reflect their neurological states and

physical needs. Understanding a baby’s cry is currently an

important topic that if we apply machine learning to, can better

human quality of life.

VI. CONCLUSION

Analysis of baby cries can help in early detection of

abnormal conditions in the baby. In our research, we employ

machine learning and deep learning models to classify various

baby cries taken from the Baby Chillanto Database. We use

a transfer learned ResNet50, an SVM, and an Ensemble

Classification model of these two previous models to classify

spectrograms of baby cries in a multi-class dataset. These

models achieve high accuracies, ranging from 90.1% to 91.1%.
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