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Abstract— This paper presents the background and
methodologies used in programming and teaching the humanoid
robot NAO to play the game of “Simon Says” with human players.
Choreographe programming was used to provide the overall game
logic and incorporate NAQO’s sensory capabilities. OpenPose pose
detection and OpenCV APIs were used to develop the image
processing components to convert the raw images captured by
NAO for pose classification, and the Keras APIs were used to build
the Convolutional Neural Network to classify and recognize the
player poses.
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II. BACKGROUND

A. Pose Detection

Pose Estimation is a general problem in Computer Vision
that detects the position and orientation of an object. This
usually means detecting key point locations that describe the
object ([2][3][6][7]). In games like “Simon Says”, player pose
detection refers to the task of detecting and localizing the major
joints of the player body (e.g. shoulders, arm, wrist, knee, etc. ).
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architectures built based on the CNNs have received much
success in many applications ([10][11][12]). There is also great
interest in the field of humanoid robots and in developing
human-robot interactive games ( [5][13]). Humanoid robots
typically are equipped with sensors supporting vision, speech,
sound, movements, and great flexibility of joint movements.
The goal of this project is to experiment with the visual, speech,
and computational capabilities of the NAO robot [1] for playing
a human-robot interactive game, and to explore the computer
vision, image processing and classification methodologies that
support real-time vision based games. We decide on making the
NAO robot play the game of “Simon Says” where the robot acts
as “Simon” telling the human player(s) to make pose(s) per his
instruction. Each time, Simon calls out the name of a pose, the
player makes the move. Simon determines if the player’s pose
is correct by comparing it to the pre-defined poses, and if it
corresponds to the pose called out for. Once this part of the
game was successfully developed, it was extended to work with
two human players, playing side by side, and competing against
each other. In the rest of the paper, a brief description of the
methodology used in the project, as well as the project results
are discussed.
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This method may be used with different image data sets. The
Common Objects in Context Dataset (COCO) [9] and the Max
Planck Intitut Informatick Human Pose Dataset (MPII) [2] have
been experimented for the classification task in this project. The
COCO data set, including train, validation, and test sets,
containing more than 200,000 images and 250,000 person
instances labeled with keypoints. The MPII Human Pose dataset
includes around 25K images containing over 40K people with
annotated body joints. The images were systematically collected
using an established taxonomy of every day human activities. It
covers 410 human activities and each image is provided with an
activity label [2].

B. Image Classification using CNN

In recent years, Artificial Neural Networks (ANN) have
been successfively used for classifying images in various
applications. In particular Convolutional Neural Networks have
been proven to be effective and are gaining more attention in the
field of image classification. Some recent succes stories include
applying CNNs for recognizing and classifying remotely sensed
images [12], for classifying blood cell images [10], and for wafer
map image classification for defect pattern analysis [11], to
name a few. Compared to other Neural Network structures,
CNN takes advantage of the fact that pixels nearby to each other
are often highly correlated for image detection. Each CNN layer
looks at an increasingly larger part of the image. Having units
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only connected to nearby units also aids in the invariance
problem. In this work, CNN is used to classify binary stick
figure image data generated based on the locations of key (joint)
points found from the player images. The stick figure images are
similar to handwritten characters, e.g., the MNIST handwritten
digit classification data. Therefore we developed a CNN similar
to the one developed for handwritten digits recognition [8] using
the Keras APIs [4].

III. METHODOLOGY

The project methodology can be divided into three main parts:
(1) Programming NAO behavior in the Choreographe
environment; (2) Process the player images received by the
visual component of NAO such that the images are converted
into a form suitable for learning; and (3) Applying machine
learning techniques to learn the classification models
corresponding to the poses selected for the game.

A. Programming NAO in Choreographe

Choreographe is a visual programming environment, where
programmers code the needed bahaviors as behavior blocks and
save them to the library [1]. When developing a program for a
specific task, blocks of bahaviors are dragged onto the main
programming area and connected with directed lines indicating
the flow of data and program control. Fig. 1 shows the
Choreographe programming environment with the top level
program logic partially displayed in the main window.

The main program logic for the “Simon Say” game consists
of the following steps:
1.  Give game instruction to the players via NAO Speech
module;
2. Repeat the following 4 steps for a preset number of
iterations:
2a. Announces a pose selected randomly from the set of
game poses;
2b. NAO vision captures the two players’ poses, and
passes the image to be processed and classified;
2c. Based on the pose classification results obtained,
NAO gives feedback to each player;
2d. NAO updates the two players’ game points;
3. Announces the final game points to the players and
determines the winner.

B. Player Image Processing

B.1 Data Collection

The initial proof of concept was conducted using 3 different
poses. Three team members modelled for these poses. To
increase the robustness of the learned classification models, the
poses were made with deliberate variations. For each pose, a
team member would stand at each of the five locations to mimic
players standing at closer, farther away, or off center from the
robot in real game setting. At each location, the poses were also
made slightly differently each time, for example by raising the
arms slightly higher or lower than the perfect pose, or make
head and body slightly turned or bended. All together 130
image training data were collected. At the end of the project,
the number of poses was extended to 8, and the training data
size was increased to 405.

Fig. 1. The main NAO program logic programmed in Choreographe

B.2 Data Preparation with Image Processing

The images received from step 2b of the Choreographe program
is processed using the OpenPose package and the OpenCV
APIs to convert the raw images into a representation suitable
for learning. Each raw image contains one or two players
standing in front of a mixed background consists of door, wall,
lockers, furniture, etc. Fig. 2 shows a raw image making one
game pose.

Fig. 2. Raw player images captured by the NAO robot

Two approaches have been experimented to convert the
images. Both approaches are based on results generated from
Gupta’s multi-person pose estimation package “OpenPose”.
We experimented with two pose estimation data sets [6] : the
Common Objects in Context Dataset (COCO) [9] and the Max
Planck Intitut Informatick Human Pose Dataset (MPII) [2]. The
MPII dataset was simpler to use, yet the COCO dataset led to a
higher pose estimation accuracy. Utilizing the COCO model
allowed for obtaining a collection of 18-pixel coordinate points
based off each raw image. These points would define
significant skeletal points on the body (i.e. shoulder, elbow,
wrist) encompassing 5 major parts of the body: The head [pts:
(neck and nose) 0-1, (ears and eyes) 14-17], the arms [pts: (right
arm) 2-4, (left arm) 5-7], and the legs [pts: (right leg) 8-10, (left
leg) 11-13]. Fig. 3 presents an image where the 18 key points
are clearly identified. These 18 key points are computed in the
form of the actual pixel coordinates on the image.

To compensate for the variations of the player
standing locations, therefore the variations of the locations and
scales of the model appearing in each image, the 18-pixel
coordinate points were further post-processed. In the first
approach, we experimented with translating and scaling the
points about the center axis of the pose identified in the image,
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as well as computing their relative locations among wrist,
elbow, shoulder, and head. These transformed points were used
to form the training data for the pose learning step, i.e., each
image is represented with a vector of 18 post-processed location
data. Using a typical 3-layer Sequential neural network model
implemented with the Keras APIs, this training data lead to an
average pose classification accuracy of less than 70%. This
prompted us to develop an alternative way to process the key

points to increase the classification accuracy.
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Fig. 3. Poses with 18 coordinate key points

The second approach for data transformation gets
inspiration from the fact that CNNs have been successfully
applied for character recognition, where the characters were
represented in the form of binary images. At an abstract level,
the poses themselves are like the alphabetical characters, it is
our conjecture that if the poses are converted into character-like
binary images, CNN could be used to classify them with high
accuracy. In addition, success in human torso and hand location
tracking have been reported where color images were first
converted into binary images [7]. To track the torso and the
hand of a player, the raw input image was converted into a
binary image. A torso-shoulder-upper body model was used to
locate the position of torso from within the foreground image,
and the skin color is used to locate the position of the hand, as
shown in Fig. 4 [7].

-t

Fig. 4. torso-should —upper body model used on binary segmented
player image

We combined these ideas into developing the data
transformation approach. Our method takes the key coordinate
points identified from OpenPose and form a binary stick figure
image using the OpenCV APIs in the following steps:

1. Form line segments based on pairwise coordinate points,
2. Compute and expand the line segments to contours, and
3. Find the width and height of the stick figure, and crop the
image so that the stick figure occupies the entire image.
Fig. 5 shows three stick figure binary images representing three
different poses. It is quite clear that the stick figures clearly
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capture the main characteristics among different poses in terms
of the placements of the arms and the legs.

C. Pose Classification

The Keras APIs were used to construct the CNN to learn the
pose classification model based on the training data. Fig. 6
illustrates the CNN structure with 2 layers of convolution and
subsampling, where the convolution is set to the size of 3 by 3
and the subsampling size set to 2 by 2. Rectified linear unit
(Relu) has been used as the activation function. The CNN
successfully learned the classification model of 8 poses with an
accuracy consistently above 98%. A 10-fold-cross validation is
performed where the classification accuracy is 99.3%.

Jii

i

Fig. 5. Binary stick figures representing 3 different poses

D. From One Player to Two Player Game

To allow two players to play side-by-side and compete,
additional steps were needed to process the image captured by
NAO. First, the image was cropped into two halves. Then, from
each half of the image, the key-points were generated, and a
stick figure image was formed. After that, each image was fed
into the Keras classification model and it predicted a pose and
sent the results back to NAO. With this approach, tracking each
player was easy. Player 1 is always on the left side and player
2 is on the right side.

IV. RESULTS ANDDISCUSSION

Separate modules were developed for training data image pre-
processing, classification model learning, and the actual game
server. This allows for easy updates for game development.
Because the player images captured during the game still need
processing before classification may be performed, and because
the processing power on the NAO robot is limited, a laptop was
used for this step.
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Fig. 6. The CNN model used for classifying and recognizing the pose
models

Fig. 7. “Simon” the robot asks the player to lie down

“Simon”, the robot, gives out the instruction about
which pose to make, the two human players make the pose.
Simon takes the picture of the two, send it to the laptop for raw
image to stick figure conversion, and for pose classification.
The classification result is sent back to Simon, based on which
a verdict is announced by Simon concerning whether each of
the players made the right move. Initially, during testing, there
was a processing time delay of over 3 seconds after Simon
issuing each command. The first step taken to reduce the delay
was to reduce the dimension of the input image used to generate
the key points. Generating the key points was the most
processor-intensive task for this game and by reducing the size
of the image, it was possible to generate the points faster. The
second step taken was multiprocessing. This step allows for the
key points for both players to be generated simultaneously.
While it was not as significant of a reduction as reducing the
image input dimensions, it helped. With those improvements,
the delay is far less noticeable than before.

Test run the game with invited players revealed some
problems not previously encountered. For example, when
Simon says to lie down, the team members all know to lie down
sideways, as shown in Fig. 7. But for new players, they all took
it as lying down in the front-to-back direction, making the
classification process not feasible. Also, some other wording
and commands issued by Simon were not readily
comprehensible by non-developers, and the Choreographe
program was modified accordingly.
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A problem we would like to work on in the future is
how multi-player image is handled. Given our current method
for image processing, NAO won’t know if a player switches to
the other side. Also, this method only allows two players to
play. While it is possible to crop the image into 3rds/4ths/etc.,
when more players are involved, key point generation would
not be as accurate and the delay time would increase
accordingly.  We would like to address these problems by
leveraging more about NAO’s built-in facial recognition
software.
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