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Rate Control for Video-Based Point Cloud
Compression
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Abstract—Rate control is a necessary tool for video-based
point cloud compression (V-PCC). However, there is no solution
specified on this topic yet. In this paper, we propose the first
rate control algorithm for V-PCC. Generally, a rate control
algorithm is divided into two processes: bit allocation and bitrate
control. In V-PCC, the total bits are composed of three parts:
the header information including the auxiliary information and
occupancy map, the geometry video, and the attribute video.
The bit allocation aims to assign the total bits to these three
parts. Since the auxiliary information and occupancy map are
encoded losslessly, the bit cost of the header information is fixed.
Therefore, we only need to assign bits between the geometry and
attribute videos. Our first key contribution is the proposed video-
level bit allocation algorithm between the geometry and attribute
videos to optimize the overall reconstructed point cloud quality.
Then we assign geometry and attribute video bits to each group
of pictures (GOP), each frame, and each basic unit (BU). Our
second key contribution is that we assign zero bits to the BUs
with only unoccupied pixels. The unoccupied pixels are useless
for the reconstructed quality of the point cloud and therefore
should be assigned zero bits. In the bitrate control process, the
encoding parameters are determined, and the model parameters
are updated for each frame and BU to achieve the target bits.
Our third key contribution is that we propose a BU-level model
updating scheme to handle the case where various patches may
be placed in different positions in neighboring frames. We use
the auxiliary information to find the corresponding BU in the
previous frame and apply its model parameters to the current
BU. The proposed algorithms are implemented in the V-PCC
and High Efficiency Video Coding (HEVC) reference software.
The experimental results show that the proposed rate control
algorithm can achieve significant bitrate savings compared with
the state-of-the-art method.

Index Terms—Bit allocation, high efficiency video coding,
point cloud compression, rate control, video-based point cloud
compression.
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I. INTRODUCTION

A POINT cloud is a set of points in 3D space that

can be used to represent a 3D surface. Not only the
geometry information but also each point contains some
specific attributes, such as colors and material reflection. The
capability of the point cloud for recovering 3D objects makes
it promising for extended virtual-reality applications such as
3D immersive telepresence [1] and virtual-reality viewing with
interactive parallax [2]. However, the high data rate of the
point cloud prevents the adoption of this media format. For
example, for a typical dynamic point cloud (DPC) captured
by 8i with 30 frames per second [3], each frame usually has
approximately one million points. If 30 and 24 bits are used
to represent the geometry and attribute of the point cloud,
the bitrate of the DPC can be as high as 180Mbytes per
second without compression. The Moving Pictures Experts
Group Immersive media working group (MPEG-I) is currently
working on a video-based point cloud compression (V-PCC)
standard [4] utilizing the existing video coding technologies
to solve this problem.

Briefly, V-PCC projects the DPC to the geometry and
attribute videos and encodes these videos using video com-
pression standards such as High Efficiency Video Coding
(HEVC) [5]. Some header bits indicating the occupancy map
and auxiliary information are also transmitted in addition to the
geometry and attribute videos. The occupancy map indicates
whether a pixel in the geometry or attribute video corresponds
to a valid 3D point. The auxiliary information together with the
geometry video constructs the complete 3D geometry. V-PCC
is already in the committee draft stage [6]. However, no rate
control scheme has yet been designed for V-PCC. Similar
to video compression standards such as HEVC, V-PCC can
be applied to scenarios that have a limited storage size or
communication bandwidth [7]. In these scenarios, rate control
is needed to control the bitrate as well as optimizing the quality
of the compressed video or point cloud such that the size or
bandwidth limitation can be met properly [8], [9]. Therefore,
rate control is a necessary tool for V-PCC for point cloud
transmission and storage. In this paper, we propose the first
rate control scheme for V-PCC.

Generally, a rate control scheme can be divided into two
processes: bit allocation and bitrate control. The bit allocation
is responsible for assigning the total bits to each subunit such
as video, frame, and basic unit (BU). The bitrate control aims
to achieve the assigned bits for each subunit. In V-PCC, the
total bits are composed of three parts: the header information
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including the auxiliary information and occupancy map, the
geometry video, and the attribute video. The auxiliary infor-
mation is encoded losslessly. The occupancy map is first down-
sampled and then encoded losslessly. Because of this, the
bit cost of the header information is fixed. Therefore, the
first step of the bit allocation focuses on the bit allocation
among the geometry video and attribute video. This bit
allocation step is called as video-level bit allocation in the
following sections. The current bit allocation algorithms on
video compression mainly focus on picture-level and BU-level
bit allocation [10], [11]. The picture-level and BU-level bit
allocation algorithms take the inter-frame or inter-BU depen-
dency into consideration to optimize the overall video or frame
quality under the target bitrate. The influence of the geometry
and attribute videos on the quality of the reconstructed point
cloud, which is the key to video-level bit allocation, is not
considered.

After video-level bit allocation, we then adapt the exist-
ing rate control mechanisms designed for general videos to
geometry and attribute videos projected from the point cloud.
The state-of-the-art rate control algorithm for general videos
is the A-domain rate control algorithm [12]. The A-domain
rate control algorithm considers the Lagrange Multiplier 4
as the key factor for determining the bitrate, and proposes a
hyperbolic R-4 model to characterize the relationship between
bitrate R and A. It has been adopted by both HEVC [13]
and Versatile Video Coding (VVC) [14] and integrated into
the reference software. However, two new characteristics of
the projected geometry and attribute videos make the existing
rate control algorithms difficult to apply. The first is that
some unoccupied BUs existing in both geometry and attribute
videos are useless for reconstructing the point cloud. The
second is that corresponding BUs in neighboring frames may
be placed in different positions, which affects the R-4 model
accuracy.

One typical example of the projected neighboring attribute
frames of the point cloud “RedAndBlack” is shown in Fig. 1.
We can see that some BUs indicated by the blue squares
are unoccupied. These unoccupied BUs are useless for the
reconstructed point cloud quality and should be assigned zero
bits. However, all the existing BU-level bit allocation schemes
are designed on videos instead of DPCs. They treat all the BUs
with equal importance and thus cannot solve the problem of
the unoccupied BUs in V-PCC. The problem can be solved
only if the effects of the unoccupied BUs are considered.
Additionally, we can see from Fig. 1 that corresponding BUs
in neighboring frames may be placed in different positions as
indicated by the red squares. This has a significant influence on
the R-1 model accuracy as we obtain the model parameters of
the current BU from the co-located BU in the previous frame
at the same hierarchical level. Inaccurate model parameters
lead to serious rate-distortion (RD) performance losses.

To address the above problems, we propose the first rate
control framework designed specified for V-PCC in this
paper. The proposed framework mainly has the following key
contributions.

« We propose a video-level bit allocation algorithm between
the geometry and attribute videos. Specifically, we set
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Fig. 1. Typical example of the projected neighboring attribute frames of the
point cloud “RedAndBlack”. The picture order counts of the top and bottom
frames are 1450 and 1451, respectively.

the A ratio between the geometry video and the attribute
video inversely proportional to its influence on the recon-
structed quality of the point cloud. However, an accurate
estimation of the influences is difficult due to the lack
of a simple scheme for quantifying the importance of
geometry and attribute in various bitrate scenarios. We
currently set the A ratio with a fixed value according to
some subjective observations.

o« We propose assigning zero bits to the unoccupied BUs
that are useless for the reconstructed quality of the
point cloud. These BUs are encoded using large As and
quantization parameters (QPs) to minimize their bit cost.
In addition, the RD characteristics of these BUs are not
included in RD characteristics of the picture level.

« We propose estimating the R-/4 model parameters of the
BU with occupied pixels from the corresponding BU in
the previous frame instead of the co-located BU. To be
more specific, we use the auxiliary information to find the
corresponding BU and obtain its model parameters. For
the BU with no occupied pixels, we propose obtaining the
model parameters from the BU with no occupied pixels
in the previous frame.

The proposed algorithms are implemented in the V-PCC ref-
erence software [15] and the corresponding HEVC reference
software (HM) [16]. The experimental results show that the
proposed algorithm can achieve significant bitrate savings
compared with the state-of-the-art method. Note that assigning
zero bits to the unoccupied pixels can be applied whether
or not rate control is desired. The experimental results of
assigning zero bits to the unoccupied pixels can be found
in [17].

The rest of this paper is organized as follows. In Section II,

we introduce the related works on rate control and some
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basic concepts of V-PCC. We introduce the proposed rate
control algorithm for V-PCC in Section III. In Section IV,
the experimental results are presented in detail. Section V
concludes the paper.

II. RELATED WORKS

In this section, we introduce some related works on bit
allocation and rate control. We also briefly introduce the
V-PCC framework.

A. Rate Control

The rate control algorithms can be roughly divided into
three groups: Q-domain rate control algorithm, p-domain
rate control algorithm, and A-domain rate control algorithm.
The Q-domain rate control algorithm [9], [18] considers the
quantization step Q as the key factor for determining the
bitrate. The p-main rate control algorithm [19], [20] considers
the percentage of zeros among the quantized coefficients p
as the key factor to determine the bitrate. However, Q or p
can only determine the residue bitrate. Li et al. [12] noted
that, along with the header bit increase in HEVC and VVC,
Q or p can no longer determine the overall bitrate. They
proposed that the Lagrange Multiplier 4 is essentially the
key factor in determining the overall bitrate. A corresponding
hyperbolic R-4 model-based rate control algorithm is proposed
and integrated into the HEVC and VVC reference software.
Therefore, in this paper, we use the A-domain rate control
algorithm as the basis of the proposed rate control algorithm
for V-PCC.

In addition to the rate control algorithms focusing on bitrate
control, there are also many works on bit allocation. The bit
allocation algorithms can be divided into two levels: picture
level and BU level. The picture-level bit allocation is closely
related to the encoding structure. The early bit allocation
algorithms mainly deal with the simple IPPP structure. In the
IPPP structure, each P frame is referenced by the immediate
subsequent frame. Therefore, all the P frames are considered
to have equal importance. These bit allocation algorithms
consider the frame complexity to perform picture-level bit
allocation. Jiang et al. [21] first introduced the mean absolute
difference (MAD) ratio to characterize the frame complex-
ity. They further proposed using the weighted sum of the
MAD ratio and Peak-Signal-to-Noise-Ratio (PSNR) decrease
to enhance the frame complexity [22]. To handle scene change,
Zhou et al. [23] proposed using the histogram of difference
frame (HOD) to describe the frame complexity.

Along with the introduction of the hierarchical-B coding
structure to the video coding framework [24], the reference
relationships of various frames became much more complex.
An increasing number of works have focused on character-
izing the inter frame dependency among various frames. Hu
et al. [25] proposed a linear model to characterize the quality
dependency and deduced a Q-domain bit allocation algorithm
for H.264/Advanced Video Coding [26]. Wang et al. [27]
extended the linear model to group of pictures (GOP)-level
distortion and rate models and derived a p-domain bit allo-
cation algorithm for HEVC. Gao et al. [28] introduced a
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synthesized Laplacian model to describe the Discrete Cosine
Transform (DCT) coefficient distribution and introduced a
picture-level bit allocation algorithm for HEVC. Under the
A-domain rate control algorithm, Li ef al. [10] proved that the
A ratios of various pictures should be inversely proportional
to their influences on the sequence to achieve the optimal per-
formance. Gao et al. [29], [30] further carefully analyzed the
distortion propagation in the hierarchical-B coding structure
and provided a content-related bit allocation scheme. These
picture-level bit allocation algorithms carefully investigated
the distortion-propagation influences of various frames on the
sequence. However, the picture-level distortion-propagation
characteristics are different from those at the video level.

In addition to picture-level bit allocation algorithms, there
are many works focusing on BU-level bit allocation. Some
studies on BU-level bit allocation consider various BUs as
independent units since most BUs in inter frames obtain
the prediction from the previously coded frames. The most
straightforward method uses the complexity of a BU as the
measurement to determine its target bits. Seo et al. [31]
introduced a combination of the variance of difference (VOD)
and MAD as the complexity measurement and performed
BU-level bit allocation based on this combination. However,
the BU-level bit allocation should be essentially determined
by the RD characteristics instead of only the distortion.
Yuan et al. [32] proposed a linear model between the distortion
and Q and derived the BU-level bit allocation based on the
model. He and Mitra [33] introduced a second-order model
between the distortion and p and deducted the BU-level bit
allocation algorithm. In addition, Li et al [11] proposed
the A-domain BU-level bit allocation algorithm under the
constraint of picture-level target bits. Guo ef al. [34] provided
BU-level rate control by considering the inter dependency
directly in the block level.

There are also some works that focused on the dependent
BU-level bit allocation that considers the dependency among
various BUs within one frame. The dependent BU-level bit
allocation is usually considered for the intra frame instead
of the inter frame. Ferguson and Allinson [35] introduced
the dependent quantization to video coding and proposed the
modified steepest-descent algorithm to solve the BU-level bit
allocation problem. This algorithm showed significant gains on
the I frames with strong dependency but only very small gains
on the P frames with weak dependency. Lee and Song [36]
proposed using the gradient as the complexity measurement
and introduced an intra BU-level bit allocation algorithm based
on the complexity. Wang et al. [37] extended this idea for
the A-domain rate control algorithm and applied it to HEVC
intra-frame rate control. In addition, Gao et al. [38] attempted
to solve the bit allocation using game theory and proposed
optimizing the structural similarity index (SSIM) [39] instead
of PSNR. However, all these BU-level bit allocation schemes
are unable to solve the problem of unoccupied BUs in the
V-PCC framework.

Except for the bitrate control and bit allocation algorithms,
some other factors may have significant influences on the
rate control such as the initial encoding parameter deter-
mination [40], [41] and the accuracy of the picture-level
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TABLE I
BRIEF INTRODUCTIONS OF THE HEADER INFORMATION

Auxiliary information | Notation | Explanation
Projection plane n Indication of the projected plane; value range: 0, 1, 2.
. (u0,v0) | Top-left 2D position of the bounding box; bpr basis.

2D bounding box (ul,vl) | Size of the 2D bounding box; bpr basis.
60 Minimum depth of the current patch.

3D location s0 Tangential shift of the top-left position of the current patch.
r0 Bi-tangential shift of the top-left position of the current patch.
bpr Block resolution; typical value: 16.

Block-to-patch BP Block-to-patch array; bpr basis.
opr Occupancy map precision; typical value: 4 or 2.

Occupancy map oM Occupancy map array; or basis.

Patch 2D

boundingbox P don

Patch 3D
bounding box

Point cloud 3D
bounding box

Fig. 2.

Illustration of the header information.

and BU-level model parameters. For example, Li er al. [11]
proposed calculating the model parameters from the RD
characteristics from the co-located BU. Instead of estimat-
ing the model parameters from the previous BU, Chen and
Pan [42] taken the distributions of the model parameters
into consideration. In addition, Li ef al. [43] proposed using
the convolutional neural network (CNN) [44] to estimate the
model parameters more accurately. However, these methods
are unable to solve the problem that the current BU and its
corresponding BU are placed in different positions.

B. Video-Based Point Cloud Compression

The conversion from a point cloud to geometry and attribute
videos can be roughly divided into three stages: clustering,
packing, and padding. Initial clustering of the point cloud is
obtained by associating each point with the face having the
most similar normal. The cluster is then refined by smoothing
the generated patches. After patch generation, the patch-based
projection method uses a simple packing strategy to organize
the patches into videos. The patch location is determined
through an exhaustive search in the raster scan order. The
padding process then fills the empty space between the patches
to make the generated frames more suitable for video coding.
Note that the videos include geometry and attribute videos to
record the geometry and attribute information.

To recover the point cloud from the compressed videos,
some header information is transmitted to the decoder. An
illustration of the header information is shown in Fig. 2. In
Fig. 2, we give an example of the patch projected to the
yoz plane. For each patch, we need to signal the index of
the projected plane n, the 2D bounding box (10, v0, ul,v1),

and the 3D location (00, s0, r0). Additionally, for each block
with size bpr x bpr, the array B P indicates which patch it
belongs to. For each block with size opr x opr, the array
OM indicates whether it is occupied. A detailed explanation
of the header information is shown in Table I. Note that both
the 2D bounding box and the block-to-patch information are
transmitted based on bpr to save bits.

Based on the header information, from Fig. 2, we can derive
the 3D-to-2D correspondence from (x3, y3,z3) to (x,y) as
follows,

x =(z3—50)+u0-bpr
y = (y3 —r0) + 00 - bpr (1)
h(x,y) =x3— 00,

where h(x,y) is the pixel value of position (x,y) in the
geometry frame. Additionally, we can derive the 2D-to-3D
correspondence as follows,

x3 =00+ h(x,y)
y3=y—00-bpr+r0 (2)
723 =x —u0- bpr + s0.

These 3D-to-2D relationships are used to find the correspond-
ing BU in the previous frame.

III. PROPOSED ALGORITHMS

As we have mentioned in Section I, a rate control algorithm
can be divided into bit allocation and bitrate control. We intro-
duce the proposed bit allocation and bitrate control algorithms
in Section III-A and Section III-B, respectively.

A. Bit Allocation

Our proposed bit allocation algorithm includes four levels:
video level, GOP level, picture level, and BU level.

1) Video-Level Bit Allocation: The video-level bit allocation
aims to assign the total bits to the header information including
auxiliary information and occupancy map, the geometry video,
and the attribute video. The auxiliary information is always
encoded losslessly. The occupancy map is encoded losslessly
after down-sampling. Only after we determine the occupancy
map resolution opr that indicates the down-sampling ratio can
we obtain the bit cost of the occupancy map.

In the V-PCC common test condition (CTC), opr is set
according to the bitrate. It is set to 2 and 4 in the highest bitrate
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TABLE II

PERFORMANCE OF DOWN-SAMPLING THE OCCUPANCY MAP BY 4 TIMES
FOR ALL THE BITRATES COMPARED WITH THE V-PCC
REFERENCE SOFTWARE

Test Geom.BD-GeomRate Attr.BD-AttrRate

point cloud Dl D2 Luma Cb Cr
Loot 0.5% 0.8% 0.3% 0.0%  -0.3%
RedAndBlack | 0.3% 0.9% 0.1% 0.4% 0.2%
Soldier -0.2% 0.6% 0.8% 0.8% 0.9%
Queen 0.2% 0.8% -05% -1.1% -1.1%
LongDress 0.1% 0.6% 0.4% 0.3% 0.2%
Avg. 0.1% 0.7 % 0.2% 0.1% 0.0%

scenario r5 and all the other bitrate scenarios from rl to r4,
respectively. The setting in the CTC is in accordance with our
common sense that we should use coarse and fine occupancy
maps for the low and high bitrates, respectively. However, how
to determine opr according to the target bitrate and the content
of the DPC in a rate control algorithm remains a problem. As
opr is selected between 4 and 2 in the CTC, which covers a
large bitrate range, we attempt to choose an opr between 4
and 2 according to the target bits in the proposed rate control
algorithm.

To choose a suitable opr for various target bits, we test
32 frames in the random access case by setting opr to 4
instead of 2 in the highest bitrate scenario r5 and compare the
performance with the CTC in Table II. In Table II, D1 and D2
are point-to-point and point-to-plane PSNRs for the geometry,
respectively. The experimental results show that setting opr
to 4 suffers only an average of 0.1% and 0.7% losses for the
geometry under D1 and D2 measurements, respectively. In
terms of the attribute, it leads to 0.2%, 0.1%, and 0.0% RD
performance losses for the Luma, Cb, and Cr components,
respectively. The experimental results show that setting opr
to 4 leads to almost no performance loss in the highest bitrate
compared with setting opr to 2 for all the tested point clouds.
The experimental results indicate that we can set opr to 4 in
a large bitrate range. Only when the target bitrate is extremely
high do we need to set opr to 2. Therefore, opr is determined
using the following equation according to the target bits per
point T Bppr,

opr =2, TBppr > 1.0

(3)
opr =4, TBppr <1.0.

After opr is determined, the actual bits of the header
information ARy are fixed. The sum of the target bits of
the geometry and attribute videos T Ry are calculated by
subtracting ARy from T Rr,

TRy =TRy — ARy. “4)

Before introducing the video-level bit allocation to assign
T Ry to the geometry and attribute videos, we first validate
that the hyperbolic R — 4 model proposed in [12] is still valid
for the geometry and attribute videos,

J=a-TR", 5)

where 4 and TR are the Lagrange multiplier and bitrate,
respectively. o and f are the model parameters related to the
video content. We test 32 frames in the random access case
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Loot Geometry Loot Attribute
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000 001 001 002 002 003 003 004 0.00 001 002 003 004 005
bpp bpp

y = 0.0409x1:547
R?=0.9858

(a) Loot Geometry (b) Loot Attribute

RedAndBlack Geometry RedAndBlack Attribute

.

w X y= 210005)('2-372 w o y = 0.045x 1771
2 - R?=0.9923 w0y R?=0.9903

5 . S 0 . - .
0.00 001 0.02 003 0.08 0.00 002 0.04 0.06 0.08

bpp bpp

(c) RedAndBlack Geometry (d) RedAndBlack Attribute

Fig. 3. Validation of the hyperbolic R-4 relationship.

under the V-PCC CTC and count the bit cost TR and A for
the geometry and attribute videos. We fit the data using the
hyperbolic model as shown in Fig. 3. From Fig 3, we can see
that the determination coefficients R of all the fitted curves
are larger than 0.98. The experimental results demonstrate
that the hyperbolic model is still valid for the geometry and
attribute videos. Additionally, note that as of the geometry and
attribute videos show a large difference. The a of the attribute
is approximately 100 times larger than that of the geometry.

The target of video-level bit allocation is to minimize the
distortion of the reconstructed point cloud under bit constraint
T Ry . The distortion of the reconstructed point cloud is mod-
eled as a weighted combination of the geometry and attribute
distortions,

min TRG+TRs <TRy, (6)

TRG, TR

oTDg +TDy,

where T Dg and T D4 are the distortions for the geometry and
attribute videos, respectively. TR and T R4 are the target
bits for the geometry and attribute videos, respectively. w
indicates the relative importance of the geometry and attribute
videos. Generally, geometry distortion is more important than
attribute distortion. This can be partially explained by the V-
PCC CTC. Under the V-PCC CTC, the geometry video is
encoded with much smaller QPs compared with that of the
attribute video. We give some examples of the PSNRs of the
geometry and attribute videos, under the V-PCC CTC as shown
in Table III. In the table, rl to r5 indicate the bitrate scenario
from the low bitrate case to the high bitrate case defined in
the V-PCC CTC [45]. We can see that the PSNRs of the
geometry videos are 30 to 40 dB higher than those of the
attribute videos. Additionally, we give some examples of the
subjective qualities by setting different ws, as shown in Fig. 4.
We can see that when w decreases, the shape of the man’s head
becomes more irregular, and some extra points appear near
the man’s hand. These examples demonstrate that subjective
quality becomes worse when the geometry and attribute videos
are compressed with equal importance. Therefore, @ should be
larger than 1 to obtain good subjective quality.
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TABLE III

SOME EXAMPLES OF THE PSNRS OF THE GEOMETRY AND ATTRIBUTE
VIDEOS UNDER THE V-PCC CTC

PSNR(dB) rl 22 r3 r4 r5

Loot Geometry (D1) 66.8 685 69.8 70.8 72.1
Attribute (Luma) 31.7 33.8 363 38.7 412

RedAndBlack Geometry (DI) 660 67.7 69.1 700 71.2
Attribute (Luma) 31.1 330 350 372 39.7

Soldier Geometry (DI) 664 68.1 694 705 71.6
Attribute (Luma) 29.3 31.7 34.1 36.5 3838

Queen Geometry (D) 67.1 688 700 709 71.9
Attribute (Luma) 30.0 31.6 33.6 355 37.0

LongDress Geometry (D1) 663 680 694 704 71.5
Attribute (Luma) 26.0 28.1 304 328 355

Lk

(a) Original

(&

) w=3

-ﬂq

AH

(d) w=238

Fig. 4. Examples of the subjective qualities by setting different ws.

The constrained problem in (6) is converted to an uncon-
strained problem by introducing a Lagrangian Multiplier u,

min

wT DG +TDyg+ u(TRg + TRy). (7)
TRG, TR

The unconstrained problem is solved using the Lagrangian
method by setting the derivatives to 7 Rg and T R4 as 0. Since
the geometry and attribute videos are encoded independently,
the unconstrained problem is solved using the following two
equations,

0T Dg
. —0, 8
® oT Ro +u (8)
DA =0 ©)
oTRy 17T

According to the RD curves of the geometry and attribute
videos, we can obtain the following equations,
oT D¢ 0T Dy
G — — 5 A= — )
0T Rg 0T RA

where Ag and 14 are the slopes of the tangent line of the RD
curves of the geometry and attribute videos, respectively. By

(10)
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substituting (10) into (8) and (9), we can derive the solution
as follows,
A

A = —. (1)
w

As we can see from (11), the larger w is, the smaller Ag is.
This leads to more bits assigned to the geometry video and
fewer bits assigned to the attribute video. Therefore, the larger
the w is, the better the RD performance of the geometry is.
However, this leads to worse RD performance for the attribute.

In addition to the constraint shown in (11), we have T Ry
as the other constraint for the video-level bit allocation,

TRG+TRs=TRy. (12)

By substituting (12) and the hyperbolic model in (5) into (11),
we can derive the following equation,

®-aGTRI® — as(TRy — TRG) =0. (13)

In (13), to derive T R, the only unknown parameters are
oG, fG, aa, Pa, and 0. ag, P, aa, and B4 are sequence-
related parameters, which are obtained by encoding the first
32 frames of the point cloud twice using different bitrates. We
choose the bitrate scenarios 2 and r4 defined in the V-PCC
CTC [45] to calculate the parameters. w is set to 8 in the
overall experiment according to our experience. We analyze
the influence of ws on the performance of video-level bit
allocation in the experimental results.

As shown in Fig. 3, ag and a4 are positive values, and S
and f4 are negative values. Therefore, the left term of (13) is a
monotonic function of 7'Rg. We can solve this problem using
the Bisection Method. After T Rg is determined, we encode
the geometry video and obtain its actual bits ARg. Then,
we calculate the target bits of the attribute video TRy as
follows,

TRy =TRy — ARg. (14)

The target bits guide the encoding process of the attribute
video.

2) GOP-Level Bit Allocation: The GOP-level bit allocation
has a simple aim in making the bitstream more adaptable to the
bandwidth. We follow the current method in the HM software
to determine the GOP-level target bits T Rgop [12],

AVGRpijc - (NCOded + SW) — Rcoded

TR p = - N P,
GO W GO
(15)

where AV GRp;. is the average bits per picture. Ncogeq and
Rcodeq are the number of coded pictures and spent bits,
respectively. Ngop is the number of pictures in a GOP. SW
is the size of the sliding window that aims to make the
bit adjustment smooth. The SW used in our experiments is
set to 40.

3) Picture-Level Bit Allocation: The picture-level bit allo-
cation can be divided into intra-frame bit allocation and inter-
frame bit allocation. We follow the current method in the HM
software to determine the bits of the intra frame. The intra-
frame target bits are proportional to the frame complexity that
is measured using the sum of absolute transformed difference
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TABLE IV
Qpjc; SETTING FOR THE GEOMETRY AND ATTRIBUTE VIDEOS

Frame level | Geometry | Attribute
0 1.0 1.0
1 1.0 1.5874
2 1.0 3.1748
3 1.0 5.0397
4 1.0 6.3496

(SATD). The inter-frame bit allocation is related to both the
reference structures and video content. As proved in [10], the
A ratio of various pictures should be inversely proportional to
their influences on the subsequent pictures,

Apic; - Qpic; = Apic; - Qpic; = A, (16)
where A; and A; are the Lagrange multipliers for pictures
i and j, respectively. Qp;; and Qp;c ; are the distortion-
propagation influences on the subsequent pictures accordingly.
A is the video-level optimization parameter. Additionally, the
GOP-level target bits T Rgop are used as a constraint of the
sum of the target bits of all the pictures in the GOP,

NGop

z TRpic; =TRgor,
i=1

a7)

where T Rp;¢; is the picture-level target bits of the ith picture
in the GOP.

Combining (5), (16), and (17), we can derive the following
equation,

Ngopr 1

>

i=1

_1
)’Pisi = TRgop, (18)

Qpic; " OPi¢;

where ap;¢; and fpj., are the R-1 model parameters of picture
i. To solve this equation, we need to derive the unknown
parameters including apic;, Bric;, and Qp;.,. We follow
the method in HM software to determine ap;,; and fpj;
according to the model parameters of the previous picture in
the same hierarchical level.

Then, the only unknown parameter in (18) is Qp;, . It is not
easy to find the optimal Qp;., for different point clouds under
various target bitrates. In this paper, we follow the V-PCC
CTC to set Qp;., for simplification, as we consider the V-PCC
CTC to be able to provide good RD performance. Under the V-
PCC CTC, the pictures at the same hierarchical level have the
same Qp;.. Under the random access coding structure with
GOP size 16, there are five hierarchical levels. The detailed
settings of Qp;., for geometry and attribute videos in different
hierarchical levels are shown in Table I'V. Note that the settings
are different from the rate control designed for general videos
for the following two reasons. First, corresponding patches
that are placed in different positions of neighboring frames
decrease the inter correlation for both geometry and attribute
videos. Second, the geometry video has less correlation com-
pared with the attribute video, as its pixel values of each patch
are subtracted by the minimum value in the patch.
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4) Basic-Unit-Level Bit Allocation: The optimization target
of the BU-level bit allocation is to minimize the reconstructed
quality of the point cloud frame under the constraint of 7 Rpj.
When performing the BU-level bit allocation, it is difficult to
accurately measure the influence of each BU on the recon-
structed quality of the point cloud frame. For simplification,
we consider the BUs containing occupied pixels, which are
called occupied BUs, to have the same importance. The BUs
containing only unoccupied pixels, which are called unoc-
cupied BUs, have no influence on the reconstructed quality.
Therefore, we formulate the BU-level bit allocation as

Npic Npic
min

! Z TDgy,, s.t. ZTRBU; = TRpjc, (19)
BUj i—1 BU;eBU, i=1

where T Dpy, and T Rpy, are the target distortion and bits for
the ith BU, respectively. Np;. is the number of BUs in the
picture. BUyp is the set of occupied BUs in the picture. As
shown in (19), we care about the distortions of occupied BUs
and ignore the distortions of unoccupied BUs.

The constrained problem is converted to the following
unconstrained problem by introducing the Lagrangian Mul-
tiplier s,

Npic Npic
min

[ Z TDpy;, + 1 Z T Rpy;.
“BUj i_1 BU;eBU, i=1

(20)

This unconstrained problem is solved by setting its derivative
to A BU; as 0,

Npic Npic
0 Z TDBUi 0 z TRBU,-
i=1 BU;jeBUg i=1
+ =0. 20
a’IBU.i g a’IBU.i
If BU; € BUp, (21) is converted to the following equation,
0T Dgy. 0T Ry
L tu L =0, if BUj e BUp. (22)
04BU; 04BU;
According to the RD curves of BUs, we have
/IBU].Z,M, if BUj € BUop, (23)

where Apy; is the slope of the tangent line of the RD curves
of the jth BU. Eq. (23) is in accordance with the conclusion
in [10] and [11]. Apy; of each BU should be set as equal as
possible to optimize the RD performance of the current frame.

If BU; ¢ BUg, (21) is converted to the following equation,

6TRBUJ. )
u——2 =0, if BU; ¢ BUo. (24)
a’IBU./
From (5), we have
1
0T Rpy; 1 1 .z (Fgg; D A B
L= ( ) BUjj, 4./ :all 1 . (25)
dipu;  PBu; aBu; BU; BU;

As fj is negative, by substituting (25) into (24), we obtain
Apu; =+o0, if BU; ¢ BUo, (26)

where apy i and fpy ; are the R-4 model parameters of the jth
BU. According to (5), we can see that (26) indicates that the
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unoccupied BUs should be assigned zero bits. This conclusion
is in accordance with our common sense that the unoccupied
BUs that have no influence on the reconstructed quality should
be assigned zero bits. Theoretically, zero bits are only obtained
if lBUj equals infinity. However, infinity /IBUj is not used
because it would result in a very large RD cost that may
not be correctly represented by the double-precision floating-
point format. In addition, the encoding choices are a discrete
combination of modes, motions, and QPs. The best we can do
is to find the combination with the least number of bits cost.
Therefore, we set A BU; tO 160000 in our implementation. It
is a practical choice not only to make the RD cost correctly
represented by the double-precision floating-point format but
also to find the combination of the encoding choices with the
least number of bits.

In addition to the constraint shown in (23), the sum of the
target bits of all the occupied BUs should follow the picture-
level target bits T R pic,

Npic

>

i=1 BU;eBUp

T Dpy, = T Rpic. 27

Combining (23), (5), and (27), we can derive the target bits
T Dpy; for each BU. Additionally, we modify two other
aspects of the original BU-level rate control algorithm in HM
software to make it correspond with the proposed BU-level
bit allocation. First, only Apgy;s of the occupied BUs are
clipped in a limited range of the picture-level Apic. Apy;s
of unoccupied BUs are not restricted within a limited range
of Apj. in the proposed algorithm. Second, only the distortions
of the occupied BUs are counted in the overall distortion of
the picture.

B. Bitrate Control

The above bit allocation processes assign the bits to each
picture and BU. In this section, we determine the A and Q P for
each picture and BU to finish the encoding process. We use (5)
to determine the A. Then, QP is determined as follows [46],

OP = 4.3281 x In) + 14.4329. (28)

The only problem left in both bit allocation and rate control
processes is how to determine the model parameters a and /.
In [11], the R-A model parameters are calculated using

R
B = D I, (29)
a = ARIHE). (30)

During the rate control process, the current picture or BU has
not yet been encoded. 4, R, and D of the previously encoded
picture or the co-located BU at the same hierarchical level is
used to estimate the model parameters of the current picture
or BU.

The above method works well for the update of the picture-
level model parameters under the V-PCC framework. However,
for BU-level bitrate control, the corresponding BUs may be
placed in different positions. An occupied BU in the current
frame may correspond to an unoccupied BU in the co-located
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Fig. 5. Tllustration of finding the corresponding BU.
position. Therefore, using the co-located BU to estimate the
model parameters does not work at all. In this paper, we use
the auxiliary information to find the corresponding BU in the
previous frame to obtain more accurate model parameters for
the current BU.

We first handle the case where some pixels are occupied
in the current BU according to the occupancy map of the
current picture OM,. If the center pixel of the current BU
is occupied, we use it as the representative of the current BU.
If the center pixel of the current BU is unoccupied, we go
through the current BU using the raster scan and use the first
occupied pixel as the representative of the current BU. The
representative pixel is denoted as (x., y.). The idea of finding
the corresponding BU (x,, y,) is shown in Fig. 5. Based
on the block-to-patch information B P,, we find the current
patch to which the current BU (x., y.) belongs. The auxiliary
information of the current patch provides us with the patch
projected plane 7., the patch 2D bounding box (u0,, v0.), and
the patch 3D location (0., sO,, r0.). With all this information,
we can calculate the corresponding 3D coordinate (y3., z3.)
using (2).

We then search all the patches in the previously coded
frame at the same hierarchical level to find the corresponding
patch. The corresponding patch should at least follow two
constraints. First, the projected plane of the reference patch
n, should be the same as n.. If the projected planes are
different, the possibility of finding the corresponding patch
is very small. Even if the current BU finds the corresponding
BU in the previous frame, different projection planes lead to
various shape changes of the corresponding BUs. This makes
the estimation of the model parameters inaccurate. Therefore,
we bypass the reference patches with different projected planes
from the current patch. Second, (y3., z3.) should be within
the range of the reference patch,

50, <23 <50, +ul, x bpr — 1 31
r0, fy?’c <r0,+vol, Xbpr— 1,

where (ul,,v1,) is the bounding box size of the reference
patch and (sO,,r0,) is the 3D coordinate of the top-left
position of the reference patch. If the reference patch does
not contain (y3., z3.), it is impossible for the reference patch
to have the current BU.
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TABLE V
SOME EXAMPLES OF oS OF THE GEOMETRY AND ATTRIBUTE VIDEOS

Test point cloud ~ Geometry  Attribute
Loot 0.64 20.84
RedAndBlack 1.07 17.60
Soldier 0.90 38.16

Queen 0.75 26.42
LongDress 0.83 97.84

There may be multiple patches following the above two
constraints. For example, if one reference patch satisfies the
constraint, the patch in its opposite position in 3D space also
has a good chance of satisfying the constraint. The differences
between these patches are the minimum depth of the patch 60,
We choose the patch with the smallest difference between 60,
and the minimum depth of the current patch 00, since the
motion is usually not large between the current frame and the
previously coded frame at the same hierarchical level.

After the reference patch is found, based on the assumption
that the 3D coordinates of the current pixel are the same as
that of the reference pixel,

50, + (xp — u0, x bpr) = s0, + (x, — u0, x bpr) (32)
r0r + (yr — 00, x bpr) = r0, + (yo — v0. X bpr).

The coordinate of the reference BU (x,,y,) can be
calculated as

(33)

xr = x¢ + (50, — 50,) + (u0, — u0.) x bpr
yr = Ye + (r0. — r0;) + (00, — v0.) x bpr.

As we can see from (33), the right term is a combination of
the 3D and 2D patch offsets. Therefore, this coordinate offset
is essentially a global patch offset. We use 4, R, and D of the
BU containing (x,, y,) to update the model parameters of the
current BU using (29) and (30).

All the unoccupied BUs that are padded based on the
occupied pixels can share the model parameters as these BUs
are usually smooth. We obtain the model parameters from the
unoccupied BUs in the previous frame at the same hierarchical
level.

In addition, as we mentioned in Fig. 3, the as of the
geometry and attribute videos differ significantly. We also give
some examples of as of the geometry and attribute frames of
typical point clouds under bitrate scenario r2, as shown in
Table V. All the numbers in Table V are from the 48th frame
in the geometry and attribute videos. We can see that as of the
geometry frames are much smaller than that of the attribute
frames. In addition, we know that the initial o is set to 3.2003
in HM software for the natural videos. Comparing o of the
natural videos with that of the geometry and attribute videos,
we set the initial as of the attribute and geometry videos as
the default one in HM software multiplying 10 and dividing
10, respectively. Note that the initial as of the geometry and
attribute videos do not have to be accurate. They can be
updated during the encoding process to approximate the actual
as. They only need to be within a range of the actual as to
avoid irregular bit cost at the beginning stage of rate control.

6245
TABLE VI

CHARACTERISTICS OF THE TEST DYNAMIC POINT CLOUDS

) Test  Frame Points Geomqtry Attributes
point cloud rate per frame precision

Loot 30 ~ 780000 10 bit RGB
RedAndBlack 30 ~ 700000 10 bit RGB
Soldier 30 ~ 1500000 10 bit RGB
Queen 50  ~ 1000000 10 bit RGB
LongDress 30 ~ 800000 10 bit RGB

IV. EXPERIMENTAL RESULTS

The proposed algorithms are implemented in the V-PCC
reference software TMC2-5.0 [15] and the corresponding HM
software [16] to compare with the V-PCC anchor without
rate control. We also use the A-domain rate control algorithm
designed for the general videos as the anchor for comparison.
Note that the differences between the proposed algorithm and
the anchor are only the proposed BU-level bit allocation and
model updating algorithms. We set all the other parameters the
same, including the initial model parameters, for a fair com-
parison. We use the same video-level bit allocation algorithm
for the anchor and the proposed rate control algorithm since
there is no video-level bit allocation algorithm yet designed
for V-PCC. For both the anchor and the proposed rate control
algorithm, the target bits are generated as follows. We run the
TMC2-5.0 anchor without rate control and count the number
of bits ranging from the low bitrate scenario rl to the high
bitrate scenario r5 following the V-PCC CTC. The counted
bits are then used as the target bits for both the anchor and
the proposed rate control algorithm.

We test the lossy geometry, lossy attribute, random access
(RA) case to demonstrate the effectiveness of the proposed
algorithms. We perform experiments on the five DPCs defined
in the V-PCC CTC [45]. The detailed characteristics of the
test point clouds are shown in Table VI. In the current V-PCC
reference software, every 32 frame is encoded as independent
sequences. Therefore, we test 32 frames as a good representa-
tive for the whole point cloud to verify the performance of the
proposed algorithms. Since the bits generated by the anchor
and the proposed algorithms are not the same, the Bjontegaard-
Delta-rate (BD-rate) [47] is used to compare the respective RD
performance.

We show the benefits of the proposed algorithm in two
aspects: the RD performance and the bit error between the
target bits and actual bits. For the RD performance of the
geometry, we report the BD-rates for both point-to-point
PSNR (D1) and point-to-plane PSNR (D2) [45]. For the RD
performance of the attribute, the BD-rates for the Luma, Cb,
and Cr components are reported. The bit error E between the
target bits and actual bits is defined as follows,

E— abs(R; — Ry) ,
Ry

where R; and R, are the target bits and actual bits, respec-
tively. In the following subsections, we first introduce the
overall performance of the proposed rate control algorithm.
Then, we report the performance and analysis of the proposed
algorithms individually.

(34)
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TABLE VII

OVERALL PERFORMANCE OF THE PROPOSED RATE CONTROL ALGORITHM
COMPARED WITH THE ORIGINAL RATE CONTROL ALGORITHM

Test Geom.BD-TotalRate Attr.BD-TotalRate

point cloud D1 D2 Luma Cb Cr
Loot -5.8% -6.8% -1.9% -1.6% -1.6%
RedAndBlack | -1.3% -2.6% -33% -38% —44%
Soldier -3.3% -3.9% -0.3% 0.2% 0.8%
Queen -6.7% -7.2% -22%  -0.3% 0.2%
LongDress —0.4% —0.7% 32% 29% -3.7%
Avg. -3.5% -4.2% 22% -17% -1.7%

TABLE VIII

OVERALL PERFORMANCE OF THE PROPOSED RATE CONTROL ALGORITHM
COMPARED WITH THE TMC2-5.0 ANCHOR WITHOUT RATE CONTROL

Test Geom.BD-TotalRate Attr.BD-TotalRate

point cloud Dl D2 Luma Cb Cr
Loot 2.7% 1.5% 4.9% 2.7% 3.5%
RedAndBlack | 12.4% 11.8% 6.0% 6.1% 6.7%
Soldier -7.7% —7.6% 1.9% -12% 0.6%
Queen -6.2% —6.2% 5.2% 0.0% 2.1%
LongDress 17.2% 12.5% 10.5% 3.1% 6.4%
Avg. 3.7% 2.4% 5.7% 21% 3.9%

A. Overall Performance of the Proposed Rate Control
Algorithm

Table VII shows the overall RD performance of the pro-
posed rate control algorithm compared to the anchor with rate
control. Note that w is set to 8 in the overall experimental
result. We show the influences of different ws in the next
subsection. In addition, we only enable the proposed BU-level
bit allocation algorithm for the attribute instead of the geome-
try. This is also explained in the following subsections. From
Table VII, we can see that the proposed algorithm can lead to
3.5% and 4.2% RD performance improvements on average for
the geometry under the D1 and D2 measurements, respectively.
In terms of the attribute, the proposed algorithm can save an
average of 2.2%, 1.7%, and 1.7% bits for the Luma, Cb, and
Cr components, respectively. The proposed algorithms bring
up to 6.7% and 7.2% RD performance improvements for the
geometry for the point cloud “Queen”. In addition, it saves
2.2% bits saving for the Luma component. The experimental
results demonstrate that the proposed rate control algorithm
can lead to obvious bit savings compared to the original rate
control algorithm.

Table VIII shows the overall RD performance of the
proposed rate control algorithm compared to the TMC2-5.0
anchor without rate control. We can see that the proposed
algorithm leads to an average of 3.7% and 5.7% RD perfor-
mance losses compared to the anchor without rate control for
the geometry (D1) and attribute (Luma), respectively. As the
intra frame costs much more bits than the inter frames, the
immediate inter frames after the intra frame are assigned much
fewer bits compared with the anchor to maintain the balance
of the buffer. Those frames suffer quality degradation that
propagates to the subsequent frames. That is why we suffer
some performance losses on average.
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Fig. 6. Typical examples of the RD curves.
TABLE IX

BiT ERRORS COMPARISON BETWEEN THE ANCHOR AND THE PROPOSED
RATE CONTROL ALGORITHM

Test case Point cloud rl 2 3 4 5
Loot 29% 26% 2.0% 08% 0.4%
RedAndBlack | 58% 49% 39% 22% 0.6%
Soldier 47% 33% 23% 13% 03%
Anchor Queen 49% 35% 21% 1.1% 0.6%
LongDress 42% 30% 15% 04% 0.5%
Avg. 2.4%
Max 5.8%
Loot 29% 25% 17% 09% 0.4%
RedAndBlack | 6.4% 5.1% 32% 1.8% 0.8%
Soldier 48% 32% 23% 13% 0.6%
Proposed Queen 49% 35% 21% 1.1% 0.6%
LongDress 44% 27% 22% 09% 0.1%
Avg. 2.4%
Max 6.4%

In addition, we show the geometry and attribute RD curves
for the DPC “Queen” for validation of the RD performance
in Fig. 6. The proposed rate control algorithm shows better
RD performance compared with the anchor with rate control.
However, it leads to some improvements for some bitrate
scenarios and some losses for the other bitrate scenarios
compared to the anchor without rate control.

Table IX shows the comparison of the bit error between the
anchor and the proposed rate control algorithm. We can see
that the proposed rate control algorithm achieves the same
average bit error and a slightly higher maximum bit error
compared with the anchor. The bit error is mainly determined
by picture-level bit allocation and rate control. As the proposed
algorithm is mainly designed on the BU level, it leads to the

Authorized licensed use limited to: University of Science & Technology of China. Downloaded on October 21,2020 at 12:45:35 UTC from IEEE Xplore. Restrictions apply.



LI et al.: RATE CONTROL FOR VIDEO-BASED POINT CLOUD COMPRESSION

TABLE X

PERFORMANCE OF THE PROPOSED RATE CONTROL ALGORITHM WITH @
SET TO 6 COMPARED TO THAT WITH @ SET TO 8

Test Geom.BD-TotalRate Attr.BD-TotalRate

point cloud D1 D2 Luma Cb Cr
Loot 9.8% 10.3% -69% -5.1% -6.7%
RedAndBlack | 10.3% 10.7% —4.6% -54% -4.7%
Soldier 13.7% 15.5% 38% -18% -3.1%
Queen 19.1% 18.6% -04%  29%  -3.6%
LongDress 23.2% 21.6% —22% -53% —4.6%
Avg. 15.2% 15.3% -3.6% —41% -4.6%

TABLE XI

PERFORMANCE OF THE PROPOSED RATE CONTROL ALGORITHM WITH @
SET TO 10 COMPARED TO THAT WITH w SET TO 8

Test Geom.BD-TotalRate Attr.BD-TotalRate

point cloud Dl D2 Luma Cb Cr
Loot -7.0% —1.5% 77%  98%  89%
RedAndBlack -9.1% -8.7% 6.2% 13%  1.0%
Soldier -11.3% -10.4% 54%  92% 13%
Queen -14.7% -14.8% 23% 3.6% 3.4%
LongDress -14.8% -14.4% 1.7% 1.8% 2.0%
Avg. -114% -11.2% 47% 64% 5.7%

same average bit error compared with the original rate control
algorithm. Additionally, we can see that both the anchor and
the proposed algorithm lead to higher bit errors in the low
bitrate case compared with those in the high bitrate case. The
portion of the intra bits in the low bitrate case is higher than
that in the high bitrate case. The larger portion of intra bits
leads to fewer bits available for the subsequent frames and
creates larger errors.

B. Performance of the Video-Level Bit Allocation

In this section, we analyze the performance of the video-
level bit allocation algorithm under different ws. Table X and
Table XI show the performance of the proposed algorithm with
w set to 6 and 10 compared to w set to 8, respectively. We
can see that the larger the w is, the better RD performance
we can achieve for the geometry, however, the worse the RD
performance we obtain for the attribute. This is in accordance
with our analysis in Section III-A that a larger A corresponds
to better RD performance for the geometry and worse RD
performance for the attribute. However, how to select a better
o for the overall reconstructed point cloud quality remains a
problem.

Essentially, to obtain the optimal @, we need a full exper-
imental result on the subjective quality of the reconstructed
point cloud under different ws. However, this is not the main
focus of this work. We only show a few examples of subjective
qualities in high and low bitrates to find a suitable w, as shown
in Fig. 7 and Fig. 8. We can see obvious geometry distortions
in the low bitrate case if we set w to 6. The woman’s hand
and teeth have some extra points that significantly influence
the subjective quality. In addition, we can observe that the
woman’s clothes have extra colors in the high bitrate case if
we set @ to 10. The artifacts in the high bitrate case are not
as obvious as those in the low bitrate case since the qualities
of the reconstructed point cloud in the high bitrate case are
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(c) w=2_8 (d) w=10

Fig. 7. Subjective qualities of setting different ws in the low bitrate case.
The example is from “Redandblack™ with picture order count 1450. The target
bits are 2234336.

mm I w

©)w=38 d w=10

Fig. 8. Subjective qualities of setting different ws in the high bitrate case.
The example is from “Redandblack™ with picture order count 1450. The target
bits are 14059352.

much higher than those in the low bitrate case. The optimal @
may vary under different target bits. In this paper, we choose
 as 8 to obtain a better performance balance in the low and
high bitrate cases.

C. Performance of the Proposed Model Parameter Estimation

Table XII shows the performance of the proposed model
updating algorithm compared with the original model updating
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TABLE XII

PERFORMANCE OF THE PROPOSED MODEL UPDATING ALGORITHM COM-
PARED TO THE ORIGINAL MODEL UPDATING ALGORITHM

Test Geom.BD-TotalRate Attr.BD-TotalRate
point cloud D1 D2 Luma Cb Cr
Loot -5.7% -6.7% 1.2% 1.2% 1.2%
RedAndBlack | -1.6% —2.8% -0.1% 0.5% 0.2%
Soldier -3.3% -3.9% 0.8% 1.8% 2.3%
Queen -6.7% -7.2% -1.4% 1.0% 1.1%
LongDress -0.4% -0.7% -05% -04% -0.9%
Avg. -3.6% -4.3% 0.0% 0.8% 0.8%
TABLE XIII

PERFORMANCE OF THE BU-LEVEL BIT ALLOCATION ALGORITHM
FOR GEOMETRY COMPARED WITH THE ORIGINAL BU-LEVEL BIT

ALLOCATION ALGORITHM
Test Geom.BD-TotalRate Attr.BD-TotalRate

point cloud D1 D2 Luma Cb Cr
Loot 0.2% 0.9% -0.6% -0.6% -2.6%
RedAndBlack | -0.7% 0.2% -03% -0.5% 0.1%
Soldier -0.1% 0.4% 0.3% 1.1% -0.8%
Queen 3.6% 4.4% 0.6% -0.1% -1.3%
LongDress -2.0% -1.0% -0.7% -1.0% -0.6%
Avg. 0.2% 1.0% -01% -02% -1.0%

TABLE XIV

PERFORMANCE OF THE BU-LEVEL BIT ALLOCATION ALGORITHM
FOR ATTRIBUTE COMPARED WITH THE ORIGINAL BU-LEVEL BIT
ALLOCATION ALGORITHM

Test Geom.BD-TotalRate Attr.BD-TotalRate
point cloud D1 D2 Luma Cb Cr

Loot -0.1% -0.1% -31% 28% -2.8%
RedAndBlack | 0.3% 0.3% -32% 43% —45%
Soldier 0.0% 0.0% -1.1% -1.6% -14%
Queen 0.0% 0.0% -07% -13% -1.0%
LongDress 0.0% 0.0% -2.6% 25% -2.8%
Avg. 0.0% 0.0% 22% -25% -2.5%

algorithm. We can see that the proposed model updating algo-
rithm leads to 3.6% and 4.3% bit savings on average under D1
and D2 quality measurements, respectively. It leads to the same
or slightly worse performance improvements for the Luma,
Cb, and Cr components, respectively. The experimental results
show that the proposed model updating algorithm can bring
better RD performance for the geometry compared with the
attribute. As we have shown in Section III-B, we use the center
pixel to represent the current BU to find the corresponding
pixel. However, the corresponding pixel may not be the center
pixel of the corresponding BU. Therefore, the corresponding
BUs usually do not have exactly the same content. This
situation is more serious for attribute videos whose texture
is less smooth compared with that of the geometry video.

D. Performance of the Proposed BU-level Bit Allocation

Table XIII and Table XIV show the performance of
the BU-level bit allocation algorithm for the geometry and
attribute compared with the original BU-level bit allocation,
respectively. We can see that the proposed BU-level bit alloca-
tion algorithm leads to obvious RD performance improvements
for the attribute. However, it leads to some RD performance
losses for the geometry. Therefore, we disabled the BU-level
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(a) Geometry

(b) Attribute

Fig. 9. Typical example of the reconstructed frame of the geometry and
attribute under the proposed BU-level bit allocation algorithm. The example
is from the 5th frame of the geometry and attribute videos from “Loot” with
target bits 8097008.

bit allocation algorithm for the geometry in the overall exper-
imental results.

The different padding algorithms for the geometry and
attribute are the key reasons why the proposed BU-level bit
allocation leads to different performances. An unoccupied
geometry BU is padded using the horizontal extension from
the left border pixels or the vertical extension from the
top border pixels if the left border pixels are unavailable.
The unoccupied geometry BU does not require many bits
through intra horizontal prediction or vertical prediction
even if the proposed BU-level bit allocation is not used.
However, an unoccupied attribute BU is padded using a pull-
push algorithm to minimize the overall bitrate for both the
completely unoccupied BU and partially unoccupied BU [48].
Therefore, the proposed BU-level bit allocation has a larger
chance to save some bits and improve the overall performance
for the attribute. To better illustrate this problem, we show
an example of the reconstructed frames of the geometry and
attribute videos in Fig. 9. We can see very obvious blocking
artifacts for the unoccupied BUs, as indicated by the red
triangles in the attribute frame. This is due to the bit savings
for the residue of the unoccupied BUs. However, we cannot
see similar artifacts in the geometry frame, as the unoccupied
BUs in the geometry frame are very smooth.

V. CONCLUSION

In this paper, we propose the first rate control algorithm for
the video-based point cloud compression (V-PCC) framework.
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We mainly introduce the following key algorithms to address

the

new features brought by the V-PCC framework. First,

we propose a video-level bit allocation algorithm to assign the
bits between the geometry and the attribute videos. Second,
we introduce a basic-unit-level (BU-level) bit allocation algo-
rithm assigning zero bits to the unoccupied BUs by ignoring
their distortions. Third, we propose a more accurate model
updating scheme by finding the corresponding BUs with simi-
lar video content in the previous frame at the same hierarchical
level. The proposed rate control algorithms are implemented
in the V-PCC and the corresponding High Efficiency Video
Coding (HEVC) reference software. The experimental results
show that the proposed algorithms can lead to obvious rate-
distortion performance improvements. We will investigate the
optimal video-level, picture-level bit allocation algorithms in
our future work to achieve even better performance.
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