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A thin-film periodically-poled lithium niobate (PPLN) waveguide was designed and fabricated
which generates entangled photon pairs at telecommunications wavelengths with high coincidences-
to-accidentals counts ratio CAR > 67, 000, two-photon interference visibility V > 99% and heralded

single-photon autocorrelation g
(2)
H (0) < 0.025. Non-destructive in-situ diagnostics were used to

determine the poling quality in 3D. Megahertz-rates of photon pairs were generated by less than a
milliwatt of pump power, simplifying the pump requirements and dissipation compared to traditional
spontaneous parametric down-conversion LN devices.

Spontaneous parametric down-conversion (SPDC) was
used to generate the entangled photons used in first
demonstrations of quantum teleportation, entanglement-
based cryptography, tests of Bell’s inequality, one-way
optical quantum computing and other notable experi-
ments [1–8]. Nanoscale waveguides, which reduce the
modal cross-section area by 10x compared to traditional
lithium niobate (LN) waveguides, could result in lower-
ing the power requirements by a factor of 100x and si-
multaneously improve the quality of the generated pho-
ton pairs, by reducing the likelihood of thermal effects or
noise contributions from high levels of pump power. This
double advantage could enable large-scale multiplexing
and scale-up towards realistic quantum information pro-
cessing photonic circuits, which so far is based on other
materials with a weaker, third-order nonlinearity like sil-
ica or silicon [9–11]. The second-order nonlinear opti-
cal process of SPDC in traditional LN waveguides can
yield photon pairs of high quality but is relatively inef-
ficient, typically requiring a dedicated tens-of-milliwatt-
class single-mode laser diode or a high-peak power mode-
locked laser [12, 13]. Efficient telecommunications-band
entangled photon pair generation at sub-milliwatt power
levels has, for example, been developed in silicon pho-
tonics, but at the cost of using a weaker, third-order
optical nonlinearity and achieving the best performance
from micro-resonator devices, which require stringent
control and stabilization [14, 15]. Thus, the realization of
high-quality entangled photon generation in single pass
nanoscale LN waveguides is under active study (see Ta-
ble I).

Figure 1(a) shows one of several waveguides fabricated
in a 300 nm thickness 5 mol%-MgO-doped x-cut LN thin
film, with a 1.8 µm layer of SiO2 and a Si handle (0.4 mm
thickness), and using a ridge etch depth of 50 nm. The
waveguides have a length of 0.7 cm, with a poled sec-
tion of length 0.5 cm. The cross-section of the selected
waveguide is schematically shown in Fig. 1(c). The quasi-
TE-polarized fundamental modes, shown in Figs. 1(d)

and 1(e), were calculated using vectorial mode simula-
tion software to have modal effective area Aeff = 1.1 µm2

at 1570 nm wavelength, and Aeff = 0.4 µm2 at 785 nm
wavelength. The normalized mode-overlap integral was
calculated to be 78%, which leads to a high efficiency
of generating photon pairs. However, nanoscale waveg-
uides with small mode cross-sectional area suffer from a
large index dispersion, and require a poling period that is
about one order-of-magnitude smaller than in traditional
PPLN waveguides [12, 13]. Figure 1(f) shows the effec-
tive refractive indices of the modes. Type-0 quasi phase
matching (QPM) is used with TE-polarized waveguide
modes, which uses the strongest nonlinear coefficient in x-
cut LN [16]. A first-order grating, which is the most effi-
cient QPM configuration, was achieved by poling the thin
film with calculated QPM period, Λ = 2.8 µm to match
the refractive indices of the lowest-order TE-polarized
waveguide modes at 1570 nm and 785 nm. In this con-
figuration, the nonlinear coefficient is d33 = 27 pm.V−1.

For x-cut thin-film LN (TFLN), surface electrodes are
used for poling. During poling, the inverted domains
spread quasi-laterally from the positive electrodes to-
wards the negative electrodes, as shown in Fig. 2(a),
and the resulting orientation of the domains is indicated
by schematic arrows. Such images were acquired us-
ing a custom-built confocal scanning second-harmonic
(SH) microscopy instrument. The domain walls are
shown as dark-colored stripes and, in between them are
the oppositely-oriented domains, which have been poled
mainly along ẑ, with restricted growth along ŷ (which
is the waveguide axis). Earlier studies have indicated
that poled domains in bulk x-cut LN may form in a
hexagonal cross-section [17, 18] which will spread with
approximately the same speed in all three equivalent y-
directions, in contrast to vertical domain growth in tra-
ditional z-cut LN devices. The poling duty cycle is es-
timated as 55.2% ± 3.0%, based on the SH images gen-
erated from five different positions along the waveguide,
each with an area of 100 µm (along the y-axis) × 30 µm
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FIG. 1: (a) Optical image of the waveguide with a poled region of length 5 mm between electrodes. (b) Magnified image of a
selected region, also showing the poling electrodes. (c) Cross section of the ridge waveguide. (d) Calculated profile (magnitude
of the major electric-field component) of the quasi-TE-polarized fundamental mode at 1570 nm for the down-converted photons.
(e) Calculated profile of the quasi-TE-polarized mode at 785 nm for the pump. (f) Effective refractive indices with the criterion
for type-0 QPM with period Λ = 2.8 µm indicated by the horizontal, double-headed arrow.

(along the z-axis), part of which is shown in Fig. 2(a).
In order to determine whether LN was poled adequately
in depth, we performed a quantitative analysis of the
line scans of images; one example is indicated using a
red line in Fig. 2(a). Physics-based modeling and key
differences with regard to traditional SH microscopy of
domain walls (e.g., Ref. [19, 20]), are discussed in detail
in Ref. [21]. On this sample, we inferred that the poling
depth was closer to 245 nm than either 240 nm or 250 nm,
i.e., achieving about 5 nm depth resolution as shown in
Fig. 2(b). Using such non-destructive, high-resolution
3D diagnostic information, we verified the poling quality
over the waveguide. In contrast to our technique, tra-
ditional depth-resolved poling diagnostic methods such
as etching waveguides using acid to reveal the domain
orientation [22] are destructive in nature, typically only
revealing data of a poled structure that is no longer useful
as a working optical device.

The fabricated waveguide was tested for its properties
as a source of optically-pumped entangled photon pairs
and heralded single photon generation; see the Supple-
mental Material for more information [60]. The on-chip
pair flux or coincidence rate, which is abbreviated in the
figure labels as the pair coincidence rate (PCR), was cal-
culated by dividing the time-averaged value of the mea-
sured coincidence rate, NSI, by the edge coupling effi-
ciency of the chip, the transmission of the filters, and

the detector efficiencies. These quantities were measured
by separate calibration measurements. We calculated
PCR for several different values of the input pump power
and Fig. 3(a) plots the result and the fitted line whose
slope is 45 MHz.mW−1, which is higher than that of
a typical value for a state-of-the-art traditional PPLN
waveguide of 14 MHz.mW−1 [23]. Dividing further by
the FWHM of the filter, ∆λ = 0.8 nm (100 GHz), the
brightness is B = 5.6 × 107 pairs.s−1.nm−1.mW−1, or
B = 4.6 × 105 pairs.s−1.GHz−1.mW−1, depending on
the units used.

Two photon cross-correlation: Figure 3(b) shows
the measured Coincidences-to-Accidentals Ratio (CAR)
versus PCR. The CAR was calculated as CAR =
max[g

(2)
SI (t)] − 1 from the normalized signal-idler cross-

correlation, g
(2)
SI (t), which was obtained from the his-

togram of signal-idler coincidences measured as a func-
tion of the inter-channel delay t. The highest CAR was
67, 224 ± 714 measured when the PCR was 7.6 ± 2.6 ×
104 pairs.s−1 (detected pair flux: 24 ± 8 pairs.s−1). At
the highest power values used here, CAR = 668 ± 1.7,
at PCR = 11.4 ± 0.4 × 106 pairs.s−1 (detected pair
flux: 3.6 ± 0.13 × 103 pairs.s−1). CAR decreased
at higher pump powers and thus, at higher PCR, as
expected, following the trend line CAR ∝ PCR−1, as
shown in Fig. 3. These numbers are significantly higher
than those achieved other integrated photonics platform
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FIG. 2: (a) High-resolution confocal second-harmonic mi-
croscopy of the poled domains. The outline of the waveg-
uide can be seen around Z = 16 µm. The waveguide width
(1.24 µm) is shorter than the width of the poled domains
(20 µm). (b) Analysis of a typical optical line scan and best-fit
comparison with calculated models (three different assump-
tions about the poling depth h).

at 1550 nm wavelengths, including silicon [15] and sil-
icon nitride [24], measured using similar experiments
and apparatus. Compared to traditional PPLN waveg-
uides, the highest reported value (to our knowledge) of
CAR is 8 × 105 measured, however, at PCR of only
5 pairs.s−1 [25]; in comparison, the product of CAR
and pair flux is about three orders-of-magnitude higher
in our TFLN waveguides, highlighting the efficiency of
nanoscale LN waveguides with good QPM properties in
generating high-quality photon pairs.

Heralded single photons: Detecting one photon
of the pair results in projecting the remaining photon
into a multimode heralded single-photon state, and this
photon is expected to show non-classical anti-bunching
behavior. Figure 3(c) shows the heralded (i.e., condi-
tional) single-photon second-order self-correlation func-

tion, g
(2)
H (0), obtained by detecting one of the gener-

ated photon pair as a herald, and measuring the self-
correlation of the other photon in the presence of the
herald. Even at the highest power values used in this se-

quence of measurements, g
(2)
H (0) = 0.183± 0.03, well be-

low the classical threshold, at an on-chip (i.e., inferred)
heralding rate of NH = 4.2 MHz (raw measured her-

ald rate 91 kHz). At lower pump powers, values as low

as g
(2)
H (0) = 0.022 ± 0.004 were directly measured (the

errorbar is one standard deviation uncertainty), for an
on-chip heralding rate of NH = 0.7 MHz (raw measured
herald rate 15 kHz). There have not been previous re-
ports of heralded single-photon generation using TFLN
devices. For comparison with traditional PPLN devices,

g
(2)
H (0) = 0.023 has been measured atNH = 2.1 MHz [26],

and g
(2)
H (0) = 0.005 has been measured at (detected)

NH = 10 kHz [27].

Entanglement: The generated photon pair is ex-
pected to demonstrate energy-time entanglement which
can be investigated through a Franson-type two-photon
interference experiment, by violating Bell’s inequal-
ity [28, 29]. Figure 4 shows the measurement of two-
photon interference visibility fringes using an unfolded
Franson configuration. Proof of photon pair entangle-
ment requires a Clauser-Horne two-photon interference
pattern fringe visibility V ≥ 70.7% (without necessar-
ily providing a test of local realism) [30]. The fitted
measurements showed V clearly in excess of this thresh-
old value, measured when the on-chip PCR was about
1 MHz, as inferred from the recorded average singles rates
and the coupling losses. From a non-linear least-square
curve fit , we obtained Vfit = 98.4% and Vfit = 96.4%
for the two cases. From the raw data, we calculated
Vdata = 99.3 ± 1.9% (data points shown in blue) and
Vdata = 99.5 ± 1.8% (data points shown in black) for
the two phase settings of the unfolded Franson configu-
ration. The indicated errorbar is the uncertainty which
arises from the goodness-of-fit of the parameters of the
Gaussian function used to fit the central peak; in many
cases, the size of the errorbar is too small to be visible.
These measurements confirmed the high-quality energy-
time entanglement properties of the pairs, as shown by
the sinusoidal variation of coincidences with phase, and
in both cases, the flat singles rates show the absence of
single-photon interference [28, 29].

In conclusion, as shown in Table I, high values of CAR,

as well as the first reports of low values of g
(2)
H (0) and

high values of V have been made for entangled photon
pairs at telecommunications wavelengths generated using
poled nanoscale thin-film LN waveguides. The ability to
perform high resolution in-situ imaging and analysis of
the poled domain structure helps in identifying the re-
gions of the poled thin-film crystal where the waveguides
should be formed. Since this diagnostic technique is non-
destructive, it could be useful for the future development
of more complex and multi-component quantum pho-
tonic circuits using poled TFLN. We have demonstrated
that such waveguides can generate several million pho-
ton pairs per second at telecommunications wavelengths
with high quality using much less than a milliwatt of
pump power. This significant power reduction, by two
or more orders of magnitude, compared to bulk crystals
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FIG. 3: (a) Pair coincidence rate (PCR, units: MHz) versus pump power (units: mW) in the waveguide. (b) Coincidences-
to-Accidentals Ratio (CAR) versus PCR. The highest measured value is indicated. The error bars are one standard deviation

in each direction. (c) Heralded single photon generation. Conditional self-correlation (heralded auto-correlation) g
(2)
H (0). The

horizontal axis shows both the raw herald rate (kHz) and on-chip singles rate (MHz); the latter is obtained by dividing by the

measured losses between the chip and the detector. The error bars are one standard deviation. The lowest measured g
(2)
H (0)

was 0.022 ± 0.004. (d) The signal-idler cross-correlation histogram for the highest PCR value, indicated by the annotation
‘(d)’ in panel (b). The full-width at half-maximum of the central peak is 27 ps.

and traditional SPDC waveguides without sacrificing the
high figures-of-merit (CAR, Visibility, etc.) that is ex-
pected from traditional LN pair sources, is beneficial for
future scale-up of on-chip quantum circuits.
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