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Abstract

Traffic sign recognition systems are crucial for autonomous vehicles. They assist autonomous driving systems by collecting road-related
information, such as speed limits, stop signs, etc., that are necessary for safe driving. However, as evidenced by recent autonomous vehicle
crashes and recognition system failure-related studies, there are serious concerns about the inadequacies of the traffic sign recognition
systems and their used techniques. In response to the industrial needs and to help practitioners improve the reliability and safety of the
traffic sign recognition systems, this paper discusses the general architectural outline of traffic sign recognition systems and the challenges
that must be overcome, in order for traffic sign recognition systems to be safe and reliable. An in-depth discussion of various solutions is
given to provide practitioners valuable insight into the improvement of traffic sign recognition systems.
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1. Introduction

For the past few decades, autonomous vehicles (AVs) have been a popular topic explored within the research community due
to the benefits that they offer to our society. According to a 2015 survey by the National Highway Traffic Safety
Administration, human error accounts for 94% of vehicular crashes involving at least one vehicle [1]. With the use of AVs,
accident rates can be reduced profoundly, alleviating traffic-related deaths and injuries. However, before AVs can be widely
deployed and adopted, they must be soundly designed and extensively tested to ensure the safety of passengers and the
environment. Although there have been AVs developed by the commercial sector, those AVs may still make faulty decisions
and, subsequently, partake in the wrong actions. Despite the media-cultivated hype of AVs, the safety of current AVs has
been seriously concerned as evidenced by several recent accidents caused by AVs. In March 2018, an AV accident occurred
when an automated Uber test vehicle fatally hit a woman. Because the automated Uber test vehicle lacked the capability to
classify an object as a pedestrian unless that object, or pedestrian, was near a crosswalk, it failed to respond appropriately [2].
This incident could have been avoided if the Uber AV system could successfully classify the woman as a pedestrian, which
would order the test car to stop earlier. In May 2016, a Model S Tesla car in self-driving mode collided with the side of a
white tractor-trailer that was making a left turn on a highway, causing the death of the driver in the accident [3]. The self-
driving car's failure to detect the tractor-trailer was due to Tesla's autopilot sensors' inability to detect the white tractor-trailer
against a brightly-lit sky. Because the body of the trailer was mistaken, likely because of the high reflectivity of the color
white, the AV system failed to apply the brakes. This implies that AV recognition systems are not yet suited or prepared for
diverse weather conditions.

In each of the cases listed above, it has become apparent that AVs may not be ready to handle scenarios that could occur
in the real world. This paper prompts the following questions: are modern traffic sign recognition (TSR) systems for AVs
adequate enough for the real world? If not, how may their inadequacies be addressed so that the TSR system can perform
correctly throughout the vast and diverse scenarios that are prevalent in the real world? To answer these questions, this paper
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examines the existing approaches used for TSR in modern AVs, which could lead to system failures. We then discuss the
challenges of TSR systems in AV, followed by an in-depth discussion on potential solutions to various issues. The remainder
of the paper is organized as follows: Section 2 presents the background of TSR systems. Section 3 shows the challenges that
need to be addressed in order to make TSR systems more reliable and safer. In Section 4, we provide an in-depth discussion
of the potential solutions, followed by the conclusions and future work in Section 5.

2. Background of Traffic Sign Recognition Systems

To answer the questions prompted by this paper in Section 1, one must know the basics of how a TSR system functions. Many
TSR systems [4-11] apply a two-part methodology: 1) traffic sign detection and 2) traffic sign recognition. Most TSR systems
follow a procedure similar to the one shown as follows:

The first step of the process is traffic sign detection, and it is often achieved with the use of a camera that is integrated
into the AV. The camera uses the frame of a video as the input, and the TSR system detects any regions of interest (ROIs) in
the frames using traffic sign detection techniques such as slide window [4]. Traffic signs or ROIs can be found using a variety
of traffic sign detection techniques. As previously mentioned, one technique used for detection is slide window. Slide window
is a two-dimensional (2D) technique that detects patterns in 2D images by using a window, smaller than the dimensions of
the camera-taken or input image, to scan or slide across the entire surface of the input image. Areas that are identified to
feature predefined patterns are labeled as ROIs or highly-probable traffic sign candidates. Another technique used for
detection is light detection and ranging (LiDAR) [12-14]. LiDAR utilizes laser lights and laser sensors to determine the
distance or depth objects are from the AV. With three-dimensional (3D) modeling, LiDAR can identify the locations of traffic
signs that are placed in front of the AV based on the shape of its 3D-constructed models [14]. Transfer learning is another
technique that has been used in traffic sign detection [8]. Used in machine learning models, the transfer learning technique
learns by storing knowledge gained from previous tasks. In other words, tasks are performed by applying previously gathered
experience. Multilayer perceptron (MLP) neural networks have also been used to detect patterns in 3D images [4]. However,
MLP has been found to be inferior to the convolutional neural network (CNN) approach due to the redundant architecture of
MLP [15]. Other deep learning (DL)-based techniques that have been used for traffic sign detection include single shot
detector (SSD), faster region convolutional neural network (FRCNN), and you only look once (YOLO) [16]. In the study [16],
a comparison of each of these techniques was conducted. Each technique was found to have an advantage over the other
techniques within a specific area. In summary, the survey determined that there are no specific methods that are superior to
all others in all applications. As compared to FRCNN and YOLO, SSD was found to have the highest frame per second (FPS)
score and an ability to balance computation time and accuracy. FRCNN had the lowest FPS, but it was found to be the most
accurate at the cost of a longer computation time. YOLO was found to be the quickest but less accurate when detecting objects
or ROIs [16].

The next step in a TSR system entails the classification or recognition of traffic signs. In this step, all ROIs are fed, one-
by-one, into a classifier. Based on the shape, color, words, digits, and/or other characteristics found in the image of the traffic
sign, the traffic sign is categorized. Traffic sign classification processes can vary by the techniques (e.g., CNN) or tools used
(e.g., TensorFlow). The authors of the publications [4-6, 8, 17] used TensorFlow as a tool to create their proposed CNN-based
TSR system. Machine learning (ML) classifiers for traffic sign recognition in TSR systems have been also used [6-7, 18].
These ML classification algorithms include K-nearest neighbor (KNN), support vector machine (SVM), and random forest
(RF) [7]. KNN uses a database, stored in memory, of previously classified objects and those objects' related data [19]. Such
data is then plotted in a multidimensional space or grid with the unclassified object plotted as well. The unclassified object,
or traffic sign, is then classified based on the vote of its nearest k data points. SVM classifiers use at least one decision
threshold to determine a traffic sign's category. Using a decision plane to separate objects belonging to different classes, SVM
correctly classifies objects based on training data examples or traffic sign datasets. The classification algorithm, RF, constructs
multiple decision trees and classifies based on the popular votes among all decision trees.

In addition to the ML-based approaches, the convolutional neural network (CNN) is another popular traffic sign
classification approach [8, 10-11, 14, 16, 17, 20-22]. CNN, renowned for its use in image classification, is a type of neural
network model with the ability to recognize complex patterns and abstract representations in images. CNN consists of input,
output, and hidden layers. Hidden layers consist of a series of convolution layers that involve mathematical models to pass on
results to successive layers. CNN uses hidden layers to extract features from an image's raw pixel data. Despite an increase in
time needed to train the model, the addition of more hidden layers to a CNN enables the model to identify more sophisticated
features. A benefit to the use of a CNN-based traffic sign classifier is its resilience to images with low resolution or occlusions
[5]. Although DL-based classification methodologies have a high accuracy rate, they are highly complex and require a long
processing time [10].
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3. Challenges for TSR Systems

In this section, we show the challenges that need to be overcome in order to ensure that TSR systems are safe and reliable for
real-world settings.

3.1. Traffic Sign Anomalies

Traffic signs are essential for safe driving. Without them, the occurrence of catastrophic accidents would dramatically rise
due to a lack of order, guidance, and hazard warnings that traffic signs communicate. However, the task of successfully
developing an accurate TSR system is difficult as it must be trained to recognize traffic signs that are partially occluded by
objects, in deplorable conditions due to poor maintenance, and barely visible due to extreme weather. Traffic sign anomalies
have shown to be great factors and challenges for TSR systems [ 12]. These anomalies often cause TSR systems to experience
difficulties when detecting and classifying traffic signs. Some anomalies are related to weather, environmental conditions,
visibility, noticeability, position, and altercation. Lengyel et al. [12] categorized some anomalies by the visibility, clarity,
recognizability, and position properties of a traffic sign that they affect. For clarification purposes, the definitions of visibility,
clarity, recognizability, and position in relation to traffic sign anomalies will be explained in accordance with the definitions
provided in [12]. Visibility refers to the portions of a traffic sign that are visually exposed and not occluded. For example, a
road sign covered by a tree or a large bush would have low visibility. Clarity refers to the quality of the traffic sign image that
is captured by the camera of the AV. An image is clean or has a high clarity when the traffic sign within the image is not being
blocked by fog, rain, dust, or other similar factors. Likewise, an image is dirty or has a low clarity when the contents of the
image are made hazy and ill-defined, most commonly due to the weather at which the picture was taken. Recognizability
refers to the features of the traffic sign that are observed. The recognizability of road signs includes observing the size, form,
deformity, altercation, colors, and, if present, stickers on a traffic sign in order to correctly distinguish it and categorize it by
its traffic sign type. Finally, the position is used to refer to where, in the camera frame, a traffic sign is located. This becomes
relevant when determining whether the detected sign is at the right height or is too far, in order to be reliably recognized from
the AV. We classify the traffic sign anomalies into two categories: 1) anomalies caused by physical conditions and 2)
anomalies caused by occlusion.

The first category refers to the anomalies caused by physical conditions that could affect the visibility, clarity,
recognizability, and position of traffic signs. In the worst scenarios, TSR systems may misclassify the sign or even fail to
detect it. For example, the alteration of traffic signs, whether through the use of stickers, paint, or another medium, could
cause traffic signs to have low visibility and low recognizability. In [23], the impact alteration on the accuracy of TSR systems
through a series of experiments was measured. In the experiments, graffiti or stickers were added onto traffic signs. A TSR
system was then placed with the task of classifying these signs. When stickers forming the words "love" and "hate" were
added to stop signs, the AV misclassified the stop signs 73% of the time. When randomly placed stickers were added to stop
signs, the AV mistook the signs for a 45-mph speed limit sign in every test. In the same study, right turn signs with a faded
arrow were incorrectly classified by the AV 66% of the time. These results become especially alarming when considering the
findings of a 2016 study [24] that measured the extent of traffic sign vandalism in the state of Utah. The study concluded that
the "initial analysis of the data showed that almost 7% of 97,314 measured signs were damaged, of which at least 22% of the
damages were intentionally caused by humans." From these results, it can be estimated that about 1.54% of road signs in the
state of Utah have been vandalized. This includes the application of graffiti, stickers, markers, or another medium that
diminishes the recognizability of traffic signs.

In [25], a survey of the condition of traffic signs in Utah was conducted. A strong association between traffic sign damage
and its retroreflectivity was found. In some cases, the damage of traffic signs was so profound that it violated the minimum
retroreflectivity standards outlined by the manual on uniform traffic control devices (MUTCD), a document issued by the U.S.
Federal Highway Administration that specifies traffic signs standards. The study concluded that the effects of sign vandalism
on retroreflectivity greatly depends on the extent of the damage. It was also found that a sign's reflectivity is reduced when
that traffic sign is vandalized, cracked, faded, or peeled. To elaborate, faded and cracked signs had the highest rate of
retroreflective failure, and signs surveyed with their legend peeling off were also likely to fail to convey their message to the
road users. Furthermore, it was also discovered that the actual luminance of bent traffic signs under nighttime conditions may
be lower than the MUTCD requirements.

The traffic sign's position, distance, height, and rotation could also impact the manner in which a TSR system detects and
classifies it. For example, a circular sign may be rotated to appear as an ellipse rather than a circle [9]. Any numbers or letters
visible on the sign would also appear deformed. Poorly positioned traffic signs may also fail to provide sufficient luminance
for the sign to be visible to cameras. A traffic sign stationed too close to the ground may have nearby objects obstruct it; TSR
systems may, consequently, fail to detect it [12]. Considering these factors, it can be concluded that vandalized or bent traffic
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signs may fail to be detected by TSR systems, and the risk grows when the AV is driving in nighttime conditions. In addition,
traffic signs that are scratched, dented, peeling, bent, or cut could also diminish TSR systems' accuracy as edges, shapes, and
objects could be mistakenly derived from damage sections even if the damage is subtle. These traffic sign pseudo-features
would then potentially go on to lead classifiers, such as CNN-based ones, to a misclassification.

The second category refers to the anomalies that are caused by the occlusion of traffic signs. The condition of the
environment could impact the quality of a traffic sign image that is captured by the camera of an AV in real-time. The most
profound elements that impact traffic sign visibility, clarity, and recognizability are objects and weather [5, 9, 12, 13, 26-27].
These conditions need to be considered when TSR systems are designed. One of the most critical issues in AV development
is the poor performance of TSR systems under adverse weather conditions (e.g., rain, snow, fog, and hail). Zang et al. [13]
discussed examples that explained why weather conditions play a key factor in poor performance for AVs. For example, rain
and fog degrade the functions of cameras and LiDAR, which can consequently cause sensors to signal inaccurate information.
In effect, the AV can partake in inaccurate decisions and result in a crash. Snow and hail may also obstruct important features
of traffic signs. The impact of snowy conditions on camera is also discussed. If the camera is unshielded, ice can easily damage
the camera. Hail can damage the lens. Frost can cover the camera's lens and block the view. Rainy conditions can cause
electrical and optical malfunctions if the camera is not designed to be waterproof. Raindrops can change the camera focus,
causing parts of the picture to be out of focus. Foggy and dusty conditions can decrease the clarity of traffic signs and increase
the difficulty of pattern edge recognition. Another challenge that TSR systems face is the partial occlusion of traffic signs in
captured images. In the specific case of speed limit signs, digits must be accurately identified so that AVs can adjust their
speed. However, in severe cases, some digits are occluded. In such occlusion cases, there is not enough information to interpret
what the speed is. In [5], the challenge of occlusion in images of speed limit signs was elaborated on, and a proposed DL-
based TSR system that handles instances of occlusion traffic sign images was presented.

3.2. Image Quality-Related Issues

The quality of the images captured by cameras is another challenge for TSR systems. In [9-10, 28], motion blur in captured
images and video was mentioned as a major challenge in traffic sign recognition. Motion blur causes sharp edges in the
captured frame to weaken. This makes it difficult for TSR systems to detect and classify traffic signs. Because edges are
blurred and shapes are morphed, TSR systems could experience a decrease in accuracy if adequate image pre-processing
methods are not used. Furthermore, image noise can alter the clarity of the image that a camera captures [18, 27]. Noise is a
variation of brightness or color information in an image, and it is produced by the image sensor and circuitry. Noise can appear
as black and white pixels randomly distributed throughout an image in a manner in which the image appears blurry. In [18],
the noise was referred to as salt and pepper noise. Image noise can alter the image and make the detection and classification
difficult for the system.

3.3. System Efficiency and Accuracy

Accuracy is always a major concern for TSR systems. False positives or false negatives can occur if a TSR system wrongly
classifies an object within a camera's frame as an ROI, or if it fails to label a traffic sign present in the environment as an ROI.
In the advent of a false positive or false negative, an AV may take risky actions and cause a collision. In [4], an example in
which a false positive may occur was presented. A camera falsely detects a speed limit sign that is on the back of a van as a
sticker. While many works have proposed TSR systems that have a high accuracy rating, they must not neglect to consider
the speed and efficiency of their TSR system. For systems dependent on increased memory storage or enhanced performance
(e.g., systems incorporating the KNN algorithm), the system will experience a decrease in computation speed as a substantial
amount of data is accumulated and stored in the system.

3.4. Lack of Standard Benchmark for Evaluation

In [4, 6, 17, 20], TSR systems were proposed, trained with an acquired dataset of traffic sign images, and then evaluated.
However, there is a lack of standard benchmark for evaluating TSR systems, and many of these studies tested their TSR
system with a different dataset of traffic sign images. Despite each system claiming to possess a specific accuracy, with many
exceeding 95%, these evaluated accuracy scores are not a fair metric to compare the TSR systems from each other. Varying
on the diversity of the dataset used for testing, some testing datasets may not test all scenarios (e.g., rain, snow, night, day,
fog, etc.) or may not test those scenarios to the extent that they should be (e.g., light fog, intermediate fog, and heavy fog). A
system's testing dataset could also have images that are homogeneous to each other and homogeneous to the images used in
the training dataset. In such a scenario, limited traffic sign conditions are tested, and the homogeneity properties of the images
used for testing and training will biasedly skew the accuracy rate upwards. An illustration of how a TSR system's evaluated
accuracy can vary upon the testing dataset used was presented in [6]. In the study, the proposed TSR system was evaluated
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on two testing datasets. When the system was tested using the German traffic sign database (GTSDB), a higher accuracy of
98.2% was obtained as opposed to the 95% accuracy score that was obtained when the dataset of Italian traffic signs (DITS)
was used.

Although foreign traffic sign recognition benchmarks, such as the German traffic sign database (GTSDB) and Chinese
traffic sign database (CTSDB) [22], have been established by the government of certain countries that are active in the research
and development of AV technology, there is currently not a standard benchmark established for the United States of America.
This causes a problem because, without a standard test dataset, TSR systems that are constructed for AVs traveling on U.S.
roads cannot be compared to each other. For reasons mentioned before, the accuracy score and computation time scores
obtained through testing without the presence of a standard U.S. benchmark dataset will render the evaluation results as an
ineffective means of comparison [9].

4. Discussions of Existing Solutions

There are many existing methodologies that are implemented in various TSR systems intended for AV use. This section lists
specific techniques, algorithms, methods, or tools that have been proposed for use in TSR systems. In this section, a few of
these existing approaches are addressed, explained, and analyzed. In addition, some challenges of these methods will be
presented, and potential solutions may be suggested.

4.1. Light Detection and Ranging

In the proposed TSR systems present in [12, 13, 14], light detection and ranging (LiDAR) was used to aid in traffic sign
detection. LiDAR uses light lasers and laser sensors to determine what objects, based on a 3D constructed model of the
environment, are in the vehicle's field of view and the distance that those objects are from the vehicle. LIDAR accomplishes
this by pulsating light lasers into the environment and measuring the time it takes for that light to reflect off objects and return
to the LIDAR device [13]. From several time measurements, the distance and form of surrounding objects can be determined.
Specifically, distance is equal to half the round-trip time multiplied by the speed of light. The use of LiDAR can provide TSR
systems outstanding angular resolution and highly accurate range measurements. Using 3D constructed models of objects
found in front of an AV, LiDAR can be used to help detect the locations of traffic signs that the vehicle is approaching and
the shapes of those traffic signs. Identifying the shape of a traffic sign using LiDAR could be an alternative to identify traffic
sign shapes using image processing and a machine learning-based classifier.

Although LiDAR can be effective in gathering information in typical weather regardless of the level of sunlight available,
it is not as accurate and reliable in adverse conditions [14]. The well-defined and clear attributes of 3D models may diminish
as heavy rain or snow interfere with outgoing or returning pulsated lights [13]. In terms of modeling a traffic sign, conditions
such as fog or rain could lead to problems related to blocking traffic sign edges partially or entirely, causing LIDAR devices
fail to correctly and consistently model the traffic sign's shape.

4.2. Camera Tracking

When a traffic sign is occluded, whether by a weather element or an object, the edges of the sign become more difficult to
detect. Hence, the shape of the sign or images conveyed on it may be incorrectly classified. Camera tracking can be used to
alleviate this problem [7, 9, 13, 14]. After an ROI is identified, multiple images or frames of a video are taken of a detected
traffic sign. For each video frame taken, the same traffic sign, or tracking target, is identified through processing. Considering
the time of capture of the frames and the gradual change in location of the same traffic sign positioned within the frames, the
position of the same traffic sign is tracked throughout time. Furthermore, a predictive tracking algorithm can be used to
reconfirm the validity of future detected locations of the same traffic sign. By overlapping or comparing images of a traffic
sign, previously occluded edges can be revealed, and edges detected from previous frames can be reaffirmed. Camera tracking
approaches may include the techniques predictive tracking algorithm, key points tracking, and kernel-based tracking [9]. In
[7], a predictive tracking algorithm was implemented by comparing the location of a traffic sign within the frames captured
by cameras. It also implemented measures to ensure the validity of its tracking, two of which include resizing traffic sign
regions to compute a similarity value (the sum of absolute difference in the pixel intensity of regions) and rejecting adjacent
frames whose center distances between signs are less than a given threshold.

4.3. Resilient and Self-Cleaning Cameras

A TSR system that utilizes a resilient, self-cleaning, and transparent shield for its camera's lens could be a solution for certain
weather and temperature conditions (e.g., condensation building on the camera lens, pebbles pelting the lens). In the case of
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rain, water droplets on the camera lens would make the focus of the camera frames blurry and unreliable. As mentioned before,
cameras could also be severely damaged from the weather (e.g., ice formation). The camera would be better protected if a
durable window encasement, with self-cleaning capabilities, shielded it from the elements. This approach requires the use of
a robust self-cleaning mechanism (e.g., windshield wipers) to counter severe weather and other elements that could
accumulate on the transparent encasing and obstruct the camera lens' sight. Effectively, this self-cleaning mechanism would
wipe away substances (e.g., dirt, rain, snow) from the transparent encasement, hence preventing particle buildup. If a shielded
camera is used instead of a bare, external-vehicle camera, then the layer of protection provided for it would keep camera feeds
crisper under adverse weather conditions and deter safety hazards. In such cases, the shielded camera and camera lens would
be protected from the risks associated with flying pebbles, mud, dust, hail, frost, and water droplets interfering with system-
input footage or degrading the condition of the camera's components.

4.4. Convolutional Neural Networks

CNN has been a popular classification technique among the TSR system research community as illustrated by its use in the
TSR systems proposed in the publications [5-6, 8, 17, 21]. Although CNN is effective and efficient, it is resourcefully
demanding. The more layers that a CNN model has, the better filtering and accuracy that the CNN model can provide.
However, those additional layers require more training and computation time. Although CNN has outperformed previous
classification methods in the field of traffic sign recognition, CNN-based TSR systems are still in need of development and
innovation. As mentioned before, CNN-based TSR systems have a positive feature of being able to work with low-resolution
images and also with occlusions [5, 10]. Researchers have incorporated CNN with other modules or techniques to form novel
TSR systems. Although the general trend is increased performance and resistance to diverse traffic sign anomalies, these deep
learning-based systems may still face challenges, one of which is explained below.

Despite CNN's history of use in TSR systems, TSR systems still face a major problem that could occur when using a
CNN-based classifier for the categorization of detected traffic signs. Due to the "one-pixel attack”, misclassification errors
can occur despite a subtle change of a camera-captured image. Su et al. [29] concluded that deep neural networks can easily
lead to the wrong classification if a small change (e.g., change one pixel) is applied to an image. In a set of images, one pixel
was strategically chosen and modified. Their results showed that 67.97% of the natural images in the Kaggle CIFAR-10 test
dataset and 16.04% of the images in the ImageNet (ILSVRC 2012) dataset can be unsettled to at least one target class by
modifying just one pixel with 74.03% and 22.91% confidence on average. In other words, this modification invoked
unexpected classification errors in the classifier, causing the feature extraction and identification process utilized by CNN for
accurate classification to fail.

It is concerning because this vulnerability can have an impact on various deep learning-based TSR systems. If a subtle
change was to be made to an image of a traffic sign, either physically or digitally, an inability to accurately classify the sign
could be invoked due to the location of that alteration. These minuscule classification-defining alterations could occur in the
form of a sticker, marker dot, or even scratch. Digitally, pixels in the image could be altered due to corrupt camera signals in
moments beyond the control of the system [30]. If a camera signal does become corrupt from the camera capturing stage to
the image rendering state, then an accidental misclassification may occur. As shown in [29], even one pixel can break a deep
learning classifier. In either of these scenarios, a subtle change could invoke the system to misclassify a traffic sign and
consequently cause the AV to act dangerously.

4.5. Pre-Processing Techniques

To increase the performance of TSR systems, many studies suggest that effective and efficient image pre-processing
techniques should be adopted [9-10, 18, 30-31]. The purpose of pre-processing is to edit the input image so that image noise
can be reduced, edges can be enhanced, and contrast can be increased for ease of edge detection. The most common pre-
processing techniques would include the use of filters. To smooth the image and reduce noise, the Wiener filter or an
averaging filter can be used [18, 30]. On the occurrence that a signal becomes corrupt and renders a pixel as the incorrect
hue (e.g., a blue pixel in the center of a stop sign) [30], the Wiener filter can effectively make this correction. Through the
use of statistical equations, the Wiener filter uses the probability of occurrence to correct misfit pixels, thus smoothing the
image. For general purpose smoothing, an averaging filter can be used to divide the image into miniature grids and convert
all pixels within that grid to the computed mean value of that grid. Two popular averaging filters include the arithmetic mean
filter and the geometric mean filter [30]. In addition, a Gaussian filter [32] can also be used to reduce image noise at the cost
of blurring edges. This burred-edges effect can be corrected with the subsequent use of an edge sharpening technique. Image
sharpening filters that can be used in the pre-processing stage include unsharp mask filtering (USM) type 1, where the image
is sharpened at a single fixed sharpness value, and unsharp mask filtering (USM) type 2, where the sharpness of the image
can be controlled.
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Occasionally, traffic signs that are within an ROI are partially occluded either by objects (e.g., vegetation) or weather
elements (e.g., resting or falling snow). When a sign is partially occluded, classification algorithms that use knowledge of
universally-defined shapes and symmetry could be used by TSR systems to estimate the form of traffic signs. Part-based
object detection techniques include local binary patterns (LBP), histogram of oriented gradient (HOG), and randomized
Hough transform (RHT) [9]. LBP converts images to a solely black and white scheme by converting the image to grayscale
and establishing pixel grids, typically 16 by 16 pixels, throughout an image. In each grid, the center pixel is compared with
its surrounding pixels. If a surrounding pixel's value is greater than the center, it is converted to black; otherwise, it is converted
to white. In the resulting image, edges will be represented by black pixels, and the spaces between edges are denoted in white.
The purpose of LBP is to expose edges present in an image so shape patterns can be more easily observed. HOG also divides
an image into several non-overlapping grids in an attempt to make edges within an image more apparent. In each grid, lines
are identified based on the pattern of dark or bright pixels present in the grid. Lines found in the grid are converted to white,
and pixels that are not a part of the lines are converted to black. RHT can also be used to identify shape features such as curves
and lines within an image by analyzing an image and implementing a voting system for which the most probable edges are
voted the highest.

In the real world, rotated or tilted signs can cause the shape of a traffic sign to appear morphed. For example, a circular
sign that is tilted in a manner in which one side is protruded will have a stretched circle or ellipse appearance [9]. To aid in
the shape classification of detected traffic signs, a technique that handles shape deformations can be used. These techniques
include generalized Hough transform (GHT), accumulator array creation with filtering, scale-invariant feature transform
(SIFT), speeded up robust features (SURF), oriented FAST and rotated BRIEF (ORB), and local energy-based shape
histogram (LESH) [9]. GHT uses matching of universal shape templates to find shapes, whereas accumulator array creation
with filtering can be used to handle deformed and disconnected shapes. SIFT and SURF can be used to handle size variation
cases, and ORB is a popular rotation and scale-invariant feature. LESH can also be used as a scale-invariant shape-based
feature for object detection.

Color spaces are another approach that can be used in the recognition of traffic signs. The RGB color space classifies
pixels for human vision [10]. In the RGB color space, every pixel is assigned a red, blue, and green value between 0 to 255.
Images taken by cameras are typically in the RGB color space. As road signs are primarily red or blue, researchers use the
property of color to detect and recognize traffic signs [32]. However, when the color of a traffic sign is similar to the color of
objects in the background, a problem emerges for systems that implement image segmentation based on color. To preserve
the integrity of object borders observed in an image, images are converted to different color spaces and operated on [10].
Conversion to the hue saturation value (HSV) color space is often used because it offers a faster detection speed, is less
affected by illumination, and has a preferable segmentation advantage. Therefore, images in the RGB color space that are
converted to the HSV color space enable further image processing to identify edges, objects, and shapes with more precision
and ease.

Thresholding is used for detecting the borders of traffic signs within an image and, in terms of recognition, detecting the
shapes, letters, or digits present on a traffic sign. A popular thresholding technique for image segmentation is Otsu’s method
[9, 32]. Otsu's method consists of thresholding for image segmentation. Each threshold has its own bitmask. Each mask will
contain new images, some containing only the background and others containing only the objects [32]. The optimal threshold
is the masking threshold for which the largest variance is found. This would be the threshold function and the optimal
thresholds found by Otsu for the value, saturation, and hue channels. The values of the channels enable traffic road signs to
be extracted, or differentiated from the background, within an image. In order to obtain a perfect segmentation that separates
all panels from the background, a merging of the results obtained in hue, value, and saturation is needed. Binary image
operators can be used to make this work, as they are used to perform automatic thresholding to a binary image from the shape
of the image histogram.

4.6. Post-Processing Techniques

When designing a TSR system, adding post-processing techniques to the TSR system can also improve the accuracy or
efficiency of detection or recognition. Post-processing techniques are essentially installed to enhance the TSR system over
time. In [9], various post-processing techniques used to improve the efficiency of traffic sign detection were given. An
example of a post-processing technique that has been used to improve the detection of ROI or traffic signs is false negative
detector (FND). FND calculates the efficiency of a detector based on the number of false negatives generated. The
backpropagation algorithm (BPA) is another technique used for post-processing [11]. BPA is used in machine learning-based
classifiers to improve the future classification accuracy of traffic signs.
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4.7. Pre-Determinant Elimination at Object Detection

A TSR system could decrease its sign recognition speed if spatial neighborhood filtering (SNF) [6] is applied. In SNF, detected
ROIs are assigned a probability of being a traffic sign based on their location. A probability threshold that is computed or
programmer-defined is then applied. ROIs that are labeled with a value lower than the probability threshold are then ignored
or eliminated from further pre-processing. This pre-determinant elimination could also decrease the number of false positives
occurring. Hence, the accuracy of a TSR system may increase. According to [6], SNF can increase a TSR system's accuracy
by 1-2% depending on the input dataset. To illustrate the practical use of SNF, the following example is provided: a red frisbee
resting vertically against a pole that is on the side of a road will be pre-determined to not be a potential traffic sign candidate
due to its unusual location within the camera frame. To accomplish this, a tracking algorithm will be needed to help with
optimal feature selection to reduce false rate [7]. Tracking algorithms provide TSR systems with the ability to predict the
future position of detected traffic signs that are moving within the frame of a camera. Because features have a high dimension
of data and some of that data may not be useful for distinguishing an object between frames, tracking algorithms can be used
to keep the recognition rate high and reduce the number of feature dimensions between frames, which will also reduce the
processing time. In [7], a feature selection approach based on genetic algorithm (GA) is designed. The GA-based approach
effectively reduces the dimension of features without significantly reducing the recognition rate. In the experimental results,
GA reduces feature dimension up to 90% while maintaining the recognition performance. The tracking mechanism reduces
the false rate of a proposed TSR system significantly, from 21.22% to 10.2%.

4.8. Improve Traffic Sign Recognition via Testing Using a Standard Benchmark and Simulation

As mentioned before, a standard traffic sign dataset needs to be established as a benchmark for developed TSR systems
intended for use within a specific country (e.g., the United States). The advent of a benchmark would enable all TSR systems
intended for use in that country to have their accuracy rate fairly measured and established as a reliable metric for TSR system
comparison. However, benchmarks must be carefully designed and comprehensive of traffic sign anomalies, both common
and uncommon, that are present in the real world. Benchmarks that are properly designed will ensure that TSR systems are
extensively tested and will, consequently, surface any vulnerabilities. In the study [27], a TSR classifier developed by
Majumdar et al. was proposed and then evaluated. After the CNN-based classifier is trained to recognize traffic signs in
diverse weather conditions, the system is evaluated. To the surprise of the developers, the classifier, when tested, only
performed well when presented with images of fog intensity levels that were less than 20% or higher than 40%. It can be
inferred that the classifier developed by Majumdar et al. could have increased its accuracy rate if it had been trained with
images representative of all fog intensities. Therefore, benchmarks should convey traffic signs under all types of conditions,
both anomalies and weather, that affect the image quality of traffic signs in addition to conveying those conditions under
different intensities. In this manner, benchmarks will serve as a means to expose system vulnerabilities, especially the ones
less apparent, in TSR systems.

When faced with the task of acquiring a wide and diverse image dataset of traffic signs for TSR system testing, it is
unreasonable to wait for separate instances, each at a varied intensity, of hazardous weather to naturally occur. Therefore,
TSR systems need to be tested more promptly and can be tested more promptly within a graphically-realistic computer
simulation [27]. In a graphically-realistic computer-generated simulation, clarity-depreciating conditions can be
parameterized and controlled. This is to say that varying intensities of fog, snow, and rain can be accurately and realistically
simulated with the use of a powerful physics engine and a photo-realistic renderer, such as those used in modern video game
engines (e.g., Unity and Unreal Engine). Non-weather related driving conditions could also be tested, such as a muddy camera,
water droplets morphing a camera's input images, motion blur, flying insects, up-kicked dirt, or varying degrees of lightness
and darkness, to a shocking degree of realism.

5. Conclusion and Future Work

Modern AVs are capable of handling driving and navigation tasks, but their TSR systems may not be accurate and reliable
enough for real-world settings. Recent AV crash accidents show that AV technology still needs to be further improved to
ensure safety. In this paper, we summarize the challenges of TSR systems and provide an in-depth discussion of the existing
approaches to provide practitioners valuable insight into the improvement of safety and reliability of TSR systems. Overall,
we observed that the performance of the TSR systems can be improved by adopting various approaches, such as advanced
sensor technology, pre-processing, post-processing, testing-based, and simulation-based techniques. In the future, we will
work on each specific challenge and propose a cost-effective approach for improving the performance of TSR systems.
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