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ABSTRACT

Fractional-sample precision motion compensation has been

widely adopted in a series of video coding standards to fur-

ther improve compression efficiency. Usually, signal decom-

position based interpolation filters are used to generate frac-

tional samples from integer pixels. However, the coefficients

of these finite impluse response filters may not be suitable for

varied video contents and coding conditions because of the

assumption when designing these filters. In this paper, we

regard the fractional interpolation process as an image gener-

ation task, which utilizes the real interger position samples at

the reference block to predict and generate fractional samples

that are much closer to current coding block. We use the con-

volutional neural netwok (CNN) as the generator. Moreover,

to make the best of CNN’s powerful nonlinear learning ability,

instead of inputting the reference block directly, we separately

input the corresponding prediction and residual parts of ref-

erence block. The proposed dual-input CNN-based interpola-

tion scheme has been incorporated into the HEVC framework

and experimental results demonstrate our approach achieves

average 0.9% bitrate reduction.

Index Terms— Video Coding, Convolutional Neural Net-

work, Fractional Interpolation

1. INTRODUCTION

Among a series of block-based hybrid video coding frame-

works, inter prediction is always the key technology of im-

proving compression efficiency by removing temporal re-

dundancy. The basic idea of block-based inter prediction is

searching the best matching block for current coding block

in reference frames (previously encoded frames) at encoder

and transmitting the difference between them (termed resid-

ual) to decoder. The relative positional relationship between

current block and its corresponding reference block indicates

the movement of objects in this block, which is described by

motion vector (MV). The digital video sequence is discrete

due to the sampling process at the capture stage, thus the

real continuous motion of moving objects may not exactly

follow the sampling grid [1]. To further decrease residual,

fractional-precision motion vector has been utilized. Since

the samples pointed to by the fractional motion vector are

not really exist in the reference frame, they all have to be

generated by interpolation process in video coding.

The traditional interpolation method has been chang-

ing with the evolution of the video coding standards. In

H.264/AVC [2], a 6-tap filter is applied to derive the half-pel

samples while the quarter-pel samples are generated by sim-

ply averaging two neighboring samples. A more advanced

approach named DCT-based interpolation filter (DCTIF) is

adopted in the latest standard – High Efficiency Video Coding

(HEVC) [3]. The DCTIF contains a symmetric 8-tap filter

for half-pel samples interpolation and an asymmetric 7-tap

filter for quarter-pel samples in luma component. In addition

to these fixed coefficient filters, Wddi et al. proposed an

adaptive interpolation filter method in [4], the coefficients of

which are estimated for each frame. A comprehensive study

about the effects of fractional sample accuracy on the inter

prediction is shown in [5].

Recently, deep learning based methods have achieved

great success in some pixel-level tasks. A convolutional neu-

ral network based single image super-resolution method is

proposed by Dong et al., which learns an end-to-end map-

ping between low- and high- resolution images [6]. A video

frame interpolation network with fully convolutional layer

is proposed by Niklaus et al. [7]. Inspired by these, some

work try to explore the potential for applying deep learning to

the video coding task. Dai et al. [8] proposed a CNN-based

post-processing method for HEVC and showed superior per-

formance. Zhao et al. [9] presented a novel bi-directional

motion compensation with CNN for improving the prediction

accuracy. With respect to the fractional interpolation task

mentioned above, Yan et al. [10] introduced a CNN-based

interpolation method with a special training data preparation

step to generate the half-pel samples. Our previous work [11]

also presented a CNN-based interpolation method with some

constrain strategies during the training phase. Both of these

two learning-based fractional interpolation methods are use

the reference frame as input.

In this paper, we present a dual-input convolutional neu-

ral network based fractional interpolation approach for HEVC

inter prediction. The purpose of fractional interpolation in

HEVC inter prediction is to generate more accurate predic-
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