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Abstract

We perform a theoretical investigation of the electronic structure and optical properties of
atomic nanowire and nanorod dimers using DFT and TDDFT. In both systems at separation
distances larger than 0.75 nm, optical spectra show a single feature that resembles the bonding
dipole plasmon (BDP) mode. A configuration interaction (CI) analysis shows that the BDP mode
arises from constructive coupling of transitions, whereas the destructive coupling does not produce
significant oscillator strength for such separation distances. At shorter separation distances, both
constructive and destructive coupling produce oscillator strength due to wave-function overlap,
which results in multiple features in the calculated spectra. Our analysis shows that a charge-
transfer plasmon (CTP) mode arises from destructive coupling of transitions, whereas the BDP
results from constructive coupling of the same transitions at shorter separation distances.
Furthermore, the coupling elements between these transitions are shown to depend heavily on the
amount of exact Hartree-Fock exchange (HFX) in the functional, which affects the splitting of
CTP and BDP modes. With 50% HFX or more, the CTP and BDP modes mainly merge into a
single feature in the spectra. These findings suggest that the effects of exact exchange must be
assessed during the prediction of CTP modes in plasmonic systems.



Introduction

Noble metal nanoparticles show distinct opto-electronic properties which result from surface
plasmon resonance (SPR).!” The resonance condition for SPR is highly tunable with nanoparticle
size, shape or the dielectric properties of the medium.>” The tunability of SPR offers many
potential applications for metal nanoparticles in areas such as catalysis, biosensing or light-
harvesting materials.'®!” For the theoretical treatment of SPR, a variety of methodologies are
available ranging from classical methods based on solving Maxwell equations to fully atomistic
quantum mechanical simulations.'®2° For a wide range of applications, SPR is well described by
employing classical methods.2!2* However, a classical description of SPR can be problematic for
cases such as nanoparticle assemblies with subnanometer gaps,”>2® or when the particle radius is
less than 5-10 nm.?*3° For such systems, one needs to account for the quantum nature of electronic
motion.

In the case of a nanoparticle dimer, the optical response of the system is altered compared to
the case for a single nanoparticle as a result of plasmon coupling.?*!** For long separation
distances, plasmon coupling can be described by methods such as plasmon hybridization.?*%-¢ In
this regime, an attractive interaction between two plasmons form a bonding dipole plasmon (BDP),
which monotonically redshifts with decreasing gap distance.?*?*-**> However, the classical picture
for plasmon interaction breaks down when the separation distance is below 1 nm.?>?%3% In this
range, quantum mechanical effects can introduce a redshift-to-blueshift crossover. Furthermore, a
new plasmon mode called the charge transfer plasmon (CTP) resulting from quantum tunneling of
electrons between two particles is predicted in the spectra.’”-*

Several theoretical approaches have been proposed in the literature in order to predict
plasmonic properties of nanoparticles in the quantum regime. Earlier efforts often employed
jellium model,***! where the potential from atomic nuclei are approximated by a uniform charge
distribution. Despite its relative simplicity, jellium calculations have been crucial for the
understanding of quantum effects in plasmonic systems such as spill-out effects or quantum
tunneling effects.?”*>~*¢ More recently, atomistic methods with explicit basis functions have been
employed to investigate such effects.*’ > These investigations have mainly focused on the optical
properties of single nanoparticles. In comparison, atomistic TDDFT investigations of plasmonic
coupling have been rather limited,’*>° and plasmon coupling for small nanoparticle gap distances
is not well understood from a wave-function point of view. Furthermore, TDDFT investigations
for the optical response of metallic nanoparticles have generally been carried out using LDA and
GGA type density functionals, primarily due to their low computational cost and good accuracy
for describing monomeric metallic systems. However, local or semi-local density functionals such
as LDAs and GGAs are known to be problematic for a number of cases, particularly for excited
states involving charge transfer.®®-** Therefore, the accuracy of local DFT functionals should also
be examined for the description of plasmon coupling in a nanoparticle dimer, especially for CTP.

In this work, we will address these issues for the plasmonic coupling in nanoparticle dimers
using molecular orbital (MO) theory and a configuration interaction (CI) method. Silver atomic
chain (Ags) and nanorod (Agas™!) dimers are investigated as model systems. These nanoparticles
are much smaller than the typical nanorods investigated in experimental work; however,
theoretical investigations with similar systems have provided important insights into quantum
plasmonics.*”*%% In the first part our investigation, we investigate the origin of CTP and BDP
modes from a molecular orbital and configuration interaction view. The second part of the
investigation examines whether the distinction between these modes are still present with different
DFT approaches, specifically hybrid functionals with varying exchange. Our results will hopefully



provide a CI framework for CTP and BDP modes in plasmonic systems, as well as raise some
important questions for the prediction of these modes using various DFT approaches.

Computational Methods

All calculations were performed using the ADF2017 package.’% Dimer assemblies of the
neutral Ags nanowire and Aga;”! nanorod anion were chosen as model systems as illustrated in
Figure 1. The geometries of the monomers were optimized using the BP86%*7° functional and
double zeta (DZ) (large frozen core) basis set, whereas dimers were set up from the optimized
geometries of the monomers with a given gap distance. We note that the geometries obtained with
PBE’! and B3LYP’?>" functionals for the Ags system are quite similar to the results obtained with
the BP86 functional, and the resulting optical spectra from these geometries for the test cases are
almost identical as shown in Figure S1. To be consistent with the geometries from previous
studies,*®’* BP86 has remained the functional of choice for the rest of the systems investigated.
The performance of the DZ basis set for the description of plasmon coupling is also tested by
comparing the results for Agg nanowires at various gap distance obtained with the triple-zeta
polarization (TZP) basis set as shown in Figure S2. Employing a larger basis set has very little
effect on the calculated spectra in these cases. The point group symmetries of the Ags and Ags;™!
dimers are D« and Ds;, respectively for the investigated systems. In our investigation, only end-
to-end dimers of nanorods and nanowires are considered since the CTP mode is not observed for
the longitudinal peak (polarization along the long axis of nanorods and nanowires) of side-by-side
assemblies in our previous work.>® The molecular orbitals of monomeric nanowires and nanorods
are labelled as nmg using cylindrical symmetry, where n denotes the axial quantum number, m
denotes ¢ or w and g/u shows the inversion symmetry of the orbital. For the dimeric orbitals, we
use the capital Greek letters ¥ or I1. The optical spectra were calculated with PBE”!, BLYP®-"3
and B3LYP’>7® functionals as mentioned in the text. The excited states were calculated using the
TDDFT formalism except for the BLYP and B3LYP calculations of Agsi' dimers. For these
calculations, we employed the simplified-TDDFT?>’¢ formalism as implemented in ADF. The
number of calculated excited states for all systems are chosen so that the energies of these states
cover the 0.0-4.0 eV range for the optical spectra. The optical spectra were obtained by employing
a 0.2 eV full-width-half-maximum (FWHM) Gaussian broadening. To calculate one-electron
configuration excited states, we employed a restricted TDDFT approach available in ADF, where
only a selected occupied-virtual pair was used for the TDDFT calculation.
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Figure 1. End-to-end assemblies of the Ags (top) and Agsi™! (bottom) dimers investigated in this work. The gap
distance is defined as the nearest Ag-Ag distance in the assemblies as shown in the figure.

Results and Discussion

Atomic nanowire

In Figure 2a, we show the calculated spectra at the PBE/DZ level of theory for the Ags
nanowire dimers with gap distances between 1.00-0.30 nm. In this energy range (0.0-2.5 eV), the
spectra only show polarization along the long (z) axis of the wires. For the interparticle distance
of 1.00 nm, calculated spectra show an intense feature around 1.4 eV. This peak is slightly
redshifted compared to the case in monomer due to the attractive coupling between plasmon modes
on individual rods as predicted by the classical plasmon hybridization model.>>”” As the gap
distance becomes smaller, this redshift generally increases; however, new features also arise in the
spectra when the gap distance is smaller than 0.60 nm. The splitting for the peaks becomes
particularly noticeable when the gap distance is 0.40 nm. Figure 2b illustrates the calculated
transition-fit densities (TFD) of the excited states at this gap distance. It is seen that the low-energy
feature around 0.7 eV (peak A) shows a strong charge transfer plasmon (CTP) character, whereas
the higher-energy feature around 1.2 eV (peak C) can be described as a bonding dipole plasmon
(BDP) mode. In comparison, the feature between these modes (~1.0 eV, peak B) mainly shows a
mixture of both CTP and BDP character. At the 0.30 nm gap distance, the spectra again exhibit a
single feature around 0.8 eV, similar to the single peak observed at long separation distances. It
should be noted that this gap distance is comparable to the Ag-Ag bond distances (~0.28 nm) for
the monomer, and as a result the optical response of the Agg dimer behaves similar to a monomeric
Agi6 nanorod at this gap distance.
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Figure 2. a) Calculated spectra with PBE/DZ level of theory for Ags atomic wire dimers at gap distances between 1.00
and 0.30 nm (the red dotted line corresponds to the monomer plasmonic peak at 1.4 eV) and b) calculated transition-
fit densities (TFD) of excited states for the dimer with gap distance of 0.40 nm. TFDs from top to bottom corresponds



to the excited states at 0.74 (A), 0.99 (B) and 1.15 eV (C), respectively. All calculations were performed with the
PBE/DZ(frozen core) level of theory.

In previous work with monomer systems, it has been shown that the longitudinal peak of
nanowires mainly arises from nGgu—>(n+1)Gu, type transitions.’>’* In the case of the Ags nanorod,
this transition corresponds to 4cu—>50,. For the dimers, longitudinal peaks arise from transitions
between dimeric orbitals, which are linear combinations of monomeric 46, and 5o, levels as
shown in Figure 3. Due to the inversion symmetry around the gap center, the allowed transitions
are |[4cyt4ou| (bonding) — |56.-56¢ (antibonding), and |[4cu-4Gy| (antibonding) — [Sogt50y|
(bonding), which are abbreviated 4°%,—5%%, and 4°L,—5%,. In this notation, capital sigma
denotes the dimeric orbital, and superscripts “b” or “a” correspond to the bonding or antibonding
combinations of the monomeric orbitals, respectively. The other two possible configurations
(472, —5°%, and 4°Z,—>5°%,) are symmetry forbidden. The electronic structure of Ags dimers show
that occupied 4°%, and 4°%, levels exhibit near-degeneracy at 1.00 and 0.75 nm gap distances
(Figure 3, left). This is also the case for unoccupied 5°Z and 5°%, levels. However, this near-
degeneracy becomes lifted at shorter gaps as the overlap between monomeric orbitals becomes
significant, and bonding and antibonding interactions become energetically different (Figure 3,
right).
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Figure 3. Schematics of the interaction picture between occupied and unoccupied levels of Aggatomic wire dimers
with changing gap distance. At 0.75 nm, there is little overlap between monomeric orbitals, which results in nearly
degenerate 4°%, and 4°%, levels for HOMO and 5T, and 5°%, levels for LUMO. This near-degeneracy is broken as a
result of significant overlap for shorter distances as shown for 0.40 nm. The dipole-allowed transitions (4*Z,—>5Z,
and 4°%,—>5°%,) are shown with dashed lines.

Table 1 shows selected excited states where 4°2,—5°%, and 4°X,—5°%, configurations
contribute significantly for the gap distances 0.75 nm and 0.40 nm. At the 0.75 nm gap distance,
47%,—5°%, and 4°%,—5%%, transitions mix evenly due to configuration interaction, which results
in two excited states. The low energy excited state corresponds to the destructive interaction
because the dipole moments from each configuration essentially cancel out. In comparison, the
dipole moments of these configurations are additive for the high energy excited state. The
interaction picture of these two configurations can be understood qualitatively by configuration
interaction Hamiltonian in a 2x2 matrix form’®:
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where a;j are on-site elements for one configuration, and f; corresponds to the coupling between
two different configurations. For the 0.75 nm gap, we can assume that ai1=a2=a, since both
configurations are approximately degenerate as shown in Figure 3. Moreover, we can also set
Pi=1=p for the off-diagonal elements when the orbitals are real. These approximations lead to
the following solutions for the excited states ¥ and V2:

1
leﬁ(qba—qbb)withEl:a—ﬁ (2)
¥, =ﬁ(¢a+¢b)WithE2=a+ﬁ (3)

Here, ¢, and ¢ denote the configurations (Slater determinants) corresponding to 4°%,—>5°%, and
4°%,—5%, transitions respectively. For this case, the Wo— ¥ excitation does not produce intensity
since the dipole moment contribution from each contribution is cancelled out perfectly. In
comparison, the Wo—'¥> excitation should give a large intensity since the dipole-moment
contributions are additive for this case. As shown in Table 1, the results obtained from TDDFT
calculations for the 0.75 nm gap show a good agreement with this interaction picture. Here, the
excited state with 0.60 eV energy from the TDDFT calculations corresponds approximately to
Wo—W¥ with energy E1 (a—f) in Eq. 2 as this state results from destructive coupling of 42%,—5°%,
and 4°%,—5°%, transitions. Similarly, the excited state with an energy of 1.37 eV corresponds to
Yo—'¥2 with energy E> (a+f) in Eq. 3 as this state results from the constructive coupling of the
same configurations. Additionally, the TDDFT results suggest a positive S between these
configurations since the destructive mixing (V1) corresponds to the lower-energy state. We will
see in the following discussions that this is not always the case when we introduce hybrid
functionals with exact exchange.

Table 1. Calculated Energies, Intensities, and Important Configurations with Weights and Dipole Moment
Contributions with PBE/DZ Level of Theory for Selected Excited States of Ags Dimers at 0.75 nm Gap
Distance and 0.40 nm Gap Distance.

Excited Oscillator Contribution to
State Energy (eV) Transitions Weight Transition Dipole

Strength (a.u.) Moment (a.u.)

0.75 nm Gap Distance

1 0.60 0.00 423,53, 0.51 9.31
453,593, 0.49 -8.84

2 1.37 4.21 453,593, 0.47 5.70
475, —5°%, 0.45 5.75

0.40 nm Gap Distance

1 0.74 1.33 423,53, 0.66 -12.22
453,593, 0.29 3.70

2 0.99 1.10 473, —5%%, 0.16 -5.26
453,593, 0.11 -1.96

3 1.15 1.43 4%, 55%%, 0.33 3.13
423,53, 0.13 4.38




As the gap distance become smaller, we deviate significantly from the configuration
interaction solutions shown in eq. 2 and 3, since both energies and transition dipole moment
contributions of each configuration become different as a result of non-zero overlap between
monomeric orbitals. This is illustrated in Figure 4 where we compare the TDDFT predictions for
the excited state energies and intensities for each one-electron configuration using selected
occupied-virtual pairs. At longer gap distances such as 0.75 nm or 1.00 nm, both calculated
energies and intensities from each configuration are quite similar as expected from the electronic
structure shown in Figure 4. With decreasing gap distance, the predicted energy becomes smaller
whereas the intensity becomes larger for the 4°£,—>5°%, state. In comparison, the situation is
opposite for the 4°Y,—5°%, state. At 0.40 nm, the calculated intensity ratio for these states is
around 5 and the calculated energy difference is 0.41 eV. For the 0.30 nm gap distance, the
intensity ratio becomes ~18. This suggests that the 42%,—>5°%, configuration is significantly more
dominant for the strong spectral feature shown in Figure 2 at this gap distance.

When the near-degeneracy is lifted for the energies and intensities of the 4°L,—5°%, and
4°%,—5%%, configurations such as that observed with the 0.40 nm gap, the calculated spectra show
drastic differences when compared to the case of the 0.75 nm or 1.00 nm gap distance. For the
0.40 nm gap, the destructive coupling between the configurations produces a large-intensity
excited state at 0.74 eV (Table 1), since the transition dipole moment contributions of these
configurations are quite different. In fact, this destructive coupling produces the strong CTP mode
for this system as shown in Figure 2b. In comparison, the excited states at 0.99 eV and 1.15 eV
both result from a constructive mixing of each configuration (Table 1). We note that other
configurations also contribute to these excited states; however, the resulting transition dipole
moments are largely from the 4°%,—>5°%, and 4°%,—5%%, configuration.
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Figure 4. Comparison of a) energies and b) intensities for the one-electron transitions of 4*%,—>5°%, (@)
and 4°Z,—5°%, (a») calculated with restricted TDDFT at the PBE/DZ level of theory.

In addition to the 0.40 nm gap distance, we have analyzed the calculated TFDs for 1.00,
0.75 and 0.50 nm gap distances as shown in Figure S3 and Table S1 of the supporting information
(SI). In all cases, constructive coupling of the configurations produces a large-intensity excited
state that is similar to the BDP mode predicted in classical plasmon hybridization model, whereas
the destructive coupling of the same configurations results in the CTP mode, which typically has
a lower oscillator strength. In the case of 0.75 nm and 1.00 nm gap distances, the CTP mode has
nearly zero intensity (Table 1) due to cancellation of oscillator strength in the destructive mixing.
However, the CTP mode gains intensity with decreasing gap distance as a result of wave-function
overlap between the monomeric orbitals and the resulting configuration interaction. These results
provide the origin for the CTP and BDP modes in the case of nanowires from the configuration-
interaction perspective.

Cylindrical nanorod

Now, we turn our attention to Ags;™' dimers (Figure 1) to understand the size evolution of
plasmon coupling. For the monomer, TDDFT predicts a large-intensity longitudinal peak at 2.61
eV. Similar to the case in nanowires, a 76,—>80, type transition contributes significantly to the
dipole moment of the excited state responsible for the longitudinal peak. Although this sigma
transition is the only important one for small nanowires, a ST,—>67g type transition also exhibits a
large contribution to the dipole moment of the longitudinal peak in this larger nanorod.*®>* In
Figure 5, we illustrate the interaction picture for dimer orbitals and the resulting electronic
structure for the Aga;! dimers at 0.75 nm and 0.40 nm gap distances. At 0.75 nm or longer gap
distances, 7Ly and 7°%, levels mainly exhibit a two-fold degeneracy, whereas 5°TT, and 5°T1, show
an approximate four-fold degeneracy. This is also the case for the corresponding unoccupied levels
as shown in Figure 5. As the separation distance become smaller, these near-degeneracies becomes
lifted significantly, similar to the case in Agg nanowire dimers. At the 0.40 nm gap distance, the
energy differences between bonding and antibonding combinations of occupied X and IT levels
are 0.4 eV and 0.2 eV, respectively, which suggests that the orbital coupling is more efficient for
the X levels as expected. This is also seen for the unoccupied levels. Due to the symmetry of the
dimer, dipole-allowed configurations correspond to 72Z,—8°%,, 7°%,—>8%,, 5T1,—6°I1, and
5°T1,—6°T], as illustrated in Figure 5. Since the allowed configurations correspond to
bonding—antibonding or antibonding—bonding, the one-electron energies and intensities of these
transitions are altered when the gap distances become shorter, similar to the case in nanowires.
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Figure 5. Schematics of the interaction picture between occupied and unoccupied levels of Ags; ! nanorod dimers with
changing gap distance. Dotted red and black lines show the dipole allowed II—I1 and £—ZX configurations
respectively.

In Figure 6a, we show the calculated absorption spectra of Aga;! dimers for varying gap
distances. For 1.00 nm and 0.75 nm gaps, the dimer spectra mainly show an intense peak that is
redshifted compared to the peak for the monomer. This is again expected from the classical
predictions based on the plasmon hybridization model. The redshift in cylindrical nanorods is
slightly larger compared to the case in nanowires (Figure 1), which is most likely due to the larger
size of the former. As the gap distance become smaller than 0.75 nm, new features arise in the
spectra as a result of wave-function overlap. These features start to merge into a single peak at the
0.35 nm gap distance as the combined system now resembles a single nanorod. Overall, the results
for the cylindrical nanorods are quite similar to the results obtained for the nanowires.
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Figure 6. a) Calculated spectra with PBE/DZ level of theory for Ags;™ nanorod dimers at gap distances between 1.00
and 0.35 nm and b) calculated TFDs for the selected excited states for the dimer with gap distance of 0.40 nm. TFDs
correspond to the excited states at 1.32, 1.76, 1.96 and 2.21 eV from top to bottom respectively.

For the 0.40 nm gap distance, the splitting of the longitudinal peak is the most noticeable
similar to the case in nanowires. At this separation distance, the absorption spectrum mainly
exhibits four features in the displayed energy range. The calculated TFDs for these features are
illustrated in Figure 6b. It is seen that the excited states around 1.32 and 1.76 eV have more CTP
character because the opposite charge densities are more localized on the individual monomers. In
comparison, the calculated TFDs exhibit more BDP character for the excited states around 1.96
and 2.21 eV because the tip part of each monomer has opposite charges along the z axis, which
creates a dipole for each individual monomer in addition to the overall dipole for the dimer.

Table 2 shows the selected excited state configurations for the Ags;™ dimer systems at 0.75
nm and 0.40 nm gap distances from full TDDFT calculations. At the 0.75 nm gap, TDDFT predicts
three excited states with energies 1.03, 1.28 and 1.37 eV where the contribution from the
aforementioned £ and IT levels are quite significant. However, the calculated oscillator strength
for these states are negligible due to the cancellation of transition dipole moments via destructive
mixing. For the excited state at 2.50 eV, the configurations mix constructively, which results in a
high oscillator strength as shown in Table 2. The energy of the state arising from a fully
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constructive mixing of configurations is considerably higher compared to the destructive coupling
states. This suggests that coupling matrix elements between configurations are again positive as in
the case of nanowires. At 0.40 nm separation, both constructive and destructive mixing of
configurations result in excited states with significant oscillator strength. For the excited states at
1.32 and 1.76 eV respectively, 5°TT,—6T]; and 7°%,—>8%%, configurations contribute destructively
to the transition dipole moments of the excited states. We also note that the calculated TFDs for
these states exhibit a strong CTP character. In comparison, the configurations mix constructively
for the excited states at 1.96 and 2.21 eV, which have more BDP character. This is also similar to
the case in nanowires, where the destructive and constructive mixing of configurations are
responsible for CTP and BDP respectively.

Table 2. Calculated Energies, Intensities, and Important Configurations with Weights and Dipole Moment
Contributions for the Selected Excited States of Ags;™! Dimers at 0.75 nm Gap Distance and 0.40 nm Gap
Distance.

Contribution to

Fé)t(:tléeﬁ Energy (eV) S tr(zlsl(gtllllag.ru.) Transitions Weight Transition Dipole
Moment
0.75 nm Gap Distance
1 1.03 0.01 59T1,—6°T1, 0.51 11.77
5°TT,—6T1, 0.48 -10.97
2 1.28 0.07 7°L,—>8%%, 0.48 -8.68
5°TT,—>6°T ], 0.18 6.07
59T1,—6°T1, 0.15 5.70
0L, —8%%, 0.11 -3.84
3 1.37 0.08 7P%, 8%, 0.59 -8.56
798, —>8"%, 0.22 5.62
5°TT,—>6°T ], 0.02 2.07
54TT,—>6°T1, 0.02 2.05
4 2.50 10.91 5°T1,—6T1, 0.10 -3.15
54TT,—>6°T1, 0.09 -3.19
7PT, 8%, 0.08 -2.40
775, —>8%, 0.07 -2.40
0.40 nm Gap Distance
1 1.32 1.68 5°TT,—6°T ], 0.44 6.08
74T, —>8"%, 0.16 -5.88
54TT,—>6°T1, 0.10 -5.73
2 1.76 6.75 7PL, 8%, 0.31 2.74
74T, —>8"%, 0.09 -3.94
59T1,—6°T1, 0.13 -5.61
5°TT,—6T1, 0.07 -2.14
3 1.96 4.24 7PL, 8%, 0.23 -2.24
7°%,—>8"%, 0.03 -2.23
54TT,—6°T1, 0.04 -3.01
5°TT,—>6°T], 0.02 -1.13
4 2.21 2.84 54TT,—>6°T1, 0.02 -2.01
7°T—>8%, 0.02 -0.54
7°%,—>8"%, 0.01 -1.30
5°T1,—6T1, 0.01 -0.81
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Hybrid functionals

To understand how these findings can vary with different DFT approaches, we have
performed TDDFT calculations on our model systems using the B3LYP functional with varying
exact Hartree-Fock exchange (HFX) between 10% and 60%. For the comparison with 0% HFX,
we have employed the BLYP functional. For the Ags nanowire dimer, it is seen that 4°%,—>5°%,
and 4°%,—>5°%, configurations are mainly responsible for the longitudinal plasmon-like
polarization with the B3LYP functional as well. In Table 3, we show the destructive and
constructive couplings of these configurations at a 0.75 nm gap distance for BLYP, B3LYP-20%,
B3LYP-40% and B3LYP-60% from TDDFT calculations. At this gap distance, the simplified
configuration interaction Hamiltonian and solutions given in Eq. 1-3 still provide a very good
approximation for the TDDFT calculations. We note that the results obtained with BLYP show
excellent agreement compared to the PBE results. With BLYP, the energy difference between the
states arising from constructive and destructive coupling is 0.79 eV, with the former being higher
in energy. When B3LYP is employed with 20% HFX, this energy difference decreases to 0.37 eV.
For B3LYP-40% and B3LYP-60%, the ordering of constructive and destructive coupling is
reversed compared to the case in BLYP and B3LYP-20%, resulting in energy differences of 0.11
and 0.68 eV respectively.

Table 3. The Effect of HFX Percentage in the Functional on the Calculated Excited States for Ags Dimers
at 0.75 nm Gap Distance

Excited Oscillator Contribution to

State # Energy (eV) Strength (a.u.) Transitions Weight Transition Dipole
Moment
BLYP
1 0.59 0.00 473,55, 0.51 9.31
4°T, 5%, 0.49 -8.84
2 1.38 421 4°L, 5%, 0.47 -5.76
45,55, 0.45 -5.80
B3LYP-20%
1 0.98 0.01 475, 5%, 0.52 -8.58
4°3, 5%, 0.47 8.10
2 1.35 4.47 4°3, 5%, 0.52 -5.99
45,5, 0.47 -5.71
B3LYP-40%
1 1.35 4.63 475,55, 0.57 -6.48
4°E, 5%, 0.40 -5.06
2 1.46 0.03 453,53, 0.58 8.03
42,55, 0.40 -7.17
B3LYP-60%
1 1.34 4.77 475, 5%, 0.48 -5.79
4°%, 5%, 0.45 -5.50
2 2.02 0.07 4°%, 5%, 0.50 -6.99
45,5, 0.47 6.91

If one examines Eq. 1-3 carefully, it is clear that the energy gap between constructive and
destructive coupling states are directly related to off-diagonal coupling elements (/) between the
configurations. This coupling is predicted to be positive for GGA functionals where HFX=0%. As
the amount of HFX increases in the functional, the value of this coupling becomes smaller, and
finally shifts to negative values. As a result, the energy gap and ordering for constructive and
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destructive coupling states are affected significantly by the amount of HFX in the functional This
is illustrated in Figure 7, where the variation of calculated off-diagonal coupling element (f) with
respect to HFX is given using the Tamm-Dancoff approximation (TDA) and a truncated occupied-
unoccupied space that covers the 4°%,—5"%, and 4°X,—>5°%, configurations. The set-up for these
calculations is described in more detail in the SI. Surprisingly, this alteration in the coupling
interaction has little effect on the calculated spectra for the 0.75 nm gap distance, since the energy
and intensity of the excited state that results from constructive mixing vary only slightly for GGA
functionals or hybrids as shown in Table 3.
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Figure 7. The variation for the off-diagonal coupling element () with respect to the amount of HFX in the functional.
For these calculations, 0.0 HFX corresponds to the BLYP functional whereas 1.0 HFX corresponds to the Hartree-
Fock level of theory.

The results in Table 3 show that the energy and the intensity of the longitudinal peak exhibit
a slight variation with respect to the amount of HFX in the level of theory at a gap distance of 0.75
nm. However, this is not the case when the gap distance is reduced to 0.40 nm as shown in Figure
8a. For this gap distance, the calculated spectra depend significantly on the choice of functional.
With BLYP, the spectrum shows several features that are in excellent agreement with the previous
results obtained with PBE. As the amount of HFX increases, the spectral features are generally
predicted to lie higher in energy as the predicted HOMO-LUMO gap increases significantly with
increasing HFX in the functional. More importantly, the set of several features predicted with GGA
functionals merge into a single peak with increasing HFX. This result is most striking when the
HFX percentage is 40% or more. To understand the effect of HFX in more detail, we also tabulate
the energy, intensity and the configuration interaction for the excited states calculated with 0%,
20%, 40% and 60% HFX in Table 4. As it can be seen, the calculation with 0% HFX (BLYP)
shows 3 states with high oscillator strength. As previously shown for the case with PBE, the excited
state at 0.74 eV, which arises from the destructive mixing of 4°Z,—5°%, and 4°Z,—>5%,
configurations, has a strong CTP character. In comparison, the excited states at 0.99 and 1.16 eV
arise from constructive mixing of 4*%,— 5%, and 4°X,—5°%, configurations, and have more BDP
character. When the amount of HFX is 20%, these states are predicted to be higher in energy by
~0.2 eV. While the energy ordering of the constructive and destructive mixing states remains the
same compared to BLYP, the relative weights of the configurations are altered significantly in
B3LYP-20%. At 40% HFX, the energy ordering of constructive and destructive mixing states
changes compared to the cases with 0% or 20% HFX. At this point, the mixing of 4*Z,—5°%, and
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4°%,—5%%, configurations mainly produce two excited states. The constructive mixing is predicted
at 1.04 eV with high oscillator strength, whereas the destructive mixing is predicted at 1.56 eV
with low oscillator strength. We also note that as the amount of HFX increases further in the
functional, constructive mixing gains more intensity whereas the intensity of destructive mixing
becomes much smaller compared to the former. With B3LYP-60%, the intensity of the excited
state that originates from the constructive mixing at the 0.40 nm gap distance is quite similar to
the intensity obtained for 0.75 nm (Table 3) or 1.00 nm gap distances.

a) b)
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Figure 8. a) Calculated spectra for Agg atomic wire dimers at 0.40 nm gap distances with different functionals of
varying HFX. b) The gap distance dependence of calculated spectra for Aggatomic wire dimers with the B3LYP-60%
functional.

At this point, it is clear that the splitting of CTP and BDP modes for the longitudinal
polarization, which mainly arises from destructive or constructive coupling of configurations, is
most pronounced when GGA functionals are employed for the nanowire dimers. This splitting is
less obvious as the amount of HFX increases in the functional, especially with the functionals
where the off-diagonal coupling element is predicted to be negative. In these cases, a dominant
high-intensity peak is predicted for both small and large separation distances. These results can be
illustrated more profoundly in Figure 8b, where we show the distance dependence of the absorption
spectra for the Agg dimer calculated with B3LYP-60%. With this functional, no significant
splitting of the longitudinal peak is observed for the range of 0.30-1.00 nm gap distances, unlike
the case in local GGA functionals. In this case, the longitudinal peak shows a continuous red-shift
as the gap distance become smaller, which is in fact qualitatively in good agreement with the
classical predictions of plasmon coupling. In Figure S4, we show the distance dependence of this
redshift for 0.30-1.00 nm gap distance calculated with the B3LYP-60% functional.
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Table 4. The Effect of HFX Percentage in the Functional on the Calculated Excited States for Agg Dimers
at 0.40 nm Gap Distance

Contribution to

Fé)t(;tléeﬁ Energy (eV) S tgtslcgltllllazg.ru.) Transitions Weight Transition Dipole
Moment
BLYP

1 0.74 1.37 475, —5%%, 0.66 12.32
4P%, 5%, 0.29 -3.69
2 0.99 1.12 475, —5%%, 0.16 5.30
4P%, 5%, 0.11 1.98
3 1.16 1.43 4P%, 5%, 0.32 3.12
43,5, 0.13 4.37

B3LYP-20%
1 0.91 2.82 4%, 5%, 0.97 -13.18
4°3, 5%, 0.02 1.86
2 1.24 1.30 4P%, 5%, 0.72 5.95
475, 5%, 0.01 0.59
3 1.40 0.25 4P%, 5%, 0.14 2.33
475,55, 0.01 0.51

B3LYP-40%
1 1.04 421 475, —5%%, 0.91 11.39
4°%, 5%, 0.05 1.17
2 1.56 0.44 4°%, 5%, 0.85 -7.06
475,55, 0.06 4.08

B3LYP-60%
1 1.09 4.70 475, —5°%, 0.74 9.42
4P%, 5%, 0.17 2.96
2 1.94 0.21 453,53, 0.69 -6.99
475, —5°%, 0.13 4.47

It is important to assess how inclusion of HFX affects the optical response of Agai™! dimers
in order to understand the size evolution of the interaction picture shown for Agg dimers.
Unfortunately, using the standard formalism of TDDFT with hybrid functionals was not feasible
for Ags1”! dimers. Therefore, we have employed the simplified TDDFT formalism (sTDDFT),
which is an approximate TDDFT method by Grimme and coworkers.”® The comparison of
sTDDFT and TDDFT is given in Figure S5 for the spectra of Agg dimers calculated with hybrid
functionals. The results show a very good agreement between the two methods for Agg dimers. In
Figure 9, we show the calculated spectra for Ags;! dimers using STDDFT and the B3LYP
functional with varying exchange for 0.40 nm gap distance. Again, we have employed the BLYP
functional for the HFX=0% case. Similar to the Agg dimers, the calculated spectra show significant
differences for the longitudinal peak as the amount of HFX increases in the functional. With
BLYP, the spectra mainly exhibit four features around 1.3, 1.7, 1.9 and 2.1 eV. When the amount
of HFX is 20%, the features at 1.7 and 1.9 eV merge into a single peak. On the other hand, the
peak at 1.3 eV shows a slight blueshift with increase in intensity, whereas the peak at 2.1 eV
becomes less intense. As the amount of HFX increases further in the functional, the low-energy
peak becomes blue-shifted with increasing intensity continuously, whereas the other features
become less intense. For B3LYP-50% and B3LYP-60%, this low-energy peak finally becomes the
dominant feature in the spectra.

Overall, the results for Agsi™ dimers regarding the effect of HFX in the level of theory are
quite similar to those obtained for the Agg nanowires. In both cases, local GGA functionals predict
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the emergence of CTP modes around a gap distance of 0.4-0.6 nm. These results are generally in
agreement with previous theoretical work that employs the jellium model*”-*® or atomistic methods
for nanoparticle dimers.® From a strictly configuration-interaction standpoint, our results indicate
that the CTP mode results from destructive coupling of high-intensity transitions whereas the BDP
mode results from constructive coupling of the same transitions. The energies and intensities of
these modes depend on the off-diagonal coupling between these configurations. Inclusion of HFX
exchange in the functional alters the off-diagonal coupling element significantly. As a result, the
CTP and BDP modes mainly merge into a single resonance continuously as the amount of HFX
increases in the level of theory.

B3LYP-60%

-
: 0,
@ [B3LYP-50%
S
=, |B3LYP-40%
. —4
) |B3LYP-30%
@ —/\N
3 B3LYP-20%
-
B3LYP-10%
BLYP
O T T T T T T T T T T T T T T 1
1.0 1.5 2.0 2.5

Energy (eV)

Figure 9. Calculated spectra for Ags;”! nanorod dimers at 0.40 gap distances using STDDFT and functionals with
varying HFX.

It is a well-known issue that GGA and LDA (HFX=0%) functionals suffer from too much
delocalization due to the self-interaction error.”’ For excited state calculations of molecular
systems, these errors particularly exhibit themselves in charge-transfer phenomena between donor-
acceptor systems or molecular aggregates, where (semi)-local functionals often predict spurious
charge-transfer states or charge-transfer states with too low energy.””*” These problems are often
cured by including a significant percentage of HFX either with standard hybrids or range-separated
hybrids. In that sense, our results for the optical response of the dimer systems, which suggest that
the CTP and BDP modes mainly merge into a single peak with the functionals with 50% or more
HFX, are analogous to previous work with molecular aggregates.”> On the other hand,
experimental evidence for the plasmonic assemblies often suggests the emergence of a CTP mode
for short separation distances.>’®* We note that while the nanorods employed in this study
generally serve as suitable models for understanding quantum effects on the plasmonic systems,
they are much smaller in size than the investigated nanoclusters in experimental work. It is possible
that some of the results obtained in this work might be valid for only certain sizes of nanoclusters
where quantum effects dominate the optical response. Additionally, shapes and symmetries of the
assemblies might play an important role for the emergence of CTP. Nevertheless, our results show
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that there are still important questions regarding how HFX affect the coupling between two
nanoclusters in the quantum regime. We are planning to address some of these issues in the future.
Conclusion

In summary, we have performed a TDDFT investigation of plasmon coupling for the dimer
assemblies of Ags nanowires and Agai™!' nanorods using GGA and hybrid functionals. Our results
with GGA functionals show that the splitting of the longitudinal peak in dimer assemblies is
closely related to the bonding or antibonding interactions between monomeric orbitals. For long
separation distances where the wave-function overlap is very close to zero, the constructive
coupling between different excited configurations results in a high-intensity bonding dipole
plasmon (BDP) mode. In comparison, destructive coupling of same configurations results in
excited states with very small oscillator strengths due to cancellation of dipole moments. For short
gap distances such as 0.40 nm, configuration interaction is altered due to wave-function overlap
between monomers, and both constructive and destructive mixing of configurations yield
significant oscillator strength for both nanowire and nanorod dimers. Calculated transition-fit
densities for the excited states indicate that the destructive mixing of configurations shows more
charge-transfer plasmon (CTP) character whereas constructive mixing shows more BDP character
for such distances.

When hybrid functionals with varying HFX are employed, the calculated optical response
of dimers exhibits significant changes compared to the case with GGA functionals. The results are
more pronounced for hybrid functionals that include 50% or more HFX, where CTP and BDP
modes merge into a single peak in the spectra. We show that these changes are closely related to
the coupling element between different configurations that contributes largely to the longitudinally
polarized excited states. Our results indicate that the charge-transfer phenomena for plasmon
coupling needs to be addressed carefully using hybrid functionals or range-separated functionals
as these functionals are known to be more suitable for such cases compared to the semi-local
functionals that are generally employed to understand the quantum effects in plasmon coupling.
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