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Abstract

We investigate the excited electron dynamics in [Aus(SR)is]! (R = CH3, C2Hs,
C3H7, MPA, PET) [MPA = mercaptopropanoic acid, PET = phenylethylthiol] nanoparticles
to understand how different ligands affect the excited state dynamics in this system. The
population dynamics of the core and higher excited states lying in the energy range 0.00—
2.20 eV are studied using a surface hopping method with decoherence correction in a real-
time DFT approach. All of the ligated clusters follow a similar trend in decay for the core
states (S1-S¢). The observed time constants are on the picosecond time scale (2-19 ps),
which agrees with the experimental time scale, and this study confirms that the time
constants observed experimentally could originate from core-to-core transitions and not
from core-to-semiring transitions. In the presence of higher excited states, R = H, CH3,
C2Hs, CsH7, and PET demonstrate similar relaxations trends whereas R = MPA shows
slightly different relaxation of the core states due to a smaller gap between LUMO+1 and
LUMO+2 gap in its electronic structure. The S; (HOMO - LUMO) state gives the slowest
decay in all ligated clusters, while S7 has a relatively long decay. Furthermore, separate
electron and hole relaxations were performed on the [Auxs(SCH3)i1s]”! nanocluster to
understand how independent electron and hole relaxations contribute to the overall

relaxation dynamics.

Introduction

Small thiolate-protected gold clusters in the ~2 nm size regime have been identified
as promising efficient solar photon harvesters.!> Their ability to absorb photons in the
visible range has been a major reason for their usefulness in photocatalytic applications.

Experimental studies have demonstrated that even non-plasmonic clusters such as



[Auas(SR)1s]! can contribute to photocatalytic enhancement upon visible light irradiation
in an Aups-semiconductor system.’® These observations have suggested that the
[Auzs(SR)1s]! nanocluster can be a possible photosensitizer in metal cluster-sensitized
solar cells.® Also, [Au2s(SR)is]™! has shown interesting photoluminescence properties’™!!
that are important for future sensing and imaging applications. Therefore, a thorough

' is required for the

understanding of the excited state relaxations in [Au2s(SR)is]
development of relevant applications.

The [Au2s(SR)1s]™! cluster is a well-defined thiolate-protected gold nanoparticle
with an icosahedral core that consists of thirteen gold atoms. The gold core is surrounded
by six “V-shaped” —S—Au—S—Au—S— semiring motifs.!>!* Several different [Auzs(SR);s]"
! clusters have been reported experimentally and theoretically depending on the type of the
ligand R attached to the sulfur atoms. Some of the SR groups used are alkanethiols such as
-SCH3, -SCH2CH3, -SCeH 13, -SCH2CH2Ph; glutathiones; arylthiols such as -SPhX(X=H,
F, Cl, Br, CHs, OCHs, NO», fBu); and dithiolates.> 7> 12> In the literature, various
experimental characterizations of electron relaxation dynamics from excited states lying
near the HOMO—-LUMO gap and from higher excited states of the [Auas(SR)1s] ™! cluster
can be found.> % 123 2629 [ these experiments, groups have used different ligands in the
R group, including SR = glutathiones, hexanethiols, and phenylethylthiol (SCH2CH2Ph).

In 2002, Whetten and co-workers performed a femtosecond transient absorption
study on the glutathione-stabilized Auys cluster and found two relaxation lifetimes: one
around 750 fs and the other on the nanosecond time scale.” Moran and co-workers studied
the femtosecond relaxation dynamics of the Auzs cluster when the ligand was SR =
SCH2CHzPh. They proposed a relaxation mechanism involving a relaxation time of ~200
fs for the Auis core and a slower 1.2 ps time constant for the relaxation from core to
semiring states.!! A femtosecond time-resolved luminescence study of AuzsLis [L =
hexanethiol (CsS) and glutathione (GS)] by Ramakrishna and co-workers suggested that
higher excited state decay constants have lifetimes of 200 fs to a few picoseconds.?® Kamat
and co-workers also studied relaxation dynamics of the glutathione-protected Auos
nanocluster. In their study, the Auxs(GS)1s cluster showed a ~1 ps decay constant for a
metal-metal transition and a slower ca. 200 ns decay constant for a ligand-to-metal charge

transfer.! Overall, experimental studies on nonradiative relaxation dynamics on Auos



clusters with different ligand systems have demonstrated varying time constants that span
from the femtosecond to nanosecond time scale.

At this point, a systematic theoretical study is needed to explain the different time
scales observed for different Auys clusters and provide further insights into the Aus
relaxation mechanism. Recent theoretical studies have been performed on understanding
the nonradiative excited state relaxations of the [Au2s(SH)is] ™! cluster to characterize the
electron relaxation dynamics.’*! Those investigations considered the smallest possible

1., the core

Aus cluster model with simple SH ligands. In the study by Senanayake et a
and higher excited states lying in the energy range of 0.00—2.20 eV were considered in the
relaxation dynamics calculations. It was found that relaxations between excited states that
arise from core-to-core transitions occur on a short time scale of around 2-18 ps. This study
also supported that idea that no semiring states are involved at an energy lower than the
core-based S; state. The observation suggests that the several picosecond time constants
observed by Moran and co-workers could arise from core-to-core transitions rather than
from a core-to-semiring transition.>® The SH ligand was used in our previous study to
capture the relaxation dynamics of the Auys cluster while reducing the complexity of the
geometry of the system and minimizing the computational cost. However, it is important
to determine how the trends in the relaxation dynamics differ in the Auos cluster with more
realistic ligands. Therefore, an analysis of the relaxation dynamics that occur when the
ligands are varied will provide better insight to the relaxation dynamics of the Auzs cluster.

Herein, the main goal of this study is to investigate the electronic relaxation
dynamics in the thiolate-protected nanocluster series [Auzs(SR)1s]"! (R = CHs, CoHs, C3H7,
MPA, PET) [MPA = mercaptopropionic acid, PET = phenylethylthiol] to understand the
ligand effects on relaxation dynamics compared to the [Auzs(SH)1s]™! system. The ligands
used in this study are closer to common experimentally used ligands such as glutathione
and phenylethylthiol that have been used in most of the experimental studies as mentioned
above. MPA-ligated gold clusters have been used in a photocatalysis study with TiO»/gold
nanocomposites because MPA has a carboxylic functional group (-COOH) that can
covalently bind to the TiO, surface.?? Studying the relaxation dynamics of [Auzs(SR)is]™!
with different R groups will be beneficial for understanding how the ligands affect the

dynamics, especially how the core and the higher excited state relaxations will differ based



on the ligand used. The findings of this investigation will provide better insights into the
photophysics of the [Auas(SR)is]!' nanocluster, which is necessary for its useful

applications.

Computational methodology

We have performed ab initio real-time nonadiabatic molecular dynamics (NA-MD)
simulations to study the electronic relaxation dynamics in the thiolate-protected
nanocluster series [Auzs(SR)1s]" (R = CHs, CoHs, C3H7, MPA, PET; note: in this paper,
the abbreviations R = MPA and R = PET are used to represent the corresponding organic
groups attached to the thiol headgroup). The NA-MD simulations were performed using
the fewest switches surface hopping (FSSH)* algorithm with the classical path
approximation and a time-dependent Kohn—Sham description of electronic states (FSSH-
TDKS).>* The overcoherent nature of the FSSH approach is corrected by the decoherence-
induced surface hopping (DISH)* scheme. The FSSH simulations are performed using the
PYXAID program.*¢-’

The computational methodology has several steps that are described briefly in this
section. A detailed explanation of the method employed is given elsewhere.?* 337 The
relaxed geometries of the thiol-protected nanoclusters were obtained by performing a
geometry optimization with the PBE3¥/TZP level of theory with the Amsterdam Density
Functional (ADF)*® software package. The zero-order regular approximation (ZORA)*
was used to treat the scalar relativistic effects in gold. Linear response time-dependent
density functional theory (TD-DFT) calculations were performed using the same level of
theory to get the electronic excitations and the absorption spectra.

Secondly, the Vienna Ab initio Simulation Package (VASP)*! is used to perform
temperature ramping and molecular dynamics (MD) calculations. The 0K systems are
thermalized through a temperature ramping calculation performed at 300K. An MD
trajectory of 5 ps in length was computed with a 1 fs integration time step. We used
projector-augmented wave*? pseudopotentials, a kinetic energy cutoff value of 402.4 eV
for the temperature ramping calculations and a kinetic energy cutoff value of 301.8 eV for

the MD simulations and NA coupling calculations (these values are the same as in the

previous R = SH study), gamma points, and the PBE functional in all of our VASP



calculations. For R = CH3, C2Hs, and C3H7, a 24 A simulation box size was used; for MPA,
the simulation box size was set to 30 A due to its larger size. A box size of 34.4 A x 34.7
A x 43.6 A was used for PET. The bigger box sizes for R = MPA and PET will minimize
the possible interactions between the neighboring images due to the use of periodic
boundary conditions.

In the third step, we calculated the nonadiabatic coupling elements following the
same approach described in our previous study on [Auzs(SH)is]!. The NA-MD
calculations were performed considering 3.5 ps length sub-trajectories with 10 different
starting geometries. For each NA-MD trajectory, 1000 realizations of the stochastic
FSSH/DISH state hopping trajectories are considered.

The important electronic excited states contributing to the two main peaks in the
optical absorption spectrum of [Auzs(SR)is]! in the energy range of 0.00—2.20 eV were
analyzed both with and without an energy correction to the calculated excited states. With
the PBE level of theory, the first excitation peak (Si-S¢ states) is underestimated by ~0.55
eV compared to the experimental peak. The second peak has a smaller underestimation.
Therefore, an excited state energy correction of 0.55 eV was used for the S1-S¢ states and
no correction was used for higher states. The decay times of the excited states populations
and the ground state population increase times were calculated for all of the nanoclusters
using the following equations and procedure mentioned in our previous study.*°

Decay times of the excited state populations:
@ =ew(-3)
f(&) =exp|—=

Ground state population increase times (GS growth time):

F©) =1-exp(-2)

For R = CH3, the MD simulation was performed up to 15 ps where the total MD
simulation was considered to consist of three separate simulations (0-5 ps, 5-10 ps and 10-
15 ps) and NA coupling and FSSH calculations were carried out to obtain the GS growth
and decay time constants for averaging purposes among different simulations. We also
carried out a MD simulation starting from a different temperature ramping approach where

TEBEG=0 and TEEND=300 were set in the INCAR file. For the MD simulations from 5-



10 ps and 10-15 ps and the simulation with different temperature ramping, the NA
couplings were only calculated among orbitals in the range of HOMO-2 to LUMO+1
(accounting for the dynamics of the first absorption peak). The decay time constants were

calculated both with and without an energy correction.

Results and discussion

The absorption spectra (Figure 1) calculated for [Au2s(SR)i1s]™! (R = CHs, C2Hs,
CsH7, MPA, PET) at the PBE level of theory show strong peaks around similar energies
compared to [Auzs(SH)is] . [Au2s(SCH3)1s]™! exhibits strong peaks around 1.35 and 2.60
eV. Similarly, the absorption spectra for [Auzs(SR)1s]! (R = C2Hs, CsH7, MPA, PET)
display strong peaks around [1.37, 2.60], [1.37, 2.60], [1.30, 2.40], and [1.38, 2.30] eV,
respectively. The spectrum for MPA is broader than those for the other four ligands. The
peak positions are shifted compared to the three well-defined bands at 1.8, 2.75, and 3.1
eV observed in the [Auzs(SR)1s]! experimental'?!3 UV—vis absorption spectrum. The first
peak of [Auas(SR)1s]! with different ligands is redshifted compared to that of [Auas(SH)is]"
! However, the assignment of the first peak in all the clusters (i.e. that it arises from core-
to-core transitions within the Auiz core between orbitals in the range of HOMO-2 to
LUMO+1) studied here is similar to the previous DFT calculations performed on the

related [Auzs(SH)1s]! cluster.!33°
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Figure 1. Calculated optical absorption spectra for [Au2s(SR)1s]! (R = CHs, C2Hs, C3Hy,

MPA, PET)

Relaxation dynamics of the first excited state peak in [Au25(SR)1s]!

To understand how electronic relaxation dynamics differ when [Auzs(SR)is] ! is

substituted with various ligands R (R = CH3, CoHs, CsH7, MPA, PET), we have studied the

first peak in the spectrum that corresponds to the 1.8 eV experimental peak. The first
excited state of the clusters with ligands R = CHs, C2Hs, C3H7, MPA, and PET occurs

around 1.35, 1.37, 1.37, 1.30, and 1.38 eV, respectively. The first excited state peak in

these four clusters can be attributed to an intraband transition arising from HOMO —

LUMO where the HOMO is nearly triply degenerate and the LUMO is nearly doubly



degenerate as in previously reported theoretical investigations.'*3? In this work, we discuss
the approximately doubly degenerate LUMO as two separate orbitals (LUMO and
LUMO+1) and the triply degenerate HOMO as three separate orbitals (HOMO, HOMO-1
and HOMO-2) because the near-degeneracy is lifted due to nuclear distortions in the x, y,
and z directions during the dynamics. The ~1.35 eV peak is constructed primarily from
excited states 4, 5, and 6 (Table S1), which have higher oscillator strengths compared to
excited states 1 to 3.

Table S1 shows the highest weighted single-particle transitions that contribute to
the first peak for the ligated clusters studied in this work. The transitions going from the
HOMO, HOMO-1 and HOMO-2 to the LUMO and LUMO+1 are all core-to-core
intraband transitions. The transitions responsible for the first peak of the R = MPA cluster
are slightly different from the normal trend of transitions shown for other ligated clusters.
(More information is given before Table S1 in the Supporting Information.)

We can define the same six excited states for the FSSH-TDKS calculations of the
first peak as were defined for the [Au2s(SH)is]! case (Table 1). These six excited states
used in the FSSH-TDKS calculations (Table 1) are slightly different from the first six
excited states determined from the TDDFT calculations (Table S1); the FSSH-TDKS
calculations use a single Slater determinant while the TDDFT calculations allow for mixed
states. In the FSSH-TDKS calculations, the states shown in Table 1 correspond to the six
transitions with the highest weights across the first six excited states in the TDDFT

calculation.

Table 1. The six excited states considered for the FSSH-TDKS calculations responsible
for the first absorption peak. The characterization of the frontier orbitals involved in the
corresponding transitions is also shown. Core: orbitals arise primarily in the gold core of

the Aups cluster; sp band: orbitals have primarily s and p atomic orbital character from Au.

. Characterization of the
Excited e . . .
Transition frontier orbitals (core/semiring
state .
assignments)

S1 HOMO - LUMO core (sp band) = core (sp band)
Sz HOMO - LUMO+1 core (sp band) = core (sp band)
S3 HOMO-1-> LUMO core (sp band) = core (sp band)




S4 HOMO-1 - LUMO+1 | core (sp band) = core (sp band)
Ss HOMO-2 > LUMO core (sp band) > core (sp band)
Se HOMO-2 - LUMO+1 | core (sp band) = core (sp band)

Clusters with ligands R = CH3, C2Hs, C3H7, and PET demonstrate near degeneracies
of LUMOs and HOMOs similar to [Auzs(SH)is]!. The variation of the orbital energies
with time during the MD simulations is shown in Figure 2 for R = CH3 (R = C;Hs, C3H7,
and PET are shown in Figure S1). The orbital energy variation during the MD run for
clusters with R = CH3, C;Hs, CsH7, and PET shows a similar behavior. The HOMO-2,
HOMO-1 and HOMO of those clusters are mainly constructed from core gold orbitals (with
mixed 65 and 6p character), whereas the LUMO and LUMO+1 are also constructed of core
gold atomic orbitals (with primarily 6s character). The lower lying HOMOs are mainly
composed from ligand gold (5d character) atomic orbitals and from a small amount of
sulfur atomic orbitals (3p character). Compared to the other ligated Auys clusters, the
electronic structure of the cluster with R = MPA started to indicate a slight difference
during the MD simulation (Figure 3). Initially (0—400 fs), the electronic structure exhibits
an energy gap between the LUMO+1 and higher level LUMOs; after around 400fs, the
energy gap between the LUMO+1 and LUMO+2 decreases. The triple degeneracy of the
HOMO, HOMO-1, HOMO-2 is preserved and there is a notable gap between the HOMO-
2 and lower level HOMOs for the R = MPA cluster as shown in Figure 3. However, the
LUMO orbital energies are closer in energy to each other in the MPA-ligated cluster

compared to the other clusters.
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Figure 2. Orbital energy variation with time during the MD simulation for [Au25(SCH3)18]°
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Figure 3. Orbital energy variation with time during the MD simulation for [Au2s(MPA)s]
1

Relaxation dynamics of S1 to S¢ states in [Au25(SR)1s]!

In this section, the electronic relaxation of the first six excited states, S; to Se, of
[Au2s(SR)1s]! with different ligands are discussed. Similar to the [Auas(SH)is]!' model
system studied earlier,*® all six excited states and the ground state (GS) are included in all
calculations in this section. The overcoherent nature associated with the FSSH calculation
was adjusted by adding decoherence effects through the DISH algorithm implemented in
the PYXAID program. Inclusion of the decoherence correction in the calculations changes
the decay time values considerably, as shown previously in detail for [Auzs(SH)is] !>
Therefore, the decoherence correction was added in all calculations discussed in this work.
In addition, we also added an energy correction of 0.55 eV to the HOMO-LUMO gap of
the various clusters considered in the calculations, to provide a better match with the

corresponding experimental value. We used the same 0.55 eV energy correction for the

excited states in all clusters due to the similar HOMO-LUMO gaps obtained from the ADF
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geometry optimizations and to keep the comparison between different clusters consistent.

The relaxation dynamics were performed both “without” and “with” energy corrections to

see the implications of this correction on the patterns in the excited state relaxation

dynamics in the different clusters. Both the excited state population decays and the GS

population increase times are determined in this work.
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respectively) for [Auas(SCH3)1s]™! without an energy correction

The population dynamics computed without an energy correction for the
[Au2s(SCH3)1s] ™! cluster are shown in Figure 4; the relaxation patterns obtained using a
0.55 eV energy correction to the excited states (Figure S2) preserved a similar pattern to
those in Figure 4. The relaxation patterns observed for the cluster with the methyl ligand
demonstrated a similar relaxation pattern for the S to Se state relaxations for [Auzs(SH)1s]

139 The computed GS growth times for the [Auas(SCH3)15]™! cluster are shown in Table 2.

Table 2. Ground state population increase time constants after excitation into the six

excited states contributing to the 1.35 eV peak of [Auzs(SCH3)s]™!

GS growth time (ps) | GS growth time (ps)
Excited state without considering the with the energy
energy correction correction
St 25 77
Sz 24 105
S3 43 168
S4 58 258
Ss 39 215
Se 62 477

The times for repopulation of the GS increase significantly (by a factor of 3-8) with
the addition of the correction, which is logical because the energy gap between the LUMOs
and HOMOs has increased; this was also observed for the SH ligand model system.*® The
GS growth times are influenced by the presence of intermediate states. For example, a
small population of S; transfers to the Sz and S; states before relaxing to the GS. The R =
CHs cluster overall demonstrated shorter GS growth times (24-62 ps seconds without the
energy correction) compared to the SH ligand model GS growth times (73-158 ps). The
trend in GS growth time constants observed for the first six states follows a similar pattern
as in the SH ligand model: states S; and S> decay to the GS quickly while the other four
higher energy states require longer times for repopulation of the GS. Among the S3 to Se
states, the S4 (HOMO-1 - LUMO+1) state exhibits the slowest GS growth time when no
energy correction is used, whereas S¢ (HOMO-2 - LUMO+1) is the slowest with the 0.55

13



eV energy correction. The results from the GS growth times again confirm that higher
initial excitations lead to slower repopulation to the GS due to the presence of a large
number of intermediate states and the higher initial excitation energy. Due to the
involvement of the intermediate states, the GS growth is non-exponential, and there is
always uncertainty in determining the exact relaxation time constants. However, the

approach is useful to get an idea about the relaxation pathways involved.

Table 3. Decay times for the excited state population decrease of the six excited states

contributing to the 1.35 eV peak of [Auas(SCH3)1s] ™!

. Decay tm.le (ps) without Decay time (ps) with the
Excited state | considering the energy .
. energy correction
correction
S1 13 18
Sz 5.9 7.4
S3 6.9 7.8
S4 4.4 4.7
Ss 4.4 4.9
Se 3.7 3.8

The excited state depopulation time constants are also useful to evaluate as these
represent a different process than the GS growth times. [Au2s(SCHs)1s]™! yields very short
decay constants (<20 fs) for all six states both without and with an energy correction (Table
3). Ultrafast decay time constants were also observed for the H ligand model.’® The GS
growth time after S; state excitation (24 ps) is twice as large as the decay time constant of
the S; state (12 ps); this occurs because population in the S; state can transfer to the S; and
higher energy states in addition to returning to the ground state. In the H ligand model, this
effect was profound where the GS growth time of S| was nearly five times larger than the
S state decay time.*® In Figure 4a, the S state transfers a small population to S» and S3 and
a larger proportion to the GS. When the energy correction is added, a similar degree of
population is transferred to the Sz and S3 but a slower population growth is observed for
the GS. This could further support the idea that S; and S; states play a vital role in S
relaxation.

After initial excitation to the S state, the S; state transfers population to S; and a

14



small amount of electronic population is transferred to Ss4 (Figure 4b). In the H ligand
model, the GS was populated slowly when the S; state relaxes,*® whereas with R = CHj3 the
GS is populated much faster when the S; state relaxes. However, the GS population
increase is slower when the energy correction is added as shown in Figure S2b. The
excitation of the Se state will lead the population to relax into the lower energy S1-Ss states.
The populations of the five initially unpopulated excited states reach an average value of
~0.1 after the 3.5 ps trajectories, which is less than in the H ligand model case.

To determine error bars for the simulations, the calculated GS growth and decay
time constants for states Si to S¢ are compared for the initial 5 ps simulation (shown in
Tables 2 and 3) with additional MD simulations (from 5-10 ps and 10-15 ps) and for a 5 ps
MD simulation started with a different temperature ramping protocol; these values are
shown in Table S2. The averages and the standard deviations were calculated considering
all four simulations: 0-5 ps, 5-10 ps, 10-15 ps and the simulation with a different
temperature ramping protocol (Table S2). The time constants for the FSSH calculations are
shown without considering an energy correction. It is important to note that the calculated
times constants are sensitive to the nuclear trajectories sampled by the MD simulation. The
standard deviations of the GS growth times are much more significant than the standard
deviations of the decay time constants. Among the decay time constants, the standard
deviations of the Si-S4 states decay are between 1-2.3 ps while S5 and S¢ have a standard
deviation less than 1 ps. We also carried out two different FSSH calculations using the
nuclear coordinates and nonadiabatic coupling constants from the 0-5 ps MD simulation;
in this case, the S1-S¢ GS growth times and excited state decay times were only different
in the first decimal point (not shown in the text). This suggests that the 1000 FSSH
trajectories themselves for a particular nuclear trajectory are essentially converged, but

varying nuclear trajectories can yield different time constants.

[Auzs(SR) 5] (R = C>Hs, C3sH7, MPA, PET)

Similar to the methyl ligand cluster calculations, relaxation dynamics were
performed on ethyl-, propyl-, MPA, and PET-stabilized clusters. The relaxation curves for
the clusters with R = C;Hs, C3sH7, and PET are shown in the SI (Figures S3, S4, S5, S6, S8,
S9) and have similar relaxation patterns as R = CHs. The curves for R = MPA without the

15



energy correction are shown in Figure 5.

The ethyl, propyl and PET results show that both S, and S3 could play a role in S;
state relaxation due to a small amount of population transfer to S; and Sz (Figure S3a, S5a),
similar to the methyl ligand. However, in MPA, the S; state population primarily transfers
to S3 as shown in Figure 5a and Figure S7.

In ethyl and propyl ligated clusters, the Ss state population relaxes mainly to the S4
state. Overall, the Si-Ss states populations reach an average value of ~0.15 for ethyl and
propyl. In the MPA case, initially the Se state relaxes to S4 and then population later
transfers to S», and the S-S5 states populations eventually reach an average of ~0.17. The

Se state in PET also relaxes to the Si-Ss states populations and reaches an average of ~0.17.
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Figure 5. Evolution of the populations of the Si, Sa, S3, S4, Ss, S¢ states (panels a-f,

respectively) without the energy correction for [Auzs(MPA)is]™.

Compared to the other ligated clusters, the MPA S;-S¢ state relaxations show a
“step-like relaxation” behavior as shown in Figure 5. In the MPA S state relaxation (Figure
5a), the Si population relaxes to S; rapidly during the 1900-2400 fs time frame. To

understand the relaxation further, we ran separate FSSH calculations on the ten different
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initial conditions for the S1-Se states. The ten initial conditions differ by an offset of 50 fs.
All ten relaxations of the S state show a rapid population transfer from S to Sz at a time
corresponding to the 2200-2300 fs time frame of the initial MD run. During the 2200-2300
fs time frame, the HOMO, HOMO-1, and HOMO-2 become close in energy (Figure 3).
Moreover, the LUMO and LUMO+1 also become close in energy at the same time. This
could facilitate the rapid S; state population transfer to the S; state because the HOMO and
HOMO-1 orbitals are degenerate at that time, so the S; and S3 states are similarly
degenerate. A similar explanation can be suggested for the S; and S4 state step-like
relaxations, as S3 (HOMO - 1-LUMO) relaxes to the S1 (HOMO - LUMO) and S4
(HOMO-1 = LUMO+1) relaxes to S, (HOMO - LUMO+1). In both cases, the relaxation
occurs during a similar time frame where one can notice the degenerate nature of the
HOMO and HOMO-1 orbitals. The degenerate orbitals make the population transfer easier

among the states involved.

Comparison of results for different ligands

It is important to note that the GS growth times computed for the ligands R = CH3,
C2Hs, C3H7, MPA, and PET are shorter than the corresponding GS growth times from the
SH system (Table 4 and Table S3). This could be due to the presence of the S-C bond and
its lower vibrational frequencies in the ligand systems instead of the S-H bond. Due to the
complexity in determining the exact relaxation time constants using the GS growth times,
we mainly focus on the excited state decay time constants, which are generally invariant to

the inclusion of an energy correction to the excited states.
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Table 4. GS growth times calculated for ligated clusters. No energy correction is

employed.
Excited GS growth time (ps)
state H?° CH; Cz2Hs CsH7 MPA PET

Si 72 24 44 32 30 38
S> 71 23 44 34 44 34
S3 81 43 50 48 39 34
Sq 114 55 54 54 49 41
Ss 95 38 93 37 49 41
Se 162 44 83 75 67 68

Table 5 summarizes the excited state decay time constants obtained for all ligated
clusters including the H ligand.*° It is important to note that the decay time constants
obtained for e.g. the R = MPA S;-S¢ states may not give the best values due to inherent
error in fitting the “step relaxation” populations to an exponential decay. Very short excited
state decay times on the picosecond time scale were observed for all ligated clusters; these
excited state decay times are much smaller than the corresponding GS growth times.
Interestingly, all of the ligated clusters including the H model ligand follow a similar trend
of decay time constant variation for the six states as shown in Figure 6. In particular, the
decay trend of R = PET is very similar to that of R = H (Figure 6). In ethyl and MPA, the
S; state does not show an increase in time constant compared to So.  However, it should
be noted that different nuclear trajectories could affect these numbers somewhat; the
standard deviation for the methyl ligand for four different nuclear trajectories was
approximately 1-2 ps for these states (Table S2). The slowest S state decay time constant
is obtained for the ethyl ligand. The decay time constants with the 0.55 eV correction are
tabulated in Table S4; the decay times give similar trends both with and without the energy

correction.
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Table 5. Decay times calculated for the ligated clusters. No energy correction is employed.

Excited Decay time (ps)
state H* CH3 C:Hs Cs:H~ MPA PET
Si 15 12 19 13 9.2 14
S» 3.1 5.9 7.3 5.1 4.2 2.9
S3 3.0 7.6 4.3 4.5 2.8 3.6
Sa 1.9 4.7 2.9 2.7 2.2 1.8
Ss 2.5 4.5 3.6 2.2 2.3 2.5
Se 1.9 4.5 2.8 1.9 2.1 1.7
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Figure 6. Decay time constants for the first six excited states Sx (N=1-6) for thiolate-

stabilized gold nanoparticles with different ligands

The ligated clusters studied in this section exhibit a first excited state peak around

1.30 — 1.41 eV in their calculated optical absorption spectra that falls near the energy range

of the probe pulse applied in the experimental work (~1.55 —1.99 eV).!! In the calculations

in the current work, the first excited state peak in these ligated clusters arises from core-to-

core transitions similar to the previous H ligand®® model. This suggests that the time

constants observed experimentally could originate from core-to-core transitions and not

from core-to-semiring transitions. The PET ligand was used in the experimental work by
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Moran and co-workers.!! Therefore, we can directly compare the decay time constants
calculated in our R = PET system with their reported decay for the PET ligand system. The
decay constants of the core states (Si to S¢) near the HOMO-LUMO gap in the ligated
clusters studied in this section are all on the picosecond time scale which agrees well with

the experimentally observed'! time constants.

Relaxation dynamics of higher excited states in [Au25(SR)1s].

The relaxation dynamics of the higher excited states in the [Au2s(SR)1s]! (R = CHs,
CoHs, C3H7, MPA, PET) nanoclusters are analyzed in this section. Initial excitations
corresponding to the peak around 2.20 eV were considered for all ligated clusters. We
performed the analysis by identifying the most probable transitions with the highest
oscillator strengths and transition dipole moments. The Auos clusters with ligands R = CHs,
C2Hs, CsH7, PET have HOMO-7 to LUMO+4 orbitals involved in the main transitions. The
Aups cluster with the MPA ligand yielded HOMO-9 to LUMO+6 orbitals that are involved
in the main transitions.

All possible single particle transitions were considered for orbitals between
HOMO-7 to LUMO+4 for the clusters with ligands R = CH3, C;Hs, CsH7, MPA, and PET.
Even though the R = MPA cluster can access additional orbitals, we limited our study to
transitions involving HOMO-7 to LUMO+4 orbitals for consistency. Therefore, the same
excited states are defined for all nanoclusters in the FSSH calculations. These single

particle transitions are shown in Table 6 for S7-S4o; as before, Table 1 shows the transitions

for S1-Se.

Table 6. Transitions considered for higher excited states. The characterization of the of the
frontier orbitals involved in the corresponding transitions are also shown. Core: gold core
of the Auys cluster; semiring: orbitals based on the V-shaped —S—Au—S—Au—S— semirings;

sp band: orbitals with s and p atomic orbital character.

Excited o Characterization of the frontier orbitals (core/semiring
Transition .
state assignments
S; HOMO - LUMO+2 core (sp band) > core (sp band)/some semiring
Ss HOMO - LUMO+3 core (sp band) - core (sp band)/some semiring
So HOMO - LUMO+4 core (sp band) = core (sp band)/some semiring
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S10 HOMO-1 - LUMO+2 core (sp band) - core (sp band)/some semiring

Su HOMO-1 - LUMO+3 core (sp band) = core (sp band)/some semiring

Sz HOMO-1 » LUMO+4 core (sp band) = core (sp band)/some semiring

Si3 HOMO-2 - LUMO+2 core (sp band) - core (sp band)/some semiring

Si4 HOMO-2 > LUMO+3 core (sp band) = core (sp band)/some semiring

Sis HOMO-2 - LUMO+4 core (sp band) = core (sp band)/some semiring

S16 HOMO-3 - LUMO core (sp band)/semiring—> core (sp band)

S17 HOMO-3 > LUMO+1 core (sp band)/semiring = core (sp band)

Sis HOMO-3 - LUMO+2 core (sp band)/semiring = core (sp band)/some semiring
Si9 HOMO-3 > LUMO+3 core (sp band)/semiring = core (sp band)/some semiring
Sa0 HOMO-3 > LUMO+4 core (sp band)/semiring = core (sp band)/some semiring
Sa HOMO-4 - LUMO core (sp band)/semiring = core (sp band)

S22 HOMO-4 - LUMO+1 core (sp band)/semiring = core (sp band)

Sa3 HOMO-4 - LUMO+2 core (sp band)/semiring = core (sp band)/some semiring
Sa4 HOMO-4 - LUMO+3 core (sp band)/semiring = core (sp band)/some semiring
Sas HOMO-4 - LUMO+4 core (sp band)/semiring = core (sp band)/some semiring
Sa6 HOMO-5 - LUMO semiring = core (sp band)

Sa7 HOMO-5 - LUMO+1 semiring > core (sp band)

Sas HOMO-5 - LUMO+2 semiring = core (sp band)/some semiring

Sa HOMO-5 - LUMO+3 semiring = core (sp band)/some semiring

S30 HOMO-5 - LUMO+4 semiring = core (sp band)/some semiring

Ss1 HOMO-6 > LUMO semiring > core (sp band)

S32 HOMO-6 - LUMO+1 semiring = core (sp band)

S33 HOMO-6 > LUMO+2 semiring = core (sp band)/some semiring

S34 HOMO-6 - LUMO+3 semiring = core (sp band)/some semiring

Sss HOMO-6 > LUMO+4 semiring = core (sp band)/some semiring

S36 HOMO-7 - LUMO semiring = core (sp band)

S37 HOMO-7 - LUMO+1 semiring > core (sp band)

Sss HOMO-7 - LUMO+2 semiring = core (sp band)/some semiring

S39 HOMO-7 > LUMO+3 semiring = core (sp band)/some semiring

S40 HOMO-7 - LUMO+4 semiring = core (sp band)/some semiring

The population relaxations of states Si to Se for the clusters with R = CH3, CoHs,

C3H7, and PET are shown in the SI (Figures S10, S11, S12, S14). The population

relaxations of states Si to S¢ exhibit only minor changes when additional higher states are

included in the calculations and preserve similar relaxation patterns to those shown in

Figures S2, S4, S6, and S9, respectively.
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Compared to the decay times from the simulation in which only the S1—S¢ states
were considered, these states have similar decay times when additional higher excited
states are considered for R = CHs, CoHs, C3H7, and PET (Table S5). Similar to the H model,
the S7 state has a distinctively long lifetime, comparable to that of the S; state for the R =
CH3, CoHs, CsH7, MPA, PET cases. This likely arises because of a large energy gap
between the S7 and Se states, which makes population transfer more difficult. Depopulation
of the other higher states (Ss — S40) occurs much faster than that of the S; state, on a time
scale ranging from 0.4 to 4.1 ps (Table S5), with most decay times predicted to be 1 ps or
less.

The decay time constants of S;-S¢ are shorter for the R = MPA cluster compared to
the other clusters in the presence of higher excited states (Table S5). With R = MPA, S;
state population transfers to S; which is different from clusters with R = CH3, C>Hs, CsHy,
and PET. Furthermore, S state population transfers to S7 and then to S;. The involvement
of the S7 state in S; and S; relaxations in the R = MPA cluster could be due to the change
in the LUMO orbital energies during the MD run around 400 fs as mentioned earlier. The
LUMO orbital energies lie much closer in energy for the MPA cluster compared to the
other clusters. The S; (HOMO - LUMO) population could transfer to S; (HOMO -
LUMO+2) due to the fact that LUMO and LUMO+2 become close in energy as shown by
the orbital energy variation in Figure 3. In the presence of the higher excited states, the
“step-like relaxation” behavior in the Si-Se states is less significant (Figure S13). The S;-
Se¢ states become closer in energy to the higher states (S7-Si1) with the addition of the
excited state correction. For example, with only the S1-S¢ states present, the S state relaxes
to Sz through a step-like relaxation. In the presence of higher states, the S population
transfers to S7 instead of S3. However, the energy difference between Si1-S7 is larger than
S1-S3. Therefore, the population transfer S1=S7 occurs less rapidly than S;=S;, which
results in less “step-like” behavior. For R = MPA in the presence of higher excited states,
the S7 state gives a relatively slow decay time constant of 8.6 ps whereas the S; state yields
the slowest decay of 10.7 ps.

Adding the energy correction to the first six states makes the Si-Sg states shift more
towards the S7. However, in R = MPA the energy gap between the LUMO+1 and LUMO+2

is less (Figure 3) compared to the other ligand systems considered here. Therefore, the shift
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in the S1-Se states due to the correction is more sensitive in R = MPA than in the rest of the
systems, and the population relaxations reflect this. Thus, we see the S state population
transfers mostly to S7 when the correction is added. This could also be a reason why S7 has
a relatively long decay time constant with the correction. We also performed a relaxation
calculation for R = MPA when no correction is added to the first six states in the presence
of the higher excited states. There, we observed a similar trend of decay within the first six
excited states. The S; decay constant is observed to be 17.4 ps and S7 now yields a shorter
decay constant of 5.1 ps. In the S; relaxation, the S; population is now mainly transferred
to S, with only a very small amount transferred to S».

For similar reasons, the R = PET decay in the presence of higher excited states is
calculated without considering a 0.55 eV energy correction for the S;—S¢ states as this

energy correction will overestimate the energy gaps between the states for the PET system.

Separate electron and hole relaxations in [Auz2s(SCH3)1s]!

In this section we discuss separate electron and hole relaxation dynamics for the
[Auzs(SCH3)1s] ™! nanocluster. The analysis was performed to understand how the electrons
and holes could relax independently of each other in [Au2s(SCH3)15]™!. In this calculation,
we define the excited states for the FSSH-TDKS calculations (Table S6) in a different order
than we defined for the total relaxation dynamics performed in the previous section (Table
1, Table 6).

The Si-Ss states originate by exciting an electron from HOMO to the LUMO-
LUMO+4 orbitals, leaving a hole in the HOMO. For clarity, a schematic diagram of orbital
levels filled with electrons for the GS and S; to Ss401s shown in Figure 7. We consider the
S1-Ss states as one set of electron relaxations (with the same hole). Thus, the forty states
(Table S6) can be separated into eight different sets of electron relaxations: Si-Ss, Se-Sio,
S11-S1s, S16-S20, S21-S25, S26-S30, S31-S35, and S36-S40. Similarly, the hole relaxations can be
separated into five sets. The first set consists of Si, Se, S11, S21, S26, S31, and Sze, in which
the electron is excited into the same orbital (LUMO) while leaving a hole in the HOMO,
HOMO-1, HOMO-2, ..., and HOMO-7 orbitals, respectively. In the next four hole
relaxation sets, the electron is excited into LUMO+1, LUMO+2, LUMO+3, and LUMO+4,
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respectively. Separate relaxation calculations were performed for the eight sets of electron

relaxations and five sets of hole relaxations.
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Figure 7. A schematic diagram of orbital levels filled with electrons for GS and S; to S40

states considered during the separate electron and hole relaxations.
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Figure 8. Evolution of the population initially excited into (a)S1 (b)S2 (¢)S3 (d)S4 (e)Ss

during the first set of electron relaxations in [Au2s(SCHs)is] ™.
The population relaxations of the S1-Ss states in the first set of electron relaxations

are shown in Figure 8. Relaxations of states where the electron is excited to the LUMO

(S1, Se, S11, S16, S21, S26, S31, S36) while the hole (Figure S15) is held constant follow similar
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population relaxation patterns. Some of the initially excited S population transfers into the
higher energy S» state (Figure 8a). The S> population mainly transfers down to the S state
(Figure 8b). This can occur because the LUMO+1 and LUMO lie close in energy. Similar
transfer of population from LUMO to LUMO+1 can occur regardless of the hole energy
level (Figure S15). One slight difference occurs with repopulation times for the GS. The
Si state population relaxes to the GS much faster than a higher energy state such as Sz
relaxes to the GS, which is expected because the S state population can easily transfer to
the GS (the electron in the LUMO can fill the hole in the HOMO) whereas it is hard for
the S36 population to transfer to the GS (the electron in the LUMO would need to fill a hole
in the HOMO-7) due to the absence of intermediate states between the Sz and GS in this
electron-only relaxation. Similar explanations can be given for the remainder of the
electron relaxation simulations. Likewise, common population relaxation patterns were
observed for the relaxations in which the electron is excited into LUMO+1 through
LUMO-+4 separately (not shown). The calculated decay constants when the electron is
excited into LUMO through LUMO+4 for eight different simulations that differ based on
the orbital where the hole is created are plotted in Figure 9 and the values are given in Table
S7. All eight electron relaxations follow similar relaxation trends regardless of where the
hole is created. Decay constants for states where the electron is initially excited into the
LUMO+3 and LUMO+4 orbitals are essentially constant because population transfer from
these states is dominated by electron transfer into lower energy LUMOs (see Figure 8d, e).
Their decay is faster (short time constants) as they have electron transfer to their nearby
intermediate states. The decay from states where the electron is initially excited into
LUMO+2 is also constant but with a slow decay due to the population is being mainly
transferred to the next higher state (Figure 8c). This could be due to the large energy gap
between the LUMO+1 and LUMO+2.
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Figure 9. The decay constant trend variation among the five states of each electron
relaxation. The legend gives the orbitals where the hole is created for each excitation; the

hole is kept constant during each simulation.

Relaxation of the states initially excited into the LUMO is dominated by the energy
difference between the LUMO and the HOMO-n orbital. The S; state can relax to GS faster
while Se, Si1, Sis, S21, S26, S31, and Sz cannot relax quickly due to the absence of
intermediate states in each electron relaxation set. Thus, they have different time constants.
The same principle applies to the states where the electron is excited into LUMO+1.
However, the time constants do not vary much compared to each other as they have some
intermediate states into which to relax. Therefore, the electron relaxation trend is mainly
determined based on their decay into other LUMOs as opposed to decay across the large
HOMO(-n)-LUMO gap.

A similar analysis was performed for the hole relaxations. The population
relaxations of states where the hole is created in the HOMO follow a similar population
relaxation pattern regardless of the orbital into which the electron is excited (Figure S16).
Some of the initially excited S population transfers into the higher energy Se state (Figure
S16). This can occur because the HOMO-1 and HOMO lie close in energy. Similar transfer
of population from HOMO to HOMO-1 can occur regardless of the LUMO+n level

occupied by the electron (Figure S16). Analogously, relaxations of states where the hole
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is created in the HOMO-1 through HOMO-7 have similar relaxation patterns in their
population transfer plots (not shown).

For repopulation of the ground state, S; and Sz relax to the GS much faster than
states S3-Ss. It is easier for Si to relax to the GS than it is for S3-Ss to relax to the GS
because an electron in the LUMO has a smaller energy gap for recombination with the hole
in the HOMO during a S; decay to the GS compared to an electron in the LUMO+2 to
LUMO-+4 recombining with a hole in the HOMO during a S3-Ss decay to the GS.

Figure 10 and Table S8 give the decay constants for the simulations in which the
hole is initially created in HOMO through HOMO-7; these simulations differ based on the
orbital into which the electron is excited. The five hole relaxation simulations follow the
same trends regardless of where the electron is excited into.

hole relaxations
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Figure 10. Decay constant trend variation among the eight states for each hole relaxation
simulation. The legend gives the orbital where the electron is excited into; this excited

electron is kept constant throughout each simulation.

The states where the hole is created in HOMO-3 through HOMO-7 have the same
time constants regardless of the orbital into which the electron is excited. For the HOMO-
3, the population mainly relaxes into the HOMO-2, HOMO-1, and HOMO and some
population is also transferred into the HOMO-4 and HOMO-5 as well. For HOMO-4 to
HOMO-7, the main decay pathway is population transfer into the higher energy HOMOs

as these represent nearby intermediate states into which they can relax. Due to this reason,
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the HOMO-3 decay time constants are slightly longer than those for HOMO-4 to HOMO-
7. Thus, the hole relaxation trend for orbitals below the HOMO is decided by their decay
into other HOMOs as opposed to decay across the large HOMO-LUMO(+n) gap.

The time constants of states where the hole is created in the HOMO are different
from each other. That is, S; and S; can relax to the GS most quickly, while S3-Ss do not
have intermediate states that aid in relaxation. The same applies to the time constants of
states where the hole is created in HOMO-1 or HOMO-2. However, their time constants
do not vary much since all states have nearby intermediate states to relax.

These calculations were repeated a second time and the decay constants and curves
did not change appreciably (Tables S7 and S8). The study confirms that all separate
electron relaxations follow a similar trend while separate hole relaxations also follow a
common trend.

It is evident that the hole relaxations when the hole is created in HOMO-3 through
HOMO-7 are faster than the electron relaxations when the electron is excited into
LUMO+2 through LUMO+4. This occurs because the HOMOs below HOMO-3 are denser
than the LUMO+2, LUMO+3 and LUMO+4 (Figure 2). However, the electron relaxations
when the electron is excited into LUMO or LUMO+1 are comparable to or faster than the
hole relaxations when the hole is created in HOMO, HOMO-1 and HOMO-2.

In order to compare the overall dynamics (Table S5) with the separate electron and
hole relaxations, we divided the overall dynamics into four sections based on the notable
energy gaps between the LUMO+1 and LUMO+2 and between the HOMO-2 and HOMO-
3 in the electronic structure. First, the HOMO-LUMO and HOMO-LUMO+1 overall
relaxations are similar to the separate electron relaxations. Also, the relaxations of
excitations from HOMO-1 and HOMO-2 to LUMO and LUMO+1 have shorter decays
compared to the separate electron or hole relaxations. It suggests that the overall dynamics
of these states can arise from a mix of electron and hole relaxations. Secondly, relaxations
of excitations out of HOMO-HOMO-2 to LUMO+2-LUMO+4 are similar to the respective
separate electron relaxations. Next, the relaxations of the excitations out of HOMO-3-
HOMO-7 to LUMO-LUMO+1 are similar to the respective separate hole relaxations.
Then, the relaxations of the excitations out of HOMO-3-HOMO-7 to LUMO+2-LUMO+4
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have shorter decay times compared to the separate electron or hole relaxations. This could

be due to the presence of mixed electron-hole relaxations for these states.

Conclusions

The electronic relaxation dynamics in the cluster series, [Au2s(SR)1s]™! (R = CHs,
CoHs, CsH7, MPA, PET) [MPA = mercaptopropanoic acid, PET = CH>CH;Ph] were
investigated using the FSSH-TDKS method to understand the ligand effects on dynamics.
During the MD simulation, the electronic structure of R = MPA showed a smaller energy
gap between the LUMO+1 and LUMO+2 compared to the rest of the systems including
the SH model. For the core states, the GS growth times of the ligand systems are smaller
compared to the SH model. All of the ligated clusters including SH follow a similar trend
of decay times and the time constants are in range of 2-19 ps for the core states. Relaxation
dynamics on the ligated systems further confirm that the time constants observed
experimentally could originate from core-to-core transitions and not from core-to-semiring
transitions. The observed time constants are on the picosecond time scale which agrees
with the experimental time scale.

In the presence of higher excited states, systems with R = CH3, C2Hs, C3H7, and
PET demonstrate similar relaxations in the core states (S1-S¢) compared to the case in
which only core states were considered. The overall relaxation trend of R = CH3, CoHs,
CsH7, and PET systems is similar our minimal SH model relaxations where R = PET has
decay time constants close to the SH model relaxation. In R = MPA, the relaxations of the
core states showed slight differences in the presence of the higher states. The shift in the
S1-Se states by the energy correction could be more sensitive to the relaxations in R = MPA
than in the rest of the systems due to the small LUMO+1-LUMO+2 gap in its electronic
structure. This could be the reason for the involvement of S7 state in S; and S, state
relaxations for R = MPA. However, the S| state possesses the slowest decay (11-17 ps)
while S7 has a relatively longer decay (8-13 ps) in all ligated clusters.

In [Auzs(SCH3)15], the electron relaxation trend is decided by the decay of the
electron into other LUMOs as opposed to decay across the large HOMO(-n)-LUMO gap,
whereas hole relaxation trends are decided by the decay of holes into other HOMOs as

opposed to decay across the big HOMO-LUMO(+n) gap. The relaxations of excitations
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from lower energy HOMOs (HOMO-3 and lower) to core orbitals (LUMO, LUMO+1) are
dominated by hole relaxations, and relaxations of excitations from core orbitals (HOMO-
HOMO-2) into higher energy LUMOs (LUMO+2 and above) are dominated by electron
relaxations. The remainder of the state relaxations are a mix of both electron and hole

relaxations.
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