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ABSTRACT

To realize natural-looking virtual agents, one key technical chal-
lenge is to automatically generate nonverbal behaviors from spoken
language. Since nonverbal behavior varies depending on personal-
ity, it is important to generate these nonverbal behaviors to match
the expected personality of a virtual agent. In this work, we study
how personality traits relate to the process of generating individual
nonverbal behaviors from the whole body, including the head, eye
gaze, arms, and posture. To study this, we first created a dialogue
corpus including transcripts, a broad range of labelled nonverbal
behaviors, and the Big Five personality scores of participants in
dyad interactions. We constructed models that can predict each
nonverbal behavior label given as an input language representation
from the participants’ spoken sentences. Our experimental results
show that personality can help improve the prediction of nonverbal
behaviors.
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1 INTRODUCTION

In human communication, physical nonverbal behaviors, such as
nodding, head posture, facial expressions, hand gestures, and upper-
body posture, are used to express emotions and intentions [37, 39].
Therefore, it has been shown that enabling a virtual agent or robot
to express appropriate nonverbal behaviors not only improves their
natural appearance but also promotes conversation. For example,
nonverbal behaviors accompanying an utterance have the effect of
strengthening the persuasive power of that utterance, making it
easier for the other party to understand the content of the utterance
[27]. Thus, many studies have been conducted to enable virtual
agents to automatically generate appropriate nonverbal behaviors
[2,4,5,7,38,13, 16, 20, 22, 23, 25, 31, 33, 39, 41].

Human nonverbal behaviors vary greatly depending on the per-
sonality of the individual [29, 35]. Some studies demonstrate that
the Big Five affects some nonverbal behaviors [10, 18, 24, 35, 38].
Other previous studies demonstrated that humans can perceive
differences in the Big Five personality traits of agents on the basis
of differences in their nonverbal behaviors [32, 38, 40]. This sup-
ports the argument that humans would have a more natural and
positive impression on an agent if it generates nonverbal behaviors
consistent with its personality.

In this paper, we study how personality traits impact the genera-
tion of individual nonverbal behaviors. Our goal is to create a new
generation model that can predict nonverbal behaviors that reflect
an agent’s personality taken as input. To make this study possible,
we create a Japanese-dialogue corpus including transcripts, labelled
nonverbal behaviors, and Big Five scores of participants. This cor-
pus can be used to construct models that can predict nonverbal
behaviors on the basis of compiled representations of input spoken
languages. We study the impact of adding Big Five personality in-
formation to such prediction models. We especially focus on four
types of nonverbal behavior: eye gaze, head nod, hand gesture, and
upper-body posture.

2 RELATED WORK

2.1 Nonverbal Behavior Generation

Many attempts have been made to generate skeleton poses of hu-
mans during speaking, especially using speech information [2, 4,
5, 13, 14, 16, 23, 25, 39, 41]. These techniques can directly gen-
erate human-like nonverbal behaviors of agents designed with
skeletal information similar to humans. Moreover, several stud-
ies have estimated nonverbal behaviors using spoken languages
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[7, 8, 20, 22, 31, 33]. These studies worked on estimating the labels
of nonverbal behaviors. The technique of using spoken languages
is expected to be widely used for virtual agents that can talk with
users using voice or text modalities [19]. Also, appearances and
controllable body joints vary greatly depending on the design of
the virtual agents. Therefore, a model that can output nonverbal
behavior labels, which indicate what kind of behavior should be
performed, could be used for a wide variety of virtual agents.

Our work focuses on how Big Five personality information can
help models in automatically predicting nonverbal behavior labels
using spoken language for the first time.

2.2 Relationships between Personality Trait
and Nonverbal Behavior

Some research has demonstrated a relationship between the Big
Five personality traits, which are among the most well-accepted
indicators of personality and the most commonly used model of
personality in academic psychology, and nonverbal behavior with
statistical analysis. In detail, spatial nonverbal attributes such as
body attitude, gesture amplitude or expansiveness, behavior direc-
tion, smoothness, and fluency have been shown to be key indicators
of personality [29, 35]. Some research reported that extraversion
affects some nonverbal behaviors. For example, leaning the upper
body forward, tilting the head, energetic physical movement, and
eye contact and gesture rates are also positively correlated with
extraversion [10, 18, 24, 29, 35]. Moreover, Smith and Wang et al.
[38, 40] demonstrated that differences in hand and arm movements
depended on all Big Five indicators. These previous research re-
sults support the validity of our approach of using the Big Five for
automatically generating individual nonverbal behaviors.

2.3 Personality Trait and Nonverbal Behavior
in Virtual Agent

Some research [32, 38, 40] experimentally implemented different
nonverbal behaviors in virtual agents and evaluated how humans
can perceive personality from nonverbal behaviors. They demon-
strated that a human can perceive differences in personality traits
(Big Five) on the basis of the differences in the nonverbal behav-
ior of a conversational agent. These results support the belief that
humans have a more natural and positive impression toward an
agent when appropriate nonverbal behaviors are generated that
are related to the personality expressed by the agent. Therefore, for
nonverbal behavior generation for virtual agents, it is important to
consider personality traits.

3 CORPUS

To our knowledge, there is no corpus data that has time-series data
of participants’ verbal and various nonverbal behaviors and the Big
Five for Japanese dialogue. Therefore, we first constructed a new
dialogue corpus that includes these.

3.1 Verbal and Nonverbal Behaviors

We collected a corpus that includes verbal and nonverbal behaviors
and personality trait (Big Five) information from human dialogue.
We recorded 28 face-to-face conversations with 11 pairs of people.
Each pair had 2 or 3 conversation sessions. The participants were

Table 1: List of labels for predicted nonverbal behaviors

Behavior types # | Label list

Eye gaze 5 | person head, person body, center side,
under side, upper

Head nod none, 1, 2, 3, 4, more than 5
Head direction (yaw) center, side_s, side_1
Head direction (roll) center, tilt_s, tilt_1

Head direction (pitch) center, under_s, under_l, upper

Hand gesture none, iconic, metaphoric, beat, others

Nk [WwW|lw o

center, forward_ss, forward_s, forward m,
forward_l, backward_s, backward_1

Upper-body posture

Japanese males and females in their 20s to 50s who had never met
before. They sat facing each other.

To ensure that there was a variety of conversation topics, we
adopted two kinds of conversation. One was an explanation task
with a famous cartoon called “Tom & Jerry.” Just before starting a
conversation, the participants watched a cartoon short story a few
minutes long, and the characters did not speak. In each conversation
session, one participant explained the content of the cartoon to the
conversational partner within ten minutes. At any time during this
period, the partner could freely ask questions about the content.
The second conversation topic was a discussion on general topics
such as tax and social welfare balance. The participants had no
restrictions on remarks or topic changes.

We recorded the participants’ voices with a lightweight headset
microphone and video recorded the entire conversation. We also
took a video showing the upper body of each participant (recorded
at 30 Hz). In each conversation session, data on the utterances and
major nonverbal behaviors were extracted during the ten-minute
period (280 minutes in total) as follows (a list of extracted nonverbal
behaviors is shown in Table 1).

Utterances. A professional annotated utterance units using the
inter-pausal unit (IPU). Utterance intervals were manually extracted
from speech waves. A portion of an utterance followed by 200 ms of
silence was used as the unit of one utterance. We collected 6967 IPUs.
In Japanese, a “bunsetsu,” which consists of at least one content
word and zero or more function words, is the minimum unit that
conveys semantic content. In this study, we will refer to “bunsetsu”
as “phrase” hereafter, but it should be noted that “bunsetsu” in
Japanese is a smaller unit than a “phrase” in English. We used J-tag
[11], which is a general morphological analysis tool for Japanese,
to divide an IPU into phrases. We collected a total of 19,847 phrases.
The average phrase length was about 520 ms. The professional also
transcribed all of the utterances, and another one double-checked
the annotated IPUs and transcripts.

Eye gaze. We used the facial-image processing tool OpenFace
[36] to extract the eye gaze direction of participants from images
of a camera that was placed in front of each participant. From the
position of the camera and the seat of the participants, we calculated
the participants’ gaze direction toward the conversation partner.
On the basis of gaze direction, we classified the participants’ gaze
targets: the head, body, and side of the head of the conversation
partner, the lower half (the areas other than the participants below
the participants’ head), and the upper half (the area above the
person’s head).



Head direction. Using OpenFace on images of the participants
obtained from the video camera placed in front of the participants,
three-dimensional face orientation information, the angles of yaw,
roll, and pitch, were acquired. We treated the head tilts of these
three axes separately and divided each tilt by setting a threshold
value. When each of these angles was 10 degrees or less, the tilt
was labeled as center, 30 degrees or less as small (s), and over 30
degrees as large (1). However, in the upward direction of the head
pitch (upper), there was no large amount of data, so we integrated
the data classified as “upper”.

Head nod. Aheadnodisa gesture in which the head tilts in alter-
nating up and down arcs along the sagittal plane. A skilled annotator
annotated the nods by observing upper body and overhead views
in each frame of video. The annotated data was double-checked by
another person. We regarded continuous nodding within a certain
period as one nod event. The frequency (number) of nods was also
manually labeled as 1, 2, 3, 4, 5 or more.

Hand gesture. Hand gestures being performed were manually
annotated by one person and then double-checked by another per-
son. The start of one hand gesture is when the hand starts moving
from the home position. It also ends when the hand returns to the
home position, or just before another kind of hand gesture is started.
Hand gestures were classified into the following four major types
based on McNeil’s hand-gesture classification [28].

o Iconic: Gesture used to express scene depiction and motion.

e Metaphoric: This is a painterly and graphical gesture, but the
content being depicted is abstract, for example, the flow of time.

o Beat: Used to represent the tone of utterances and emphasizing
remarks such as by vibrating the hands and waving them in
accordance with speech.

o Others: Gestures other than the above.

Upper-body posture. Participants were seated during the con-
versations, and there was no significant change how they were
seated. For this reason, we extracted the forward and backward
posture of the upper body on the basis of the three-dimensional
position of the head. Specifically, we obtained the difference be-
tween the center position and coordinate position in the front-back
direction of the head position obtained using OpenFace. On the
basis of this positional information, the rotation of the upper body
was calculated, and we classified upper-body postures into seven
types of leaning posture. When the posture rotation was 10 degrees
or less forward, it was classified as center, 15 degrees or less as
micro small (forward_ss), 20 degrees or less as small (forward_s),
30 degrees or less as medium (forward_m), and over 45 degrees as
large (forward_l). When it was 10 degrees or less backward, it was
classified as center, 15 degrees or less, small (backward_s), and over
15 degrees, large (backward_l).

The temporal resolution of all verbal and nonverbal behavioral
data was unified to 30 Hz.

3.2 Personality Traits

To assess the Big Five scores for each individual in the collected
dialogues, 10 annotators were asked to carefully watch all conver-
sation videos and answer all questions in a questionnaire [21]. Each
dimension of the Big Five personality traits had a score from 1 to 7.

Score
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Figure 1: Distribution of Big Five scores of 22 participants

Figure 1 shows the distribution and box plot of each score of the Big
Five for the 22 participants. Our goal is to generate the nonverbal
behaviors of an agent from which users can perceive the personal-
ity traits of that agent. Although not all human personality traits
are observable in conversational behaviors [12], for our research
purposes, measuring the impression of a personality on the basis of
third-party observation is more appropriate than using self-report
scores. A similar method was used in [3].

In another piece of research [34], the authors collected person-
ality trait scores from over 900 Japanese people and reported that
the Extraversion score was widely distributed, but the distributions
of Agreeableness and Neuroticism were much narrower. Our Big
Five data in Figure 1 followed a very similar trend. We think that
our data is a small sample that well reflects the tendency of the Big
Five for Japanese people and is thus sufficient for our research.

We calculated the inter-rater agreement using the intraclass
correlation coefficient (ICC). The average ICC score of all Big
Five indicators was 0.668: ICC(2,10) = 0.362 for Openness (O),
ICC(2,10) = 0.748 for Conscientiousness (C), ICC(2,10) = 0.648
for Extraversion (E), ICC(2,10) = 0.836 for Agreeableness (A), and
ICC(2,10) = 0.748 for Neuroticism (N). The results suggest that the
data were reliable. We used the average values of the 10 annotators
as the participant’s Big Five indicator scores.

4 EXPERIMENTAL SETUP

For analyzing the importance of Big Five information in nonverbal

behavior, we implemented behavior generation models with/without
Big Five information for each behavior type defined in Section 2.1

(Table 1). All models used utterance language information. In Sec-
tion 4.1, we discuss the generation models and baselines that were

used to perform sequential tagging of nonverbal behavior labels.
We follow this up by detailing the implementation of our models

in Section 4.2.

4.1 Generation Models

Our main goal is to study the impact of each personality trait in
the Big Five vector on nonverbal behavior estimation. While nu-
merous architectures can be employed as the generation model,
our choice of a Bi-directional LSTM (or Bi-LSTM) [15] stems from
its ability to model temporal dynamics from a smaller number of
training samples. Furthermore, the two directions of processing can
model both future and past contexts, hence providing the neces-
sary information for gesticulation. The prediction of a sequence of
nonverbal behavior labels is a structured prediction problem with
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Figure 2: Our generation model using text and Big Five based
on Bi-LSTM+CRF model

text as input and structured labels (such as the start and end of a
nonverbal behavior label) as output. The prediction of structured
output labels has been shown to improve with a conditional ran-
dom field (CRF) layer on top of the Bi-LSTM [17, 26]. We used both
personality and text information to estimate the energy function
in a CRF layer that predicted the label for each nonverbal behavior
type [20] in Table 1. A summary of this model is shown in Figure
2. These models generated one nonverbal behavior label for each
phrase unit contained in the sentence. We extracted two kinds of
text features for each phrase:

word2vec. We used a well-known pre-trained Japanese word2vec!
using word information segmented by the morphological analyzer
JUMAN++ [30], a Japanese morphological analyzer. We used the
average vector of some 200 dimensional vectors of the word2vec
features obtained from verbs, nouns and general adjectives included
in phrases.

BERT. Spoken language was input to the BERT model for each
phrase, and the average vector of the BERT features of all mor-
phemes obtained from the final layer was used. We used one of the
well-known pre-trained Japanese BERT models? using the spoken
language information segmented by JUMAN++. With this method,
a 768 dimensional vector was extracted for each phrase.

We implemented the following six prediction models. The first
model always output the label with the highest number of sam-
ples in the training data (called “Baseline”), which was a strong
baseline for unbalanced datasets. The second did not use text fea-
tures but only used Big Five information (called “Big5 model”).
By comparing this model and the baseline, we investigated the
usefulness of nonverbal behavior generation with the Big Five
alone. The next two models used only word2vec or BERT features
(called “word2vec model” and “BERT model”). The final two
models used Big Five along with word2vec or BERT features (called
“word2vec+Big5 model” and “BERT+Big5 model”).

4.2 Implementation Details

The sequential text (spoken language) features of word2vec or
BERT, extracted from the phrases of the sentences, were adjusted
to the maximum number of phrases in the sentences in the training
set (which was 26 in our case). We used Keras [9] to train and
!https://github.com/singletongue/WikiEntVec/releases

Zhttp://nlp.ist.ikyoto-u.ac.jp/index.php?BERT%E6%97%A5%E6%9C%ACHES%AA%IE
Pretrained%E3%83%A2%E3%83%87%E3%83%AB

test all models. We observed that training always converged to
the best loss in the development set within five epochs or a wall
time of around two hours. For our models, we used the sequential
text features as an input to a Bi-LSTM layer with 50 units with
the non-linear activation rectified linear unit (or ReLU) [1]. The
50-dimensional vectors extracted from the Bi-LSTM were then
projected down to 20 dimensions by using a linear layer followed
by ReLU. In parallel, a 5-dimensional Big Five vector was projected
up to 20 dimensions by using a linear layer followed by ReLU to
model the dynamics amongst the individual personality traits in
the Big Five vector. Finally, these text and Big Five latent vectors
were concatenated at each time step before feeding the vectors to
the CRF layer for a structured prediction of the output labels. As
the data has imbalanced classes, we set class sample weights to the
inverse of the number of samples for each class in the training set

[6].

5 EXPERIMENT ON EFFECT OF BIG FIVE ON
NONVERBAL BEHAVIOR GENERATION
5.1 Effect of Big Five

First, we evaluated if the Big Five was useful for generating indi-
vidual nonverbal behaviors. To evaluate how well an individual
person’s nonverbal behavior labels could be estimated with the
models using only the data of other persons, we used a 22-fold
cross-validation (leave one-person out) technique with the data
from the 22 participants.

We averaged the F-measures over all testing folds, and the results
are shown in Table 2. By comparing the baseline and the models
only using text features, the F-measure of the models using text
features (word2vec and BERT models) were found to be significantly
higher than the baseline (all results of paired t-test were p < .01).
Therefore, text features such as the word2vec or BERT features were
useful for generating actual individual whole nonverbal behaviors
alone. By comparing the baseline and the models only using the Big
Five (Big Five model), the F-measure of the Big Five model was found
to be significantly higher than the baseline only for head direction
(roll) and hand gesture (results of paired t-test: £(21) = 4.82, p<.01
for head direction (roll); (21) =, p<.01 for hand gesture). Therefore,
the Big Five features were useful for generating individual head
rotation (roll) and hand gestures alone.

By comparing the models using only text features (word2vec and
BERT models) and the model additionally using Big Five features
(word2vec+Big5 and BERT+Big5 models), it was observed that the
word2vec+Big5 model had significantly higher F-measures than
the word2vec model did for only for the generation of eye gaze,
hand gesture, and upper-body posture (t(21) = 3.43, p<.01 for eye
gaze; t(21) = 1.76, p<.10 for hand gesture; t(21) = 2.39, p<.05 for
upper body). The model using the Big Five (BERT+Big5 model)
had statistically higher F-measures than the model without the
Big Five (BERT model) for only the generation of eye gaze, head
nod, and upper-body posture (¢(21) = 2.50, p < .01 for eye gaze;
t(21) = 2.61, p<.05 for head nod, for hand gesture; £(21) = 6.39,
p<.05 for upper-body posture). Therefore, the Big Five information
was useful for generating several individual nonverbal behavior
labels such as eye gaze, head nod, hand gesture, and upper-body
posture when using word and sentence representation.



Table 2: Mean and standard deviation of F-measure score for each type of nonverbal behavior generation model from 22-
hold leave-one-person-out cross-validation. Results of paired t-test for three pairs of two conditions under Baseline vs Big5,
word2vec vs word2vec+Big5, and BERT vs BERT+Big5 are shown in [ ] brackets. Results of paired t-test for each type of behavior
under word2vec vs BERT+Big5 are shown in < > brackets. (**: p<.01, *: p<.05, 'z p<.10)

Baseline Big5 word2vec word2vec+Big5 BERT BERT+Big5
Eye gaze 0496 % 0.145 |  0.510 £ 0.256 0517 £0.236 | 0.540 +0.235 **T || 0531 £ 0.242 0.552 + 0.237 [*]
Head direction (yaw) | 0.472+0.169 |  0.478 = 0.297 0.493 0275 |  0.491£0.276 0.498 + 0.273 0.491 * 0.268
Head direction (roll) | 0.607 +0.124 | 0.653 + 0.274 [**] || 0.672£0.207 |  0.673 £ 0.207 0.671 £ 0.206 0.669 * 0.204
Head direction (pitch) | 0.430 +0.132 |  0.441 + 0.249 0.444 0227 |  0.444 £ 0.226 0.444 * 0.226 0.444 + 0.226
Head nod 0.352£0.046 | 0.377 £ 0.074 0.357 £ 0.071 0.395 + 0.090 0.372 + 0.071 0.407 + 0.071 [*]
Hand gesture 0.409 = 0.104 | 0.488 + 0.119 [** || 0502 + 0.137 | 0.523 +0.125 [T] || 0.506 + 0.097 0.514 + 0.137
Upper-body posture | 0.281 +0.102 |  0.280 + 0.222 0.265 +0.185 | 0.321+0.212 [*] || 0316 +0.229 | 0.340 = 0.235 [**}.<7>

Table 3: Mean and standard deviation of F-measure score for each type of nonverbal behavior generation model from leave-
one-person-out cross-validation. BERT+Big5 model was used for eye gaze, head nod, and upper-body posture generation.

word2vec+Big5 model was used for hand-gesture generation.

w/o O w/o C w/o E w/o A w/o N w/ All (OCEAN)
Eye gaze (w/ BERT+Big5) 0.529 + 0.245 * 0.583 £ 0.240 0.582 + 0.241 0.578 £ 0.238 0.581 + 0.239 0.552 + 0.237
Head nod (w/ BERT+Big5) 0.383 £ 0.064 0.391 £ 0.058 0.385 + 0.051 | 0.377 £0.072 0.376 = 0.063 0.407 = 0.707
Hand gesture (w/ word2vec+Big5) 0.493 £0.123* | 0.471+0.136 T | 0.529 +0.120 | 0.493 +0.133 ¥ 0.517 £ 0.119 0.523 £ 0.125
Upper-body posture (w/ BERT+Big5) | 0.284 + 0.174 T 0.297 £ 0.199 0.292 £0.189 | 0.294 + 02127 | 0.274 +0.184 0.340 = 0.235

We compared the performance of the word2vec+Big5 model
and BERT+Big5 model to find the best performing model. As a
result, the performance of the BERT+Big5 model for only upper-
body posture generation was determined to have a trend that was
significantly higher than that of the word2vec+Big5 model. This
result suggests that BERT features are more useful than word2vec
features for generating upper-body posture labels when using Big
Five information (¢(21) = 1.82, p < .10). When generating other
nonverbal behavior labels, word2vec and BERT are no different in
terms of their usefulness.

5.2 Effect of Each Big Five Indicator

The analysis in the previous section revealed that the Big Five
helped generate nonverbal behaviors, such as eye gaze, head nod,
hand gesture, and upper-body posture. Next, we verified which
of the Big Five indicators is useful for generating which type of
behavior. As a method for analysis, we constructed models that did
not use one of the indicators from among the five indicators and
compared the performance between them and models using all in-
dicators. Since the BERT+Big5 model had the highest performance
in terms of predicting eye gazes, head nods, and upper-body pos-
tures, and the word2vec+Big5 model had the highest performance
in terms of predicting hand gestures, we used these models for this
analysis. We constructed five models that generated each of the
four nonverbal behavior labels, that is, for eye gazes, head nods,
hand gestures, and upper-body postures. If a model that did not
use an indicator performed statistically poorer than a model that
used all indicators, it would be revealed that the unused indicator
is useful for generating nonverbal behavior. The same method as in
the previous section was used to build and evaluate the generation
models.

The results are shown in Table 3. Regarding the performance
in eye gaze generation, the model without the Openness indicator

(w/o O) was significantly lower than the model using all indicators
(w/ All) (£(21) = 2.56, p<.05). There was no difference between
the models excluding the other indicators and the model using
all indicators (w/ All). These results suggest that the Openness
indicator is useful for generating individual eye gaze behavior.

Regarding the performance in head nod generation, the model
without the Agreeableness indicator (w/o A) tended to be signifi-
cantly lower than the model using all indicators (w/ All) (¢(21) =
1.76, p<.10). This result suggests that the Agreeableness indicator
is useful for generating individual head nod behavior.

For the performance in hand gesture generation, the models
without the Openness, Agreeableness, and Conscientiousness in-
dicators (w/o O, w/o A, and w/o C) were significantly lower than
the model using all indicators (w/ All) (¢(21) = 2.14, p<.05 for w/o
O; t(21) = 1.90, p<.10 for w/o A; t(21) = 1.76, p<.10 for w/o C).
This result suggests that the Openness, Agreeableness, and Con-
scientiousness indicators are useful for generating individual hand
gesture behavior.

For the performance in upper-body posture generation, the mod-
els without the Openness, Agreeableness, and Conscientiousness
indicators (w/o O, w/o A, and w/o C) were significantly lower than
the model using all indicators (w/ All) (#(21) = 1.95, p<.10 for
w/o O; t(21) = 1.91, p < .10 for w/o A; t(21) = 2.02, p<.10 for
w/o C). This result suggests that the Openness, Agreeableness, and
Conscientiousness indicators are useful for generating individual
upper-body postures.

6 ANALYSIS ON RELATIONSHIP BETWEEN
BIG FIVE INDICATORS AND NONVERBAL
BEHAVIORS

In the previous section, we clarified which indicator has the poten-

tial to be useful in generating nonverbal behaviors. Finally, we ana-
lyzed the relationship between these indicator scores and nonverbal
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Figure 4: Occurrence probability of head nod label for two
groups who had high or low Agreeableness (A) score.

behavior in detail. As a method for analysis, the 22 participants
were divided into three groups of high (7 people), middle (8 peo-
ple), and low (7 people) scores for each indicator. We compared the
occurrence probability of nonverbal behavioral labels for phrases
between the high and low groups, and this was done for each in-
dicator that was useful for nonverbal behavior label generation in
Section 5.

Relationship between Openness and eye gaze. Since the Open-
ness (O) score is useful in eye gaze generation, we compared the
occurrence probability of eye gaze labels between the high and low
Openness score groups as shown in Figure 3. A chi-square was
used to verify whether there was a difference in the probability
between the two groups. As a result, there was significant differ-
ence between them (y?(4) = 300.4, p<.01). In addition, a residual
analysis was performed to verify which label was different between
the two groups. The results are shown in Figure 3. The probability
for “person head” was higher in the high score group than the low
score group. Conversely, the probabilities for “person body,” “center
side,” and “upper” were higher in the low score group than the
high score group. These results suggest that those who had a high
Openness score tended to look at a person’s head more than those
who had a low score.

Relationship between Agreeableness and Head Nod. Since
the Agreeableness (A) score is useful in head nod generation, we
compared the occurrence probability of head nod labels between
the high and low Agreeableness score groups as shown in Figure 4.
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Figure 5: Occurrence probability of hand gesture label for
two groups who had high or low scores for Openness (O),
Conscientiousness (C), and Agreeableness (A)

There was significant difference in the probabilities between the
two groups (y%(5) = 185.8, p<.01). The result of a residual analysis
is shown in Figure 4. The probability for “2,” “3,” and “4” (number of
nods) was higher in the high score group than the low score group.
Conversely, the probability for “none” was higher in the low score
group than the high score group. These results suggest that those
who had a high Agreeableness score tended to perform head nods
two to four times more than those who had a low score.

Relationship between Openness, Conscientiousness, Agree-
ableness, and Hand Gesture. Since the Openness (O), Conscien-
tiousness (C), and Agreeableness (A) scores are useful in hand-
gesture generation, we compared the occurrence probability of
hand gesture labels in each group of high and low Openness, Con-
scientiousness, and Agreeableness scores as shown in Figure 5.
There were significant differences in the probabilities of hand ges-
ture labels between the high and low Openness, Conscientiousness,
and Agreeableness groups (y?(4) = 90.4, p<.01 for O; y?(4) = 46.8,
p<.01 for C; y?(4) = 113.8, p<.01 for A). The result of a residual
analysis is shown in Figure 5.

The occurrence probabilities for “iconic” and “beat” were higher
in the high score group for Openness (O) than the low score group.
Conversely, the probabilities for none and others were higher in
the low score group for Openness than the high score group. These
results suggest that those who had a high Openness score tended to
perform iconic and beat gestures more frequently than those who
had a low score.

The occurrence probabilities for “beat” and “metaphoric” were
higher in the high score group for Conscientiousness (C) than the
low score group. Conversely, the occurrence probability for none
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Figure 6: Occurrence probability of upper-body posture la-
bel for two groups who had high or low scores for Openness
(O), Agreeableness (A), and Neuroticism (N)

was higher in the low score group than the high score group. These
results suggest that those who had a high Conscientiousness score
tended to perform beat and metaphoric gestures more than those
who had a low score.

The occurrence probabilities for beat and metaphoric were higher
in the high score group for Agreeableness (A) than the low score
group. Conversely, the probabilities for none and others were higher
in the low score group for Agreeableness than the high score group.
These results suggest that those who had a high Agreeableness
score tended to perform iconic and beat gestures more than those
who had a low score.

Relationship between Openness, Agreeableness, and Neu-
roticism and Upper-body Posture. Since the Openness (O), Agree-
ableness (A), and Neuroticism (N) scores are useful in upper-body
posture generation, we compared the occurrence probability of the
upper-body posture labels in each group of high and low Open-
ness, Agreeableness, and Neuroticism scores as shown in Figure
6. There were significant differences in the probabilities of the
upper-body posture labels between the high and low groups for
all three (x%(6) = 2425.0, p<.01 for O; y%(6) = 2023.7, p<.01 for
C; x%(6) = 752.9, p<.01 for A). The result of a residual analysis is
shown in Figure 6.

The occurrence probabilities for “center” were higher in the
high score group for Openness (O) than the low score group. Con-
versely, the probabilities of “forward_1,” “forward_m,” “forward_s,”
“forward_ss,” “backward_s,” and “backward_l” were higher in the
low score group than the high score group. These results suggest
that those who had high Openness scores tended to keep their

upper-body posture in the center more than those who had a low
score.

The occurrence probabilities of “forward_l,” “forward_m,” “back-
ward_s,” and “backward_1" were higher in the high score group for
Agreeableness (A) than the low score group. Conversely, the proba-
bilities of “forward_ss” and “center” were higher in the low score
group for Agreeableness than the high score group. These results
suggest that those who had high agreeableness scores tended to
tilt the upper body backward and largely forward more than those
who had a low score.

The occurrence probabilities of “forward_ss,” “backward_s,” and
“backward_1” were higher in the high score group of Neuroticism
(N) than the low score group. Conversely, the probabilities of “for-
ward_1” and “forward_m” were higher in the low score group than
the high score group. These results suggest that those who had
high neuroticism scores tended to tilt the upper body backward
and slightly forward more than those who had a low score.

7 DISCUSSION

The analysis of the results presented in Sections 5 and 6 suggests
that the Big Five personality traits are useful for generating individ-
ual nonverbal behaviors on the basis of eye gaze, head nods, hand
gestures, and upper-body postures. It was interesting that personal-
ity was not as useful for generating the head directions of yaw, roll,
and pitch in our experiments. One possibility is that the differences
may not have been noticeable since we created head labels from
the average head position for each phrase. An interesting follow up
analysis would be to study more detailed representations of head
movements.

Previous research mainly demonstrated that there is a strong
relationship between the Extraversion (E) indicator and nonverbal
behaviors [10, 18, 24, 35]. It is interesting that we did not observe the
same relationship with Extraversion. In our experimental results in
Section 5.2, Extraversion was not useful in improving the prediction
models for individual nonverbal behaviors. The reason could be
due to cultural differences or a small amount of data.

We found interesting new trends with the other four indicators
of Openness (O), Conscientiousness (C), Agreeableness (A), and
Neuroticism (N). As an example, Agreeableness was associated
with the most nonverbal behavior types, such as head nods, hand
gestures, and upper-body postures. With higher Agreeableness, we
observed more head nodding, iconic and beat gestures, and tilting
of the upper body backward and largely forward. These results
are consistent with the results of previous studies that analyzed
the function of nonverbal behaviors. Head nodding is known to be
used to approve other people’s remarks and convey a positive mes-
sage [37]. Regarding why more hand gestures and body postures
occurred, making many hand gestures and leaning forward can be
understood as the act of agreeing with and showing approval to a
dialogue partner [29, 35]. Those who were high in Agreeableness
seemed to have a tendency to do this.

We only dealt with Japanese dialogue data. Similar validation,
using dialogue data from different languages and cultures, would be
an interesting future research topic. We plan to analyze this in more
detail with a larger dataset in the future since the ICC score for
Openness (O) was the lowest (0.362) among all of the five indicators



in our corpus and Extraversion (E) was not useful for individual
nonverbal behaviors generation.

Our generation model uses the five indicators of the Big Five as
inputs simultaneously. Therefore, our model can combine the scores
of the indicators to generate appropriate nonverbal behaviors. We
have demonstrated the possibility of automatically generating full-
body nonverbal behaviors that match an agent’s personality from
spoken language on the basis of the agent’s Big Five personality
traits set by the agent designer. In the future, we will collect a
larger dataset and further improve our generation model. We will
also evaluate whether users can perceive differences in an agent’s
personality from nonverbal behaviors in a similar way to [32, 38,
40].

8 CONCLUSION

In this paper, we demonstrated that the Big Five personality traits
are useful when generating individual nonverbal behaviors includ-
ing eye gaze, head nodding, hand gestures, and upper-body posture.
In detail, the Openness (O) indicator may be useful for generating
eye gaze, the Conscientiousness (C) indicator is useful for gener-
ating hand gestures, the Agreeableness (A) indicator is useful for
generating head nods, hand gestures, and upper-body posture, and
the Neuroticism (N) indicator is useful for generating upper-body
posture. As future work, we would like to perform analysis the
impact of personality traits for nonverbal behavior generation in
more detail, especially Openness (O) and Extraversion (E), with
a larger dataset. We will add speech information as input to our
language-based nonverbal behavior generation model.
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