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Abstract— The size of a high-density-camera-array (HDCA)-
based light field image (LFI) is usually very large, containing
hundreds of high-resolution views. Therefore, there is an urgent
need to efficiently compress it. Currently, no compression algo-
rithms, specially, for the HDCA-based LFI have been designed.
In this paper, we propose an algorithm based on a quadtree-based
2D hierarchical coding framework for the HDCA-based LFI
data compression. The proposed framework has the following
contributions. First, we organize the views of the HDCA-based
LFI into a quadtree-based coding structure. Under this structure,
all of the views are divided into four quadrants at the first level.
Each quadrant is further sub-divided into four quadrants at each
subsequent level. The process continues until the desired depth
is reached. This quadtree-based coding structure can make full
use of the strong inter-view correlations to improve the coding
efficiency. In addition, the proposed quadtree-based structure
can be easily extended to a general 2D hierarchical structure
with variable group of pictures (GOP) sizes to adapt to the
reference frame buffer constraint. Second, we try to improve the
performance of the 2D hierarchical coding framework using the
distance-based criteria for both the reference frame selection and
motion vector scaling. Third, a one-pass optimal bit allocation
scheme is proposed to further optimize the performance by taking
the quality dependencies among various views into consideration.
The proposed framework is implemented in the newest video
coding standard, high efficiency video coding (HEVC). The
experimental results show that the proposed quadtree-based 2D
hierarchical coding framework can achieve an average of over
25% bitrate saving compared with the 1D hierarchical coding
structure.
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I. INTRODUCTION

T
HE light-field image (LFI) [1], also known as the plenop-

tic image, contains the information not only about the

intensity of the light in a scene but also the light rays in space.

Therefore, the LFI is a very promising solution for many

areas of 3D research such as 3D television [2] and medical

imaging [3]. There are two common types of LFI data capture

methods, lenslet-based LFI, and high-density-camera-array-

based (HDCA-based) LFI. As their names imply, the lenslet-

based LFI operates by placing an array of micro-lenses in

front of a conventional image sensor, while the HDCA-based

LFI uses multiple camera arrays. The lenslet-based LFI is

simple and cheap, but it sacrifices the spatial resolution

to improve the view resolution. The HDCA-based LFI is

more expensive, but guarantees both high spatial and view

resolutions.

Due to the high spatial and view resolutions, the need for

compressing the HDCA-based LFI is much higher. Currently,

the ISO/IEC SC29WG11 JPEG Pleno standardization group

(JPEG Pleno) [4], [5] is making efforts to develop a standard

on LFI compression. For a typical HDCA-based LFI in the

JPEG Pleno dataset from Fraunhofer IIS [6], the view res-

olution is 101 × 21, the spatial resolution of each view is

3840 × 1920, and the bit depth of each pixel is 10. Therefore,

the size of such a LFI can be as large as 100G Bytes. Fig. 1

shows four typical views of a HDCA-based LFI. We can

obviously see from Fig. 1 that different views are very similar

to each other, which means that there are lots of redundancies

among various views. In this paper, we will try to take full

advantage of these correlations to compress the HDCA-based

LFI efficiently.

The current researches on LFI compression can be

roughly divided into two groups according to different

types of LFIs: the lenslet-based LFI compression and the

HDCA-based LFI compression. The lenslet-based LFI com-

pression methods can be further divided into two groups:

the self-similarity-based method [7], [8] and the pseudo-

sequence-based method [9], [10]. The self-similarity-based
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Fig. 1. Four corner views of a 21 × 21 camera array cropped from the
HDCA-based LFI Set2.

framework tries to compress the LFI using the image com-

pression framework, while the pseudo-sequence-based method

decomposes the LFI into multiple views and uses the video

compression framework. Since the HDCA-based LFI has mul-

tiple views, the pseudo-sequence based method seems to be a

natural fit. Nevertheless, the state-of-the-art pseudo-sequence-

based method [10] is unsuitable for the HDCA-based LFI

for the following reasons. First, since the spatial resolu-

tion of various views of a lenslet-based LFI is very small,

the previous works usually organize all the views as a

group of pictures (GOP). However, this method is unsuit-

able for the HDCA-based LFI compression due to the ref-

erence frame buffer constraints. As the spatial resolution

of the HDCA-based LFI increased, continued storage of

the previously coded frames in the reference frame buffer

becomes infeasible. Second, the bit allocation algorithm pro-

vided in [10] can lead to better R-D performance, however,

it introduces multi-pass encoding. The multi-pass encoding

problem is much more serious for the HDCA-based LFI since

the complexity of the one-pass encoding is already quite

large. We believe that the multi-pass encoding problem can

be managed, since many views of the HDCA-based LFI are

similar.

The most typical work for the HDCA-based LFI

compression [11] organizes all the views into a multi-view

sequence and compresses them using the multi-view HEVC

(MV-HEVC). However, as the MV-HEVC is designed for

the multi-view sequences instead of the HDCA-based LFI,

it presents the following disadvantages when it is applied to

the LFI compression.

• The MV-HEVC is not flexible enough to fully exploit

the correlations among various views in the HDCA-based

LFI. Both the reference structure and the encoding struc-

ture suffer in various ways. For the MV-HEVC reference

structure, the current frame can only use the frames with

the same POC or the same view index as references. The

HDCA based LFI will suffer from this approach since

the diagonal high-quality references are quite similar

and can lead to significant gains in coding efficiency.

For the MV-HEVC encoding structure, the number of

views is restricted by the number of vertical cameras

in the camera arrays. As the number of vertical camera

increases, the number of high resolution views in the

vertical direction increases. This increases the size of the

reference buffers, which will have a natural upper limit

due to the processing capabilities.

• In MV-HEVC, the view correlations are considered less

important than the inter correlations. For example, dif-

ferent views with the same POC may lead to inaccurate

motion predictions, yet, the frame-to-frame predictions

are accurate. In the HDCA-based LFI, this issue should

be addressed by considering both horizontal and vertical

views equally.

• The bit allocation algorithm in the MV-HEVC is unsuit-

able for the HDCA-based LFI. The very high correlations

among various view in HDCA-based LFI cannot be

captured by the current bit allocation algorithms designed

for MV-HEVC.

Therefore, in this paper, we propose a quadtree-based 2D

hierarchical coding framework to compress the HDCA-based

LFI. We implement a modified High Efficiency Video Coding

(HEVC) [12] encoder and decoder for the proposed frame-

work. The proposed framework mainly has the following

contributions.

• We organize all the views of the HDCA-based LFI into

a quadtree-based coding structure. Under this structure,

all of the views are divided into four quadrants at the

first level. Each quadrant is further sub-divided into four

quadrants at each subsequent level. This process contin-

ues until the desired depth is reached. The quadtree-based

coding structure is able to fully exploit the correlations

among various views to improve the coding efficiency.

In addition, it can be easily extended to a general 2D

hierarchical coding structure with variable GOP sizes.

The GOP size is selected to accommodate a reference

buffer size that will achieve the best performance.

• We improve the 2D hierarchical coding framework

using the distance-based criteria for both the reference

frame selection and motion vector (MV) scaling. The

distance-based reference frame selection can put the

frames with higher correlations to the current frame in

the earlier positions of the reference picture lists to save

the bits for the header information. The distance-based

MV scaling process can estimate the MV between various

views very accurately due to the regular structure of the

HDCA-based LFI.

• We further optimize the 2D hierarchical coding frame-

work using a one-pass optimal bit allocation algorithm.

Through utilizing the correlations among various views,

quality dependencies can be predicted from previous

GOP, and thus multi-pass encoding can be avoided. This

scheme can improve performance without an increase in

complexity.

Note that we have proposed the distance-based reference

frame selection and MV scaling in our previous work for

the lenslet-based LFI [10]. Since the motions between various

views in HDCA-based LFI are more regular than for the

lenslet-based LFI, using distance-criteria can lead to better per-

formance. Therefore, we propose using distance-based criteria

to further improve the 2D hierarchical coding structure.
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The rest of this paper is organized as follows. In Section II,

we will review some related works on LFI compression. Then

we will introduce the proposed HDCA-based LFI compres-

sion framework including the quadtree-based coding structure,

the distance based reference management, and the MV scaling

in Section III. The one-pass optimal bit allocation algorithm

will be introduced in Section IV. We will show the detailed

experimental results in Section V to demonstrate the effective-

ness of the proposed algorithms. Finally, we will conclude the

whole paper in Section VI.

II. RELATED WORK

A. Lenslet-Based LFI Compression

The lenslet-based LFI compression can be divided into

two groups: the self-similarity-based method and the pseudo-

sequence-based algorithm. As its name implies, the self-

similarity-based method incorporates the self-similarity

compensated prediction and estimation, which can substan-

tially exploit the correlations in the LFI, into the existing image

compression framework. For example, Conti et al. [13] first

introduced the concept of self-similarity to H.264/Advanced

video coding [14] to compress the LFI efficiently. This

work was then extended to HEVC to take advantage

of flexible partitions [7]. Most recently, the bi-directional

self-similarity compensated prediction [15] was introduced to

the self-similarity based framework to further improve the

coding efficiency. Template matching [16] was also used to

find multiple similar blocks to get a combined prediction

block to improve the prediction accuracy. In addition to

the translational motion model, Monteiro et al. [17] pro-

posed to use the high-order geometric transform to predict

each block more accurately. Furthermore, the macro-pixel

in LFI is not aligned with the standard-based coding struc-

ture which may lead to degraded compression performance.

Jin et al. [18] proposed reshaping the image to align the

macro-pixel with the grids of the block-based image compres-

sion structure. Other advanced prediction modes have been

proposed in [19], which also aim to improve the compression

performance.

The pseudo-sequence-based algorithm decomposes the LFI

into multiple views and organizes all the views into a pseudo

sequence to utilize the efficient inter predictions in the video

coding framework. For example, Perra and Assuncao [20] pro-

posed dividing the LFI into multiple tiles and organizing them

into a sequence. The correlations between the frames were

then exploited using the HEVC inter prediction. Liu et al. [9]

first proposed decomposing the LFI into multiple views and

organizing them into a sequence. The sequence was then

encoded using a pre-defined 2D hierarchical coding structure.

Li et al. [10] further considered the encoding orders, the refer-

ence frame management, and the bit allocation to optimize the

2D hierarchical coding structure as much as possible. Instead

of the hierarchical coding order, Hariharan et al. [21] intro-

duced the circular reordering to generate a pseudo sequence

which is more suitable for the low delay coding structure.

Zhang et al. [22] investigated a sift-based reference frame

selection to optimize encoding. Ahmad et al. [23] directly

treated the LFI as a multiple view sequence and compressed

it using MV-HEVC [24].

Rather than applying any of the variations of HEVC directly

to the LFI, Jiang et al. [25] proposed first computing a

homography-based low-rank representation of the LFI. They

then coded this representation and corresponding disparity

information using HEVC. Since lenslet-based LFIs are dense,

methods where they are split into encoding and synthesizing

subsets have been proposed. Zhao and Chen [26] proposed

encoding half of the views using the video compression

standard while synthesizing the other half using a linear

approximation method. Chen et al. [27] proposed deriving

some structural key views from the original LFI and predicting

other views using sparse coding methods. Tabus et al. [28]

proposed compressing some key views and corresponding

depth maps, then using these to synthesize additional views in

the decoder. Even more compression-based research focused

on convex optimization-based bit allocation and adaptive loop

filtering have been proposed in [29] and [30].

B. HDCA-Based LFI Compression

Many works have proposed using currently existing com-

pression methods to encode the HDCA-based LFI. Zhu

et al. [31] proposed computing the correlations between the

views of large camera arrays using a distributed compression

scheme. Some views were acquired using JPEG [32] and the

other views were compressed using Wyner-Ziv encoders [33].

Ahmad et al. [11] proposed treating the views with different

horizontal axis as different frames, and the views with the

same horizontal axis but different vertical axis as multiple

views of one frame. All the views were organized into a

multi-view sequence and encoded using MV-HEVC [24]. The

MV-HEVC-based method achieves much better compression

performance compared with HEVC. However, it has not fully

considered the characteristics of HDCA-based LFI as we have

analyzed in Section I. Therefore, it is unable to fully exploit

the correlations among various views of the HDCA-based LFI

and optimize the compression performance.

Other related works focused on smaller sized data sets.

Adhikarla et al. [34] proposed a fast and efficient data reduc-

tion approach for MCLF display systems. However, this

approach directly drops data in the acquisition side of the

system, which is unsuitable for the general compression and

transmission applications. Cornwell et al. [35] introduced a

combined global perspective motion and local affine motion

model to characterize the complex motions among various

views for the small camera array. However, those methods

are not well suited for the HDCA-based LFI, for which the

motions can be well approximated by the translational motion

model.

III. PROPOSED HDCA-BASED LFI

COMPRESSION FRAMEWORK

The proposed HDCA-based LFI compression framework

can be roughly divided into two parts. We will first describe

the quadtree-based coding structure in subsection III-A. Then
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Fig. 2. This figure depicts the 21 × 21 views to be compressed. The views are assigned picture order count 0 to 440 shown in the figure. All the views are
first divided into 4 quadrants as indicated by the yellow rectangles. The quadrants are further divided into 16 GOPs as indicated by the blue rectangles.

we will introduce the distance-based reference frame selection

and MV scaling in subsection III-B.

A. Quadtree-Based Hierarchical Coding Structure

Taking the 21×21 views derived from the 101×21 dataset

as an example, the proposed quadtree-based coding structure is

shown in Fig. 2. In Fig. 2, each square image represents a view

taken by a camera in the corresponding spatial position. All the

views are first split into 4 quadrants as indicated by the yellow

rectangles. Each quadrant will be further split into 4 GOPs as

shown by the blue rectangles. In the following descriptions,

we will consider the 4 zones after the first split as quadrants,

and the 16 zones after the second split as GOPs. In this way,

all the views are divided into 16 GOPs using split depth 2.

At each split depth, we assign the picture order count (POC)

to all views GOP by GOP in a counter-clockwise order,

as shown in Fig. 2. For example, the first GOP is assigned

POCs 0 to 35 and the following GOP is assigned POCs 36

to 65. Within each GOP, the POC is assigned from top left to

bottom right with the POC increases one by one in the vertical

direction.

In such a quadtree-based coding structure, there are two

points to be further clarified. First, the POC here is just a

symbol to represent each view instead of the display order

in general videos. Therefore, we build a coordinate system

for the spatial positions of each view, which will be used for

the distance-based reference frame selection and MV scaling

algorithms in the next subsection. In the coordinate system,

the coordinates of the top left view, the top right view,

the bottom left view, and the bottom right view are (0, 0),

(20, 0), (0, 20), and (20, 20), respectively. Second, such a

coding structure can be easily applied to other HDCA-based

datasets with a different number of views by setting different
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Fig. 3. GOP and quadrant encoding order.

split depths and GOP sizes. The larger camera arrays will have

larger split depths and vice versa.

Using the proposed quadtree-based hierarchical coding

structure, all the views will be encoded GOP by GOP. In the

proposed algorithm, a counter-clockwise order is used in each

split depth to encode all the quadrants and GOPs, as shown

in Fig. 3. The arrows in the figure reflect exactly the order

we used to encode all the GOPs. Compared with the raster

scan, the counter-clockwise order has better chance of keeping

reference frames that are in close proximity to the current

frame in the reference frame buffer. Compared with the zig-zag

scan, the counter-clockwise order is more likely to include

frames along the horizontal axis, thereby, keeping frames in

close proximity in the reference frame buffer.

Within each GOP, the depth-first hierarchical coding order is

used to make full use of the reference frame buffer. Taking the

first GOP from Fig. 2 as an example, the hierarchical coding

orders are shown in Fig. 4. The number in the rectangles means

the encoding order of the corresponding view. Note that the

column-based encoding order, in which we encode one column

after another, is used in our implementation. There are no

obvious differences whether the column-based encoding order

or the row-based encoding order is used. In both the horizontal

and vertical directions, the proposed encoding order is 0, 5, 2,

3, 1, and 4 following the hierarchical coding structure. To be

more specific, we will first encode the 0th and 5th row. Then

according to the hierarchical coding structure in the horizontal

direction, we will encode the 2nd and 3rd row followed by

the 1st and 4th row. Within each row, the order of 0, 5, 2, 3,

1, and 4 is also used. The encoding orders of the other GOPs

are similar to that of the first GOP. In essence, the other GOPs

can be considered as the first GOP without the first column,

the first row, the last column, or the last row. The frames are

encoded in the same order as the first GOP with the positions

of the missing frames ignored.

After determining the encoding orders, we will then decide

the reference relationship of all the views. As shown in Fig. 4,

all the views are divided into 5 temporal layers according to

their positions in each GOP.

Fig. 4. Encoding order and reference relationship of a typical GOP.

• The corner frames with red squares. These frames are

the so-called key frames. The key frames and the frames

within the spatial positions of the key frames build a GOP.

The key frames will not only be referenced by the frames

in the current GOP but also by the frames in the other

GOPs.

• The frames with yellow squares. These frames are

the second most frequently referenced frames. They will

be referenced by all the other frames in the current GOP

except for the red frames.

• The frames with green squares. These frames are the third

most frequently referenced frames. In the 1st and 4th

column, they are in the lowest temporal layer and will be

referenced by all the frames in the same column.

• The frames with blue squares. These frames are the least

referenced frames. They will only be referenced by the

other frames with blue squares and the frames with black

squares.

• The frames with black squares. These frames are the

non-reference frames.

Note that all the other frames except for the key frames

will only be referenced by the current GOP in the proposed

hierarchical structure. At the beginning of encoding each GOP,

we will re-initialize the reference buffer with only the key

frames. For example, when encoding the key frame 116, which

is the first frame to be encoded in the 4th GOP, we will

initialize the reference frame buffer as (30, 35, 40, 65, 90, 95).

The key frames 0 and 5 have already been popped out of

the reference frame buffer since they have relatively larger

distances with all the frames to be encoded.

In the experiments, we set the maximum number of ref-

erence frames as 16 to satisfy the reference frame constraint

provided by HEVC. When the number of reference frames is

full, we will always keep the key frames which may still be

used by the current GOP and the other GOPs in the future. The

other frames, which are not as important as the key frames,

will be popped out of the reference frame buffer with the order

of first-in-first-out. Also, in accordance with the encoding

order, we also use the vertical direction as the main direction

when considering the reference relationship. As can be seen

from Fig. 4, we always guarantee the complete hierarchical
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reference relationship in the vertical direction, while we can

only guarantee the key frames being used as reference frames

in the horizontal direction.

We also would like to emphasize that the proposed

quadtree-based hierarchical coding structure can not only be

used for the HDCA-based LFI, but also for more general

applications. Different from the previous work [10] consid-

ering all the views as a GOP, the proposed quadtree-based

coding structure with multiple GOPs can be easily extended

to the general form of a 2D hierarchical coding structure by

giving the number of frames in the horizontal and vertical

directions in a GOP. For example, the proposed quadtree-based

hierarchical coding structure as shown in Fig. 2 can be

considered as a general 2D hierarchical coding structure with 5

frames in both the horizontal and vertical directions in a GOP.

In summary, the generalized 2D hierarchical coding structure

mainly has the following three key differences compared with

the 1D hierarchical coding structure.

• Different from the 1D hierarchical coding structure [36]

with fixed GOP size 8 or 16, the general 2D hierarchical

coding structure has an alterable GOP size. For example,

the sizes of the GOPs in the top left quadrant of the

proposed hierarchical coding structure are 35, 30, 25,

and 30, respectively. The difference comes from the

fact that we will have the overlaps of one-column or

one-row views under the 2D hierarchical coding structure

between the neighboring GOPs. However, the overlap of

the neighboring GOP under the 1D hierarchical coding

structure will be only the key frame.

• In the 1D hierarchical coding structure, the POCs of the

key frames are always multiples of the GOP size. In the

proposed 2D coding structure, the key frames are those

whose horizontal and vertical coordinates are a multiple

of either the number of frames in each column or row in

a GOP, respectively.

• The reference relationships in the 2D hierarchical struc-

ture involve two directions, whereas the relationships in

a 1D hierarchical structure only involve one direction.

B. Distance-Based Reference Frame Selection and MV

Scaling

In the 1D hierarchical coding structure, the POC difference

can mostly indicate the similarity between the current frame

and the reference frames. Therefore, the POC-based reference

frame selection is used in the 1D hierarchical coding structure

by putting the reference frames with smaller POC differences

compared with the current frame in relatively earlier positions

in the reference frame lists. However, in the 2D hierarchical

coding structure, the POC differences cannot reflect the spatial

distances between neighboring frames at all since POC is just

a symbol to represent each frame. For example, the POC

difference between the frame 0 and the frame 7 is larger

than that between the frame 0 and the frame 5. However,

the distance between the frame 0 and the frame 7 is
√

2,

which is smaller than the distance between the frame 0 and

the frame 5. Therefore, we need to calculate the distances

ourselves according to the spatial position of each view.

Fig. 5. Distance-based MV scaling.

To accurately calculate the distances between various views,

we have established a coordinate system to derive the spatial

coordinates of all the views in Fig. 2. Then the distance d

between two views with coordinates (x1, y1) and (x2, y2) can

be calculated using the Euclidean distance

d =
√

(x1 − x2)2 + (y1 − y2)2. (1)

After the distance between two frames is well defined,

we then try to construct the two reference picture lists:

list0 and list1. We consider the frames with smaller POCs

compared with the current frame as the forward frames and

the frames will larger POCs as the backward frames. Just

like the reference list construction process in the 1D hier-

archical structure, the list0 is constructed from the nearest

forward frame to the farthest forward frame, from the nearest

backward frame to the farthest backward frame, and the

list1 is constructed from the nearest backward frame to the

farthest backward frame, from the nearest forward frame

to the farthest forward frame. For example, frame 14 has

the frames (0, 1, 2, 3, 4, 5, 12, 17, 30, 31, 32, 33, 34, 35) in the

reference pictures lists. Among them. the forward frames

include (0, 1, 2, 3, 4, 5, 12), and the backward frames include

(30, 31, 32, 33, 34, 35). We will put the frames with smaller

distances with the current frame in the earlier positions of the

reference lists. In the experiments, we use 4 reference frames

in both list0 and list1. According to the distance-based criteria,

the list0 and list1 will be (2, 12, 3, 1) and (32, 17, 33, 31),

respectively. It should also be mentioned here that the ref-

erence frames in higher temporal layers will not be used as

references for the frames in lower temporal layers.

The distance will not only have influences on the reference

frame construction but also will influence the MV scaling

processes in the merge and advanced motion vector predic-

tion (AMVP) processes. The MV scaling processes are used

when the spatial neighboring or temporal co-located blocks

are referencing a different frame from the current block. The

MV scaling processes can be divided into spatial scaling and

temporal scaling. They are used when the spatial neighboring

or temporal co-located blocks are referencing a different frame

from the current block. Under the quadtree-based coding

structure, we should perform the MV scaling based on the

distance in x and y directions instead of POC. The detailed

processes can be seen from Fig. 5.

In the spatial scaling case, the coordinate of the current

block is (x0, y0). The coordinates of the reference frames of

the current block and the neighboring block are (x1, y1) and
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(x2, y2), respectively. Assume that the MV of the neighboring

block is (MV2,x , MV2,y), then the MV prediction of the

current block (MV1,x , MV1,y) can be calculated as

MV1,x =
MV2,x

x2 − x0
· (x1 − x0), (2)

MV1,y =
MV2,y

y2 − y0
· (y1 − y0). (3)

In the temporal scaling case, one more coordinate of

the co-located block (x3, y3) is involved in the scaling

process. Assume that the MV of the co-located block is

(MV2,x , MV2,y), then the MV prediction of the current block

(MV1,x , MV1,y) can be calculated as

MV1,x =
MV2,x

x2 − x3
· (x1 − x0), (4)

MV1,y =
MV2,y

y2 − y3
· (y1 − y0). (5)

We have proposed the idea of using the distance-based

MV scaling instead of the POC-based MV scaling in our

previous works for the lenslet-based LFI to solve such a

problem [10]. The same rules are followed here to perform the

distance-based MV scaling including the spatial and temporal

MV scaling. Note that the distance-based MV scaling becomes

a much more important coding tool for the HDCA-based LFI

compared with the lenslet-based LFI as will be shown in the

experimental results since different views in the HDCA-based

LFI are captured by the cameras placed in equal distances.

IV. ONE-PASS OPTIMAL BIT ALLOCATION

To further boost the performance of the proposed 2D

hierarchical coding structure, we also propose a one-pass

optimal bit allocation scheme to utilize the correlations among

various GOPs. For each GOP, the optimal bit allocation

is to minimize the sum of the distortions of all the pic-

tures under the total bitrate constraint. As indicated in the

λ-domain rate control and bit allocation algorithms [37], [38],

the Lagrangian multiplier λ is in essence the key factor to

determine the bitrate R and the distortion D. On the one

hand, since λ is the slope of the line tangent to the R-D

curve, there is a one-to-one correspondence between R or

D and λ. On the other hand, λ can not only determine the

residual bitrate, but also determine the non-residual bitrate

including MV, coded block flag (cbf) through influencing the

mode decision and motion estimation processes. Therefore,

we propose to determine a proper λ j for picture j in each

GOP to achieve the optimal bit allocation.

In this way, the optimal bit allocation problem is formulated

as

min
λ j

NS
∑

i=1

Di , s.t .

NG
∑

i=1

Ri ≤ Rt , j = 1, 2, ..., NG , (6)

where NS and NG are the number of frames in a sequence

or a GOP, respectively. Since the key frames in the current

GOP may have significant influences on the other GOPs,

we need to consider the distortion of the whole sequence

when we allocate the bits of all the views in the current GOP.

The Di and Ri are the distortion and bits for frame i , respec-

tively. The constrained optimization problem can be converted

to the following unconstrained problem by introducing the

Lagrange multiplier λ,

min
λ j

NS
∑

i=1

Di + λ

NG
∑

i=1

Ri . (7)

Then, applying the Lagrangian method and setting the deriva-

tive of the total cost with respect to λ j to 0, the unconstrained

problem becomes

∂
NS
∑

i=1

Di

∂ D j

·
∂ D j

∂λ j

+ λ
∂ R j

∂λ j

= 0. (8)

Note in (8), we assume that the bitrate of current picture

is only determined by the coding parameters of the current

picture [39]. Since the Lagrange multiplier for picture j is the

slope of the rate distortion curve, we can have λ j = − ∂ D j

∂ R j
.

In this way, the solution of (8) can be expressed as

λ j =
λ

∂
NS
∑

i=1

Di

∂ D j

=
λ

1 +
∂

NS
∑

i= j+1

Di

∂ D j

�
λ

1 + � j
, (9)

where � j represents the influence of the distortion of the

picture j on the subsequent pictures. Note that the � j will

be equal to 0 when picture j is a non-reference picture.

Therefore, the λ j of the non-reference pictures is equal to

the sequence-level λ.

Then the only problem is to determine the � j of the other

reference pictures to derive the encoding parameter λ j of each

picture. As we can see from Section III, the reference relation-

ship between various frames can be rather complex including

uni-directional prediction and bi-directional prediction. We

need to consider both, the influence the current picture has on

to-be-encoded pictures, and the propagated influence that the

to-be-encoded pictures has on other to-be-encoded pictures.

These two kinds of influences will be called as direct influence

and indirect influence in the following descriptions.

We first consider a simple case of direct influence. Under the

rate distortion function in the high bitrate case, the relationship

between the reconstruction error Di and the prediction error

DP
i of a prediction unit (PU) can be expressed as

Di = e−bRi · DP
i , (10)

where b is the model parameter of the video source. Under

the uni-directional prediction case, the DP
i can be estimated

using the distortion of the reference block D j ,

DP
i = αD j + C, (11)

where α is set as 0.94 according to the experience of some

previous works [39], [40]. C is a constant determined by the

video source. If we combine (10) and (11) together, we can

have

Di = e−bRi · (αD j + C). (12)
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Therefore, we can derive the distortion propagation from block

j to block i as

∂ Di

∂ D j

= e−bRi · α � γ j,i . (13)

From (10), the γ j,i can be calculated as

γ j,i = α · Di/DP
i . (14)

The γ j,i reflects the influence of one block in frame j on a

corresponding block in frame i .

Under the bi-directional prediction case, the problem is

similar but more complex. The DP
i in (11) is not only related

to a block in the forward frame D j , but also related to a block

in the backward frame Dk .

DP
i = β · (DP

j + DP
k ) = β · (αD j + αDk + C), (15)

where the β is approximated as 0.3 according to the previous

work on the 1D hierarchical coding structure [39]. In this way,

the γ j,i in bi-directional case can be calculated as

γ j,i = β · α · Di/DP
i . (16)

After deriving the distortion propagation of one block to

another block, we then accumulate the weighted sum of γ j,i

of all the blocks in frame i using frame j as reference to

obtain Ŵ j,i , the influence of frame j on frame i .

Ŵ j,i =
N j,i
∑

m=1

wm · γ m
j,i , (17)

where the weight wm is calculated by the area of the mth PU

divided by the size of the frame. The N j,i is the number of

blocks in frame i using frame j as reference. Since frame i

has not been encoded yet, we use the co-located frame in the

previous GOP to estimate the Ŵ j,i . Note that the prediction

can be quite accurate since the reference relationships and the

motions between neighboring GOPs are almost the same.

Then we will consider the indirect influence combined with

the direct influence using an iterative method. Since a frame

cannot have influences on the frames coded before it, we try

to calculate the indirect influence using the reverse-encoding

order. The indirect influence combined with the direct influ-

ence ω j,i can be calculated as

ω j,i = Ŵ j,i · (1 + �i ). (18)

Since we calculate the influence based on the reverse-encoding

order, the �i is already available before calculating the ω j,i .

Finally, the influence of the frame j on the whole sequence

can be calculated as

� j =
N−1
∑

i= j+1

ω j,i . (19)

After determining the � j , we can calculate the λ j of each

picture according to (9). The quantization parameter (QP) will

be calculated as in [41], by

Q Pj = 4.3281 · log(λ j ) + 14.4329. (20)

Then we can finish the encoding process based on the λ j

and Q Pj . Note that no previous information can be used

TABLE I

INITIAL QP SETTINGS OF DIFFERENT TEMPORAL LAYERS

TABLE II

CONFIGURATIONS OF THE 1D HIERARCHICAL CODING STRUCTURE

TABLE III

CONFIGURATIONS OF THE MV-HEVC CODING STRUCTURE

when encoding the first GOP. The initial QPs of the different

temporal layers are set according to our experience as shown

in Table I. The Q Pb in the table is the QP of the intra

frame. A similar bit allocation algorithm can be extended

to the conventional 1D hierarchical coding structure or the

MV-HEVC coding structure.

V. EXPERIMENTAL RESULTS

A. Simulation Setup

We implement the proposed framework in HEVC reference

software HM-16.7 [42] to compare with the 1D hierarchi-

cal coding structure to demonstrate the effectiveness of the

proposed algorithm. We employ the default HEVC random

access coding structure with GOP size 8 as the 1D hierar-

chical coding structure [36]. The detailed configurations are

shown in Table II. The Level f means the hierarchical level.

In addition, we also compare the proposed framework with

the state-of-the-art HDCA-based LFI compression algorithm

using MV-HEVC [11]. Since the original HDCA-based LFI

compression algorithm in [11] used the low delay coding

structure, which cannot fully utilize the correlations among

various views, we just follow the interview coding structure

in [11] but replace the frame coding structure with the random

access coding structure for a more direct comparison. The

detailed configurations including GOP and reference frame

structures are shown in Table III. In Table III, the Levelv
and Level f mean the hierarchical level in the view encoding

order and frame encoding order, respectively. The higher

the level of the current view or frame, the larger the QP

will be. We will first present the experimental results on

the overall framework. Then the benefits of the proposed
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framework will be carefully analyzed from the following

three aspects: the proposed quadtree-based reference structure,

the distance-based MV scaling, and the one-pass optimal bit

allocation.

When measuring the performance of the proposed

quadtree-based 2D hierarchical coding structure and the

distance-based MV scaling, the QPs of various temporal layers

of all the GOPs are set as shown in Table I. When measuring

the performance of the optimal bit allocation where the QPs of

various LFIs may be different according to the corresponding

content, we use the following method to guarantee that the

optimization targets of the proposed framework and the 2D

hierarchical coding structure without the optimal bit allocation

are the same. We first generate the anchor using the 2D

hierarchical coding structure without the optimal bit allocation

using QPs 22, 27, 32, and 37. Then the λ of the non-reference

pictures is recorded and used as the sequence-level λ of the

proposed framework. The λs of the other pictures will then be

calculated using (9).

In our experiments, both the Y-PSNR and YUV-PSNR are

used as the objective quality measurements. Since the test

sequences are in 4:2:0 YUV format, the YUV-PSNR shown

in this manuscript is calculated as

M SEY U V =
4 · M SEY + M SEU + M SEV

6
, (21)

PSN RY U V = 10 log10

M AX2

M SEY U V

, (22)

where M SEY , M SEU , and M SEV are the mean square

error (MSE) of the Y, U, and V components, respectively.

The M SEY U V is a weighted combination of them. The

M AX is the peak value of the YUV signal, which is

equal to 1024 and 256 for the test sequences with 10 and

8 bits, respectively. Since the output bitrates of various

algorithms are not the same, the Bjontegaard-Delta-Rate

(BD-rate) and Bjontegaard-Delta-Peak-Signal-to-Noise-Ratio

(BD-PSNR) [43] are employed in our experiments for a direct

comparison.

We test two HDCA LFI datasets to verify the perfor-

mance of the proposed algorithm: the Fraunhofer IIS HDCA

dataset [6] and the Stanford HDCA dataset [44]. For the

HDCA-based LFIs from Fraunhofer IIS with view resolution

101 × 21, we cropped the left 21 × 21 views as our test

set to save some encoding time. Among all the HDCA-based

LFIs in the Fraunhofer HDCA data set, we choose Set2, Set6,

Set9, and Set10 as the test images. The HDCA-based LFIs

from Stanford are with view resolution 17 ×17. Since various

HDCA-based LFIs in this dataset have different characteristics,

we adopt all of them as the test images. The detailed character-

istics of the test HDCA-based LFIs including resolution and bit

depth are shown in Table IV. Note that due to the large GOP

size and view resolution of the test LFIs from the Fraunhofer

IIS HDCA, the MV-HEVC coding structure, which is designed

for a small number of views, will crash. Therefore, we only

show the experimental results of Stanford HDCA dataset under

the MV-HEVC structure.

TABLE IV

CHARACTERISTICS OF THE HDCA TEST SEQUENCES

B. Performance of the Overall Framework

The performance of the overall framework compared with

the 1D hierarchical structure and the MV-HEVC is shown

in Table V. In Table V, the Y-Rate and YUV-Rate mean

the BD-rate for the Y and YUV components. The negative

values indicate performance improvements. The Y-PSNR and

YUV-PSNR mean the BD-PSNR for the Y and YUV compo-

nents. The positive values indicate performance improvements.

As we can see from Table V, the proposed framework shows

performance improvements of 27.0% and 26.3% compared

with the 1D hierarchical structure for the Y and YUV com-

ponents, respectively. For the two test datasets, the average

R-D performance improvement for Fraunhofer IIS HDCA is

much better than for Standford HDCA data. This is because

the proposed framework is designed for very complex datasets,

and the Fraunhofer IIS HDCA data is much more complex

than the Standford HDCA data.

The proposed framework can show a significant improve-

ment for most sequences compared with the 1D Hierarchical

coding structure. However, for the “Bunny” and “Beans”

sequences in the Stanford HDCA dataset, the performance

improvements are limited for the following two reasons. First,

since the texture of the sequence is quite simple, a good

prediction block is easy to obtain regardless of the distance

between the reference frame and the current frame. The

differences between various coding structures will be minimal.

Second, since the total number of bytes used for these two

sequences is relatively small, the bits cost of the reference

picture set makes up a large proportion of the total bytes. This

will reduce amount of improvement the proposed framework

can have. It should also be noted that the proposed framework

brings about 52.7% performance improvement for the test

sequence “Set2”, which are the highest among all the test

sequences. As far as we can see, the benefit mainly comes from

the very complex textures in this sequence. The correlations

among the complex textures cannot be well represented by the

1D hierarchical structure but can be captured by the proposed

framework.

In addition, we can also see from Table V that the proposed

framework can achieve an average of 12.6% and 9.8% perfor-
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TABLE V

PERFORMANCE OF THE OVERALL FRAMEWORK

TABLE VI

PERFORMANCE OF THE PROPOSED ALGORITHMS WITH ONLY NON-NORMATIVE CHANGES

mance improvements compared with the MV-HEVC structure

for the Y and YUV components, respectively. The experi-

mental results obviously demonstrate the effectiveness of the

proposed framework. Note that we can also observe from the

table that some sequences may suffer from a few performance

losses. These performance losses are due to the fact that

the maximum number of reference views in the reference

frame buffer is 16 under the proposed framework while the

maximum number of reference frames in the reference frame

buffer under MV-HEVC is more than 80. However, the choices

of the reference frames are restricted by the horizontal or

vertical directions under the MV-HEVC, while we can use the

reference frames from any directions under the proposed

framework. In addition, the motion prediction in the vertical

directions under MV-HEVC is inaccurate. Therefore, the pro-

posed algorithms still show significant benefits on average

compared with the MV-HEVC even with a smaller number

of reference views.

C. Performance of the Proposed Algorithms With Only

Non-Normative Changes

Among the three parts of the proposed algorithms, both the

2D hierarchical coding structure and the optimal bit allocation

can be implemented with only non-normative changes to the

HEVC encoder. It is very interesting to show the compression

efficiency of the proposed algorithms without changing the

HEVC decoder. The performance with only non-normative

changes compared to the 1D hierarchical structure and the

MV-HEVC is shown in Table VI. From Table VI, we can see

that the non-normative changes can bring over 23% bitrate

savings compared with the 1D hierarchical coding struc-

ture. Compared with the MV-HEVC, the proposed algorithms

can bring, on average, 9.0% and 6.3% bitrate savings for

the Y and YUV components, respectively. The experimental

results demonstrate that the proposed framework with only

non-normative changes to HEVC is very effective at com-

pressing the HDCA-based LFI.
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TABLE VII

PERFORMANCE OF THE 2D HIERARCHICAL CODING STRUCTURE

TABLE VIII

PERFORMANCE OF THE DISTANCE-BASED MV SCALING PLUS 2D HIERARCHICAL CODING STRUCTURE

D. Performance of the Separate Three Parts

1) Proposed 2D Hierarchical Coding Structure: The per-

formance of the proposed 2D hierarchical structure indi-

vidually compared with the 1D hierarchical structure and

the MV-HEVC structure is shown in Table VII. We can

see from Table VII that the proposed 2D hierarchical cod-

ing structure can bring an average of 30.5% and 13.0%

bitrate savings for the Fraunhofer IIS HDCA and Stanford

HDCA datasets, respectively. Comparing with the MV-HEVC

structure, the proposed algorithm can show a 3.6% per-

formance improvement on average to the Y component.

The experimental results show that the proposed 2D hier-

archical coding structure can better exploit the correla-

tions among various views leading to improved coding

performance. For most individual test sequences, signif-

icant improvements are achieved compared with the 1D

hierarchical structure. Only two test sequences “Bunny”

and “Beans” suffer performance losses. Since the 2D hier-

archical coding structure has not yet been optimized to

include distance-based MV scaling and optimal bit alloca-

tion, it is possible that the proposed coding structure may

lead to some performance losses for sequences with simple

textures.

2) Performance of the Distance-Based MV Scaling: The

performance of the distance-based MV scaling plus the

2D hierarchical structure compared with the 1D hierarchical

coding structure and MV-HEVC structure with POC-based

MV scaling is shown in Table VIII. Through the compar-

ison between Table VIII and Table VII, the distance-based

MV scaling brings an average of around 3% bitrate savings

compared with the POC-based MV scaling for the Fraunhofer

HDCA and Stanford HDCA datasets. Under distance-based

MV scaling, the proposed algorithm can more accurately

predict the MV, thereby leading to significantly reduced
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Fig. 6. QP distribution of various HDCA-based LFIs.

bits cost of the MV for all test sequences. Therefore, the

distanced-based MV scaling provides consistent bitrate savings

across all test sequences. As shown in our previous work [10],

the distance-based MV scaling can only provide 0.6% perfor-

mance improvements for the lenslet-based LFI. The experi-

mental results show that the distance-based MV scaling for

HDCA-based LFI are much better than for lenslet-based

LFI.

3) Performance of the Optimal Bit Allocation: The per-

formance of the optimal bit allocation compared with the

framework without optimal bit allocation can be seen from

the comparison between Table V and Table VIII. As we can

see from these two tables, the optimal bit allocation method

can bring about 6% performance improvements on average. To

better explain the performance of the proposed bit allocation

algorithm, the QP distributions of several typical sequences are

shown in Fig. 6. First, we can see that the QP distributions

of all these sequences follow the 2D hierarchical coding

structure. The key frames which have the largest influences

on the overall quality of the LFI are always coded using

the smallest QP, while the non-reference frames are coded

using the largest QP. Second, the QP distribution differences

among all these LFIs are not as large as those of the general

video sequences since they are captured through the same

HDCA. However, there are still noticeable differences among

various LFIs due to the different quality dependencies of

various LFIs. The experimental results obviously demonstrate

that the proposed bit allocation algorithm can capture the

different quality dependencies among various views for each

specified LFI and further optimize the 2D hierarchical coding

structure.

As we can summarize from Table V, Table VII, and

Table VIII, the proposed 2D hierarchical coding structure,

the proposed distance-based MV scaling, and the proposed

one-pass bit allocation achieve average performance improve-

ments of 17.4%, 2.7%, and 6.9% compared with the 1D

hierarchical coding structure, respectively. The experimental

results obviously show that the proposed 2D hierarchical

coding structure is the key step to improve the performance

compared with the 1D hierarchical coding structure. The pro-

posed distance-based MV scaling and one-pass bit allocation

algorithms can further optimize the 2D hierarchical coding

structure.

E. Some Examples of R-D Curves

To better explain the benefits of the proposed algorithm,

we also present some examples of the R-D curves as shown

in Fig. 7. The R-D curves obviously demonstrate that the

proposed algorithm outperforms the 1D hierarchical and

the MV-HEVC structures significantly. Also, we can see from

the R-D curves that the proposed framework is able to achieve

better R-D performance improvements in the high bitrate

case instead of the low bitrate case. The differences of using

different reference frames will be less in the low bitrate case

due to the quantization errors. In addition, the bits cost of the

reference picture set will have larger influences on the low

bitrate case.

F. Subjective Quality

Fig. 8 gives two typical examples of the subjective quality

comparisons between the 1D hierarchical coding structure

and the proposed 2D hierarchical coding structure. From the

cropped view of the LFI Cards, we can see that the left

border of the image under the proposed algorithm recovers

much better compared with the anchor. In addition, from the

cropped view of the LFI Set2, we can see obvious artifacts

as the lines under the anchor are not straight. Since the

proposed algorithm can always provide the reference frames

with relatively near distances for the current frame in both

forward and backward directions, it can effectively avoid the

cases where some border regions may be unable to find the

corresponding blocks. The experimental results demonstrate

that the proposed 2D hierarchical coding structure is able to

achieve much better subjective quality compared with the 1D

hierarchical coding structure.
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Fig. 7. Some examples of the R-D curves.

Fig. 8. Some examples of the subjective quality comparisons between the
anchor and the proposed algorithm. (a)(b)(c): cropped 200×200 regions start
from (0, 350) on view (0, 1) of the LFI Cards. (a) from the original picture,
(b) from the 1D hierarchical coding structure with 6318 bits/view, (c) from the
proposed algorithm with 5794 bits/view. (d)(e)(f): cropped 300 × 300 regions
start from (300, 0) on view (0, 5) of the LFI Set2. (d) from the original picture,
(e) from the 1D hierarchical coding structure with 18866 bits/view, (f) from
the proposed algorithm with 17061 bits/view.

VI. CONCLUSION

In this paper, we propose using a quadtree-based 2D

hierarchical coding framework to efficiently compress the

HDCA-based LFI. The proposed framework is composed of

the following three parts to fully exploit the correlations

among various views. First, all the views are organized

into a quadtree-based 2D hierarchical coding structure to

fully exploit the correlations among various views. Second,

the distance-based reference frame selection and MV scaling

are proposed to improve the performance of the proposed

coding structure. Third, a one-pass optimal bit allocation

algorithm is provided to optimize the framework. The pro-

posed framework is implemented based on the newest video

coding standard High Efficiency Video Coding (HEVC). The

experimental results show that the proposed framework can

achieve over 25% and 10% bitrate savings compared with

the 1D hierarchical coding structure and multi-view HEVC,

respectively. The experimental results obviously demonstrate

the effectiveness of the proposed framework.

The proposed framework can also be easily extended to

a general form of the 2D hierarchical coding structure by

specifying the number of frames in the horizontal and vertical

directions within a GOP. We will delve into the general

2D hierarchical coding structure and try to apply it to more

applications in our future work.
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