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A B S T R A C T   

Buildings are by far the largest source of urban energy consumption. In an effort to reduce energy use, cities are 
mandating that buildings undergo energy benchmarking—the process of measuring building energy performance 
in order to identify buildings that are inefficient. In this paper, we examine the feasibility of using city-specific, 
public open data sources in two benchmarking models and compare the results to the same models when using 
the Commercial Building Energy Consumption Survey (CBECS) dataset, the basis for Energy Star. The two 
benchmarking models use datasets containing building characteristics and annual energy use from ten major 
cities. To examine the difference in performance between linear and non-linear models, we use random forest 
and lasso regression. Results demonstrate that benchmarking models using open data outperform models based 
solely on the CBECS dataset. Additionally, our results indicate that building area, property type, conditioned area, 
and water usage are the most important variables for cities to collect. Having demonstrated the benefits of using 
open data, we recommend two changes to current benchmarking practices: (1) new guidelines that support a 
data-driven benchmarking framework relying on open data and a transparent modeling process and (2) sup-
porting policies that publicize benchmarking results and incentivize energy savings.   

1. Introduction 

By 2050, the global urban population is forecasted to double in size 
to a total of 6.4 billion people, increasing the total urban energy demand 
from about 240 EJ to an estimated 730 EJ (Creutzig et al., 2015). In 
cities alone, buildings currently consume up to 75% of the total primary 
energy use and account for 50–75% of carbon emissions, making them 
the largest energy consuming and pollution emitting sector (Chen et al., 
2017; U.S Energy Information Administration, 2016). Such heft also 
means that savings in this sector have far-reaching effects. Numerous 
studies have identified an energy efficiency gap, observing a large 
discrepancy between optimal and actual implementation of energy 
efficient technologies, whereby consumers and firms fail to make posi-
tive net present value energy saving investments (Gillingham and 
Palmer, 2014; Backlund et al., 2012). Explanations for this gap include 
market barriers, imperfect information, hidden costs, regulatory fail-
ures, and behavioral negligence (Gillingham and Palmer, 2014). With 
the existing level of policy support, however, two-thirds of economically 
viable building energy efficiency potential will go untapped by 2035 
(Kerr et al., 2017; Capturing the Multiple, 2014). 

Recognizing the need for urgent action, many cities are now striving 
to meet new global initiatives, like the United Nations Sustainable 
Development Goals (SDGs) and the Paris Climate Agreement, where 
reducing energy consumption is a primary objective. In August 2018, 19 
major cities worldwide pledged to make all new buildings from 2030 on 
carbon-neutral and to retrofit others to the same standard by 2050 (19 
global cities Commit, 2018). Additionally, the Carbon Disclosure Project 
(CDP) counts 620 cities and 122 regions that have reported climate 
actions to CDP, while the UN-run Non-State Actor Zone for Climate 
Action (NAZCA) lists pledges from 2,500 cities and 209 regions (The 
Economist, 2018). Initiatives by subnational governments to address 
global energy issues have proliferated, with a large focus placed on 
building energy use, the largest energy consuming sector. 

Reducing the amount of energy buildings use has numerous envi-
ronmental, economic, and social benefits. Given the high demand from 
buildings, a slight increase in efficiency can substantially decrease city- 
wide energy use, translating to increasing fractions of electricity 
generated from renewables and satisfying tangential government and 
utility clean power goals. Decreased energy demand can also create 
large economic benefits by delaying the need to upgrade electric grid 
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infrastructure, which has an estimated depreciated value of roughly 
$1.5 to $2 trillion in the United States alone (Stone and Ozimek, 2010). 
Reduced energy production emissions, from carbon to particulate mat-
ter, due to greater building energy efficiency, can result in significant 
environmental and health impacts, thereby improving the quality of life 
for citizens in cities (Markandya and Wilkinson, 2007). The energy ef-
ficiency market has produced 2.25 million jobs in the United States and 
is the fastest growing job sector in energy, accounting for half of the 
entire energy industry’s growth (Energy Efficiency Jobs in, 2018). A 
report by C40 Cities finds that policies promoting energy efficiency and 
decarbonizing public transport and power generation could create an 
additional 13.7 million new jobs in cities and prevent 1.3 million pre-
mature pollution-related deaths by 2030 (Gonzales-Zu~niga et al., 2018). 
According to the International Energy Agency (IEA), implementing 
widespread global policies to reduce energy waste could result in global 
energy savings of more than $500 billion per year, yielding twice as 
much global economic value from the energy used today (Energy effi-
ciency 2018, 2018). 

Cities have responded to the benefits of energy efficiency by imple-
menting new energy efficiency policies and programs. In particular, 
cities are enacting building energy benchmarking policies to quantify 
building performance, evaluate building energy use patterns, and 
identify inefficient buildings. Building energy benchmarking refers to 
the reporting of building energy usage to a governmental entity, where 
individual building energy performance is calculated—based on the 
building type and its characteristics—and compared to similar build-
ings. Reported building energy usage encompasses electricity, natural 
gas, and other fuel consumption in order to measure total on-site energy 
use. These policies help cities target poor performers with programs, 
engender energy efficiency through competition, and highlight energy 
savings potential. As of 2019, 34 cities and states in the US have such 
benchmarking ordinances in place, mandating that buildings over a 
certain size must report and disclose their energy usage (Map U.S., 
2017). Over 10 billion square feet of floor space in major real estate 
markets have been affected by these policies since 2008, when Wash-
ington DC became the first U.S. city to implement benchmarking and 
disclosure legislation (Beddingfield et al., 2018). Fig. 1 shows the 
increasing penetration of these energy benchmarking and disclosure 
policies since 2004 and how the total area of Energy Star certified 
buildings has increased with it (a score of 75 or higher makes the 
building eligible for Energy Star certification)1. 

Work has also begun to demonstrate the benefits of benchmarking 
programs. A 2012 U.S. Environmental Protection Agency (EPA) report 
found that energy consumption decreased by 7% over a four year period 
for a portfolio of 35,000 benchmarked buildings using the EnergyStar 
system (Benchmarking and Energy S, 2012). In 2016, results from San 
Francisco showed an overall drop in site Energy Use Intensity (EUI) of 
18.9% from 2009 to 2015 and a 33% improvement in the average car-
bon footprint for 467 facilities (Kozuch, 2016). In 2017, New York Cit-
y—who began benchmarking in 2011—issued a study reporting 6% EUI 
savings after three years and a 14% reduction after four years for 3,710 
buildings (Meng et al., 2017). A separate report examining New York 
City benchmarking estimated cumulative energy savings exceeding 
$267 million (Seiden et al., 2015). However, these savings were not 
consistent across the entire building stock; most energy reductions were 
from office buildings (Papadopoulos et al., 2018). 

While such reports show substantial promise for city energy bench-
marking programs, numerous challenges exist that are preventing cities 
from fully realizing the savings potential of such programs. First and 

foremost, there is a lack of understanding of how new data-driven en-
ergy benchmarking models that utilize open data2 compare to the cur-
rent modeling practice (i.e., Energy Star) (U.S. EPA, 2014). As a result, 
cities are unable to ascertain the value of these newly emerging 
methods. Second, there is a lack of consensus among policymakers and 
practitioners as to what data fields should be collected by cities as part of 
their benchmarking programs (Hsu, 2014a). For example, San Francisco 
collects interior building information (e.g., number of units and number 
of bathrooms), while Boston does not (see Table 1 and Appendix A). 
Lastly, deriving actionable insights from energy benchmarking data is a 
non-trivial task and previous work has been limited in its analysis of 
what policies and programs cities can adopt to enhance the efficacy of 
their energy benchmarking programs. Given such challenges, this paper 
aims to help answer three key questions related to city energy 
benchmarking:  

1. Can city wide energy benchmarking be conducted using only open 
data and how do such models compare to the current practice?  

2. What benchmarking data fields are important for cities to collect?  
3. What policies and programs can cities adopt to enhance the efficacy 

of their energy benchmarking programs? 

The remainder of this paper is structured as follows: Section 2 pro-
vides a background on the current practice of energy benchmarking, 
highlights new emerging data-driven methods, and reviews previous 
analyses of benchmarking data; Section 3 details the methodology 
employed in our analysis; Section 4 describes the data sets utilized in 
this analysis; Section 5 discusses the results; Section 6 provides policy 
recommendation; and Section 7 highlights key conclusions and 
implications. 

2. Background 

2.1. Current benchmarking practices and limitations 

Every city in the United States that has mandated building energy 
benchmarking requires the use of the Environmental Protection Agen-
cy’s (EPA) Energy Star Portfolio Manager software by those building 
owners and operators subject to the benchmarking requirements (Mims 
et al., 2017). Though benchmarking in its current state has resulted in 
energy savings (Meng et al., 2017), there are several acknowledged 
shortcomings with Energy Star’s current methodology. First, Energy Star 
requires facility managers to manually input energy data and other 
building characteristics to generate a score (U.S.E.P. Agency, 2014). 
This process can take hours, lacks transparency; often leads to faulty, 
biased, or missing data; and may even require hiring of consultants 
(Palmer and Walls, 2017). In New York City, benchmarking was esti-
mated to cost approximately $500-$1500 per building in 2013 due to 
the fees charged by these energy consultants (Hsu, 2014a). Second, 
Energy Star’s models are based on a national database of building data 
and therefore has a limited capability to capture local conditions. The 
national Energy Star database is collected through the Commercial 
Building Energy Consumption Survey (CBECS) run by the US Energy 
Information Administration (EIA); the last survey data was collected in 
2012. The next data collection period is for 2018 but EIA will not release 
that update until late 2020. The lack of more real-time information and 
the lags in data release can hinder more responsive policy-making. As a 
result, energy inefficiencies in buildings may persist for months or even 
years before they are noticed. Third, this dataset has a limited number of 
fields restricted to a specific building’s energy use. It fails to consider 
local effects (e.g., weather, building codes, urban heat island effect), 
overlooks emerging data sources (e.g., advanced metering infrastructure 1 Several government entities have updated their benchmarking ordinances 

while others have let their ordinances lapse, therefore accounting for the slight 
discrepancy in the total number of current ordinances in effect. 

2 We define open data in this paper as energy and building data that is pub-
licly available. 
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data, remote sensing, public open databases), is limited in building di-
versity, and is expensive to gather. Fourth, Energy Star’s statistical 
models are based on ordinary least squares regression (OLS) to produce 
scores. The model is sensitive to outliers, provides a poor understanding 
of buildings far from the average, and assumes a constant relationship 
between energy consumption and building characteristics (Chung, 
2011). Finally, the interrelated nature of these issues causes them to 
exacerbate one another. 

Since the original use of OLS, several other statistical models have 
been adapted to suit building energy benchmarking purposes. Frontier 
models, adapted from the econometrics field, produce benchmarked 
scores by measuring the difference from current building energy use to a 
constructed frontier, representing a theoretical maximum established 
from the input data (Kavousian and Rajagopal, 2014). Data envelop-
ment analysis (DEA) is the most popular nonparametric model, but 
suffers from a large outlier-effect, the inability to evaluate data not in the 
training set, and the “curse of dimensionality” - a propensity to over-
estimate the number of efficient buildings when many features are 
included (Zhou et al., 2008). Stochastic frontier analysis (SFA) is the 
most popular parametric model; unlike traditional statistical techniques, 
it attempts to differentiate random error from inefficiency. These two 
error terms are still based on the normal distribution, thereby giving SFA 
similar issues to OLS in benchmarking applications (i.e., a high sensi-
tivity to outliers and an assumed constant relationship between vari-
ables) (Buck and Young, 2007). A body of work has also been dedicated 
to applying machine learning techniques, like artificial neural nets and 
clustering (Yalcintas and AytunOzturk, 2007; Gao and Malkawi, 2014). 
However, these techniques require copious data and are difficult to 
interpret. Given the varied types, uses, and climate zones of buildings, 
models must maintain interpretability so that building managers and 
owners have the opportunity to assess proposed sources of inefficiencies 
and weigh the tradeoffs among efficiency, costs, and utility of their 
buildings. 

2.2. Key variables for energy benchmarking 

Due to the limitations of Energy Star, several papers have explored 
how to identify key variables in predicting building energy consumption 

(Hsu, 2014a, 2014b, 2015; Ma and Cheng, 2016). In one study, Hsu 
proposed the use of regularization to perform variable selection and 
improve prediction accuracy on commercial and multi-family buildings 
in New York City (Hsu, 2015). In another study, Ma and Cheng per-
formed a similar analysis but utilized other methods (i.e., random forest, 
Lasso, SVM) to identify influential variables on energy usage of New 
York City multi-family buildings (Ma and Cheng, 2016). Both studies 
found several non-building variables to be pertinent predictors of energy 
usage in New York City. While valuable in identifying key non-building 
factors that drive energy usage dynamics in buildings, this previous 
work is limited in its ability to help inform data collection procedures 
and policies for municipal energy benchmarking programs. Hsu also 
examined building energy benchmarking more directly by comparing 
model accuracies using open data and energy audit information, again 
for New York City (Hsu, 2014a). This study found released bench-
marking data to be more useful than engineering audits in explaining the 
observed energy performance of existing buildings. Further, the study 
found that only a small subset of variables is needed to provide accurate 
benchmarking models. Previous works have demonstrated that energy 
benchmarking can be accomplished using a small number of variables 
but it still remains unclear if solely using open data sources can provide 
the needed information. Moreover, a comprehensive look at multiple 
cities is needed to understand if this trend is generalizable to more re-
gions than just New York City, and to identify the key variables needed 
for each city. 

2.3. Emerging open data-driven benchmarking frameworks 

In response to the research outlined above, numerous recent works 
have focused on incorporating open data into energy benchmarking and 
predictive urban energy models (Kontokosta and Tull, 2017; Howard 
et al., 2012). Two recent papers (Yang et al., 2018; Papadopoulos and 
Kontokosta, 2019) constructed new benchmarking models based on 
open data from New York City, selecting this city since it was one of the 
first to both mandate building energy benchmarking for a portion of its 
buildings and publicly release the collected benchmarking data. Utiliz-
ing and combining various open data sources, the first study sought to 
curb the limitations of SFA by preprocessing the data through a recursive 

Fig. 1. Trends of energy benchmarking and disclosure policies adoption in the United States since 2004 at the city and other government levels. The gross area of 
Energy Star certified buildings (line) has risen in tandem with these policies. See Appendix B for the data sources for this figure. 
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partitioning process (using a classification and regression tree) to reduce 
variance in the data (Yang et al., 2018). Results showed that this open 
data-driven framework produced more robust results than the conven-
tional energy use intensity (EUI) or Energy Star models. The second 
study built a model using a variant of gradient tree boosting and showed 
that the Energy Star models had worse predictive power compared to the 
proposed open data-driven framework (Papadopoulos and Kontokosta, 
2019). Another study used openly available smart meter data from 
California schools, combined with open data on building characteristics 
and granular weather data, to produce daily benchmarked scores, 
thereby decreasing feedback lag for facility managers that want to more 
immediately understand building performance (Roth and Jain, 2018). 
These previous works demonstrate that more robust benchmarking 
models can be constructed using open data sources where higher levels 
of insight can be gathered when coupled with utility data. 

3. Methodology 

The goal of our methodology is two-fold. First, we seek to determine 
if higher model accuracy using open datasets can be achieved when 
compared to models built upon the CBECS dataset used in Energy Star 
models. Second, we aim to understand what variables are important for 
cities to collect as part of their building energy benchmarking programs. 
We include multiple cities to validate the hypothesis that certain fea-
tures may be universally important in benchmarking. We use two 
different statistical models—multivariate linear regression with lasso 
regularization and random forest—both of which help us examine model 
fit and understand variable importance. These models were selected for 
two reasons. First, given that a variety of benchmarking models exist (as 
discussed in the previous section) we wanted to explore the differences 
in variable importance between linear and non-linear models. Results 
from the lasso model can be generalized to other linear models used for 
benchmarking, such as stochastic frontier analysis (fitted through the 
maximum likelihood estimate) or quantile regression (fitted using linear 
optimization techniques) (Filippini and Hunt, 2012; Roth and Rajago-
pal, 2018). The random forest model captures non-linear effects and 
results directly correspond to other hierarchical clustering techniques, 
like classification and regression trees, which have also been utilized in 
previous works on energy benchmarking (Gao and Malkawi, 2014; Yang 
et al., 2018). Second, linear regression with lasso regularization is a 
standard method to perform variable selection in both statistics and 
machine learning; it avoids issues present in other variable selection 
techniques, such as stepwise regression, by not relying on a greedy al-
gorithm, therefore avoiding a local optimal, and its ability to efficiently 
handle datasets with large numbers of features. Though random forest is 
not typically used directly to select variables, the structure of the model 
allows for a ranking of variable importance in a natural way that is 
uncommon for other non-linear models. Further, the random forest al-
gorithm has fewer hyperparameters compared to other non-linear 
models and is relatively computationally efficient. Perhaps most 
importantly, both lasso and random forest models have been utilized in 
previous work in the energy benchmarking field (Ma and Cheng, 2016). 

Both the lasso and random forest models are implemented inde-
pendently on each of the examined datasets. Total building energy use 
(kBtu) for each building in each city is determined by multiplying the 
site energy use intensity (EUI) by the square footage area of the building. 
Before modeling, this variable was log-transformed to account for the 
wide range and positive skew of energy consumption values, resulting in 
a log-normal distribution. 

3.1. Multivariate linear regression with lasso regularization 

Multivariate linear regression is one of the most widely used statis-
tical techniques to model the relationship between a dependent variable 
and multiple explanatory variables. In order to perform variable selec-
tion and regularization, the model fit is altered from the typical ordinary Ta
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least squares (OLS) method, by adding a penalization term to the cost 
function, such as the lasso (L1-norm penalty), which sets coefficients to 
zero (Tibshirani, 1996). The lasso penalization adds an L1-norm term to 
the cost function with a hyperparameter λ that can be adjusted to modify 

the amount of penalty added, as seen in equation (1). Here, bβ
lasso 

are the 
coefficients that are being estimated, y is a vector of building energy use, 
and X is a matrix with p building characteristics. When λ is set to zero, no 
penalty occurs resulting in a normal linear regression model that in-
cludes every independent variable. As the λ hyperparameter increases, 
certain coefficients are forced to zero, effectively choosing a simpler 
model that does not include those coefficients. In order to pick the 
optimal λ that results in the best fit model (in this case the lowest pre-
diction error), we use 5-fold cross validation over a sequence of λ 
hyperparameters and select the model with the lowest mean cross 
validation error. This technique also combats over-fitting by validating 
the fit of the model using unseen data. 

bβ
lasso

¼ argmin k
β2Rp

y Xβk2
2 þ λ k βk1 (1) 

In our study, we use the R-package “glmnet” to construct the lasso 
models and determine the λ (i.e., hyperparameter) that leads to the 
lowest cross-validation errors. To consolidate the results from each 
model and report the variable importance for the heterogeneous data-
sets, we construct a unique feature importance metric. Since the lasso 
model is searching for the optimal λ that results in the lowest cross- 
validation score, the lasso parameter is first set to such a high level 
that no features are included in the model. Then the parameter is slowly 
relaxed, letting more features contribute to the model, until every 
feature is added. We observe the order that features are added to the 
model, as the λ is relaxed, and stop counting features once the λ reaches 
its optimal level; at this point, only a subset of variables is included in 
the final model, where we record the order that each selected feature is 
added as the λ is decreased in value. We then take the inverse of the 
ordering of the selected features as the variable importance and 
normalize so that the sum adds to one. This procedure allows us to 
compare the importance of features between cities. 

3.2. Random forest 

Random forest is an ensemble learning technique developed to bal-
ance the Bias-Variance tradeoff that many models face. Rather than 
producing a single model which may suffer from high variance leading 
to overfitting or a simplistic model which suffers from high bias leading 
to underfitting, random forest produces many regression trees and av-
erages their results. The many constructed regression trees are simple 
and highly interpretable (weak learners) and can be used to determine 
important features relevant for an energy benchmarking model (Brei-
man, 2001). By themselves, regression trees typically have poor pre-
dictive performance; however, random forest aggregates the results 
across many independent trees to improve the predictive performance 
by constructing each tree on values from a random vector (of observa-
tions and features) sampled independently and with the same distribu-
tion for all trees in the forest. This bootstrapping decorrelates the 
individual trees and reduces the variance by averaging the results. Since 
each tree is built using about 1 e 1 � 2=3 of the data, the error of the 
model can be calculated using the remaining unseen data using the 
Out-Of-Bag (OOB) estimate. This OOB estimate acts as a type of 
cross-validation which can occur in parallel with the training step and 
helps ensure that the model is not being overfit by validating the model 
fit on unseen data (Svetnik et al., 2003). 

In our study, we use the R-package “randomForest”, which imple-
ments Breiman’s random forest algorithm for regression (Liaw and 
Wiener, 2002). We utilized the default hyperparameters for the model, 
generating 500 trees and using one-third of the features for each 
sub-model. We choose the default hyperparameters since this model is 

known to have high performance without tuning (Svetnik et al., 2003). 
The model calculates the feature importance by substituting a vector of 
noise for each feature and measuring the amount the error increases. 
The resulting increase in error can be interpreted as the amount of 
decreased error that particular feature produces. In order to compare 
variables across cities, we normalize the resulting feature importance for 
each city independently by dividing each feature’s reduction in MSE by 
the summed reduction in MSE for every feature in that given city. 
Similar to the lasso model results, this procedure provides values for 
features that sum to one for each city, where the larger the number, the 
higher the importance. 

4. Data 

This paper utilizes open data released from benchmarking ordi-
nances from ten different cities—9 in the United States and 1 in Europe. 
The cities are: New York City, Chicago, Boston, San Francisco, Phila-
delphia, Seattle, Minneapolis, Washington DC, Los Angeles, and London. 
The data all comes from calendar year 2016, except for Minneapolis 
which is from 2015 and London from 2010. Tax assessor databases with 
additional building characteristics were also collected where available 
(New York City, Boston, San Francisco, Philadelphia, and Washington 
DC) and appended to the energy benchmarking data based on 
geographic coordinates. These sources provide additional building data, 
such as assessed property value and number of units, that may be useful 
for benchmarking models. Both the energy benchmarking and tax 
assessor datasets are released annually and come formatted as tabular 
data that can be easily downloaded as.csv files. See Appendix B for the 
names and sources of all the datasets used in this study. Merging the tax 
assessor and energy data tables based on raw addresses proved to be 
cumbersome and inaccurate, while merging based on geocoded co-
ordinates provided better results. Geocoding was accomplished by uti-
lizing the ArcGIS REST API. Given the wide range of features names and 
the subtle difference between what these features are measuring, we 
have classified city-specific features into ten higher-level variable 
names. We utilize the term variables in the rest of this paper to indicate 
this higher-level abstraction. The variable abstractions are used to better 
organize the features present in each city dataset and capture the un-
derlying characteristics of the buildings that may be important. Table 1 
shows the types of higher-level variables included for each city. See 
Appendix A for a detailed breakdown of which features are in each 
higher-level variable. 

We then cleaned the datasets by removing irrelevant building- 
identifying features (such as address) and other features that had 
missing values for greater than 40% of the buildings in the dataset. This 
threshold was selected because it is important to remove features with 
great amounts of missing data before imputations; otherwise the 
imputing process will heavily bias the results of the models. We also 
eliminated any building with missing site EUI since we did not want to 
impute values for the dependent variable that we are trying to model. 
For the remaining missing values, we imputed the data by generating 
multiple imputations by Gibbs sampling using classification and 
regression trees (done using the MICE package in R) (Doove et al., 2014). 
This method employs multivariate imputations by chained equations to 
impute missing values based on the observed values for a given indi-
vidual data point and the relations observed in the data for the 
remaining data points, assuming the observed variables are included in 
the imputation model. Table 1 includes the size of each of the datasets 
after cleaning. The number of buildings for each city ranges from 23,474 
buildings in London to 410 buildings in Minneapolis. This spread can 
affect how the models perform, because some models are better able to 
handle less data than others. The size of the buildings in the final 
datasets also have a wide range. The released data for each city depends 
on local energy disclosure mandates, which range from a minimum 
building size of 20,000 to 50,000 square feet. Several datasets, like New 
York City, include some buildings with smaller footprints due to either 
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the inclusion of government buildings or building owners opting into the 
program. Many cities also include massive buildings that can be over 2 
million square feet, like the Empire State building in New York City or 
the John Hancock Center in Chicago. In other words, the datasets are not 
homogenous and exhibit a wide range of building numbers and sizes. 

In addition to the collected city datasets, we also used the CBECS 
dataset (Commercial Buildings Energy, 2016) which is collected by the 
Energy Information Agency (EIA) about every seven years. The EIA 
administers an extensive survey that is sent to building operators 
throughout the United States and then collects, cleans, and imputes the 
data, creating one of the most comprehensive datasets on buildings 
available. The CBECS dataset contains detailed information for 6,720 
buildings, including dozens of building characteristic features, ranging 
from floor to ceiling height ratio to type of primary heating equipment 
installed. Unlike the other city datasets that we collected, this dataset 
covers a much larger geographical area and provides much more 
detailed information about building systems, which are critical com-
ponents for energy consumption. We selected this dataset because it is 
used to construct the Energy Star models and provides an upper-bound 
of features that could be collected for city buildings. 

5. Results and discussion 

5.1. Open data-driven benchmarking vs. current practice 

We analyzed how our two models performed on open data sets for 
each of the ten cities and compared it to the performance on the CBECS 
dataset, which is utilized by Energy Star and represents the current most 
widely adopted practice. Results of the mean square error (MSE) are 
provided in Fig. 2. The MSE is the average squared difference between 

the estimated values from the model and the actual values. The lower 
the MSE, the better the model performs and the more explanatory power 
it has. For every city, both the lasso and random forest models selected 
only a subset of the inputted features—which is discussed in more detail 
in section 5.3—indicating that each dataset included a number of su-
perfluous features. For CBECS, we modeled energy consumption using 
the whole dataset and independently for each of the nine census regions 
in CBECS—the most granular geographical area defined. Using the 
entire CBECS dataset, we got errors of 0.59 for both the lasso and 
random forest models, while the average MSE for each of the nine re-
gions was 0.901 for lasso and 0.840 for the random forest model. In 
Fig. 2, the model results for the CBECS census region encompassing each 
specified city is displayed under the results for the models built on the 
open datasets. The 10 cities examined are located in 5 of the 9 census 
regions from CBECS. The error for the lasso and random forest models on 
the CBECS dataset is higher for nine out of the ten cities examined. Given 
that CBECS is the dataset EPA uses to construct the widely used Energy 
Star models and with the number of features in the dataset, it is sur-
prising to see this dataset results in the worst fit model. However, other 
studies have shown similar poor fitting results when constructing 
models using the CBECS dataset (Robinson et al., 2017). 

In order to understand the robustness of our results, we also con-
structed models on each building type independently in the CBECS 
dataset (much like Energy Star’s current practice) and the results were 
even worse. The average MSE across the twenty building types was 
0.950 for the lasso model and 0.794 for random forest, showing that 
modeling the building types independently does not lead to improved 
results. Overall, the results indicate that data-driven benchmarking 
models built on open data can outperform the current practice (i.e., 
Energy Star) in explaining the variability and energy dynamics of an 

Fig. 2. Summary mean squared error (MSE) statistics for the lasso and random forest model implemented on each dataset. In addition to modeling the energy 
consumption for every building in the CBECS dataset at once—with errors of 0.59 for both the lasso and random forest models—we also divided the CBECS dataset 
into census regions and modeled each of these independently. The “CBECS, by region” results are shown on the bottom half of the figure and are represented by 
diamonds. Results based on the open datasets were better than the models constructed on the CBECS dataset for nearly every city in our dataset. 
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urban building stock. 
We postulate that there are several possible explanations for the 

inferior results when using the CBECS dataset. First, the dataset fails to 
account for local effects that can influence building energy consump-
tion. Although CBECS includes several location and weather related 
features, attempting to compare buildings that span the entire country 
(or even a large region) with varying climates, architectural designs, 
building codes, urban densities, etc. is a difficult task. Further, the urban 
heat island effect alone can cause temperatures in cities to rise by several 
degrees resulting in much higher cooling and electricity consumption 
demands (Li et al., 2018). Second, the CBECS dataset may not have 
enough buildings to account for numerous types of geographical varia-
tions in buildings. Although several of the cities have small datasets, the 
geographical variation in a city is much smaller than that over a country 
or region. Third, with the large number of features collected in the 
CBECS dataset, many missing data entries are known to be imputed by 
the collectors and thus further bias the dataset. Overall, these underlying 
issues of the CBECS dataset underscore that open data-driven bench-
marking frameworks are viable alternatives to Energy Star and have the 
potential to enable the creation of more nuanced and detailed bench-
marking models. 

The results also show that the random forest model performs simi-
larly to the lasso model. The models for Boston and San Francisco were 
the only two cities that had poor performance similar to the CBECS re-
sults. Both these cities had more missing data points than the other 
cities, resulting in the removal of more data entries and imputing a 
greater portion of the dataset. However, building energy benchmarking 
requires a model that is interpretable and separate building inefficiency 
from modeling error. Otherwise, a model that only achieves a low error 
may be adequately predicting energy consumption habits of both high 
and low efficiency buildings, but may be unable to tell them apart. 
Reducing the error of benchmarking models should not be the ultimate 
goal, but rather should be considered in tandem with the objective of 
constructing a model that best captures energy performance and effi-
ciency opportunities. 

5.2. Data field importance 

5.2.1. Lasso model results 
Fig. 3 shows the summary results for the data field importance of all 

building variables for the lasso regression model. Certain variables do 
not show up in this figure, not because they are not important, but 
because each city contains a different subset of variables as summarized 
in Table 1. The order that the results are presented in correspond to the 
MSE value as summarized in Fig. 2. London had the lowest MSE, so it is 
displayed first in Fig. 3 while Boston had the highest MSE and is dis-
played last. The lasso regression model exhibited very high errors for 
every dataset when the λ parameter was set to zero (providing the same 
results as an ordinary least squares regression), confirming the need to 
eliminate certain features from the dataset. In order to compare variable 
importance between cities we normalized the resulting values so that 
they added to one. For example, in Chicago we observed that three 
variables are selected (Total Areas, Type, and Building Dimensions). Since 
Total Areas were selected first, we took the inverse of one (equal to 1.0) 
as its importance; Type was selected second so we took the inverse of two 
(equal to 0.5) as its importance while Building Dimensions was selected 
third so we took the inverse of three (equal to 0.333) as its importance. 
Each importance value was then divided by the summed values (i.e., 
equal to 1.833). 

Fig. 3 shows that a different subset of variables are important for 
each model, indicating that accounting for local effects is essential 
considering that nearly every city was able to produce a better model 
than the CBECS dataset. However, there are several consistently 
important variables shown across the cities. For example, Total Areas is 
the most important variable for all cities. The CBECS dataset shows this 
variable to be relatively less important than the other examined cities 
which may be due to the heterogeneity in the locations of the buildings 
in the CBECS dataset. Type is also quite important for every city, fol-
lowed by Water Use. These three variables (Total Areas, Type, and Water 
Use) should be prioritized in any data collection efforts in order to in-
crease model performance and create more robust benchmarking 
models. Fortunately, these variables, except for Water Use, are already 
often collected by city tax bureaus. Some variables are less important to 
collect. Interior Building Information, such as number of bathrooms, 

Fig. 3. Summary results for the variable importance of all building variables for each dataset for the lasso regression model. Each variable is represented by a 
different color. The order of the bars correspond to the MSE for the lasso models as summarized in Fig. 2. 

J. Roth et al.                                                                                                                                                                                                                                     



Energy Policy 139 (2020) 111327

8

bedrooms, escalators, units, and permits, do not contribute to increasing 
model performance. Additionally, the variable Year Built is only 
important in less than half the cities despite being present in nearly 
every dataset, as shown in Table 1. Only the CBECS dataset shows this 
variable as important; however, as discussed above, this dataset resulted 
in one of the worst performing models. We postulate that this variable is 
not very important for benchmarking analysis because buildings often 
undergo many retrofits throughout their lifespan which can bring them 
up-to-code and/or significantly alter the equipment and amenities that 
drive energy usage. 

5.2.2. Random forest results 
Fig. 4 shows the data field importance for each city examined for the 

random forest model. Similar to the lasso model results, each city has a 
unique set of important variables. Again, the differing variables deemed 
important may be partly explained by the local contexts of each city 
which is being overlooked by the Energy Star models; however, there are 
several variables that do seem to be important across every city. Total 
Areas is again one of the most important variables for the random forest 
model, followed by Type and Water Use. Likewise, Year Built does not 
seem to be very important, indicating that cities do not need to prioritize 
collecting this variable as part of their energy benchmarking process. 
Notably, the Partial Areas variable is also observed to have a larger role 
for fitting the model when Water Use is unavailable. We postulate this 
result occurs because water and energy use scale with human based 
services, which is captured in the Partial Areas variable. Specifically, 
variables indicating the amount of unconditioned space—such as garage 
area, storage area, etc.—are likely to have less energy and water con-
sumption compared to a similarly sized hotel or apartment space. This 
variable may act as an important substitute for collection if water con-
sumption values are difficult to obtain. Further, rather than collect a 
detailed breakdown of room types in buildings (i.e., interior building in-
formation), it is much more important to collect information on building 
type and how much of the building is conditioned (i.e., heating and 
cooling) versus unconditioned (represented through partial areas); this 
information provides a better understanding of how much energy is 
being consumed by building systems to maintain environmental condi-
tions in these spaces. Further, CBECS contained numerous variables that 

fall into this category, giving this category a high bias in this dataset. 

5.3. Discussion of results 

Overall, results demonstrate the feasibility of utilizing open data to 
construct robust data-driven urban energy benchmarking models and 
that only a few key variables—Total Area, Type, Partial Areas (or condi-
tioned area), and Water Use—are needed for such models. Moreover, by 
employing open data approaches cities can reduce or even eliminate the 
current system of relying on Energy Star whose use involves manual 
efforts, leading to high expenses and inaccurate inputs. The manual data 
entry process could further worsen the presented results of the bench-
marking process, but this effect is difficult to measure because this data 
is not available to the public. Employing two different methodologies, 
two other recent studies also found benchmarking results using New 
York City’s open data to be more robust than results obtained from 
Energy Star, corroborating our findings (Yang et al., 2018; Papado-
poulos and Kontokosta, 2019). Cites are already collecting most vari-
ables that proved to be valuable—like building area and property 
type—as part of their tax collection services. Including these valuable 
data variables into benchmarking programs for a large number of 
buildings represents a data integration problem, that has been studied 
by previous work, and is therefore addressable (Chen et al., 2019). 

The analysis in this section surrounding important variables to 
collect is highly dependent on the type of data used. The CBECS datasets 
included many more features under the Interior Building Information 
variable and Building Systems variable than the city datasets. These two 
variable classes, which are known to affect building energy consump-
tion, were deemed as important by the lasso regression and random 
forest models, respectively, but both models for this dataset showed 
worse results. It may be the case that certain features in these variable 
classes are indeed important for modeling building energy consumption, 
but due to the vast geographical coverage of the CBECS dataset, their 
effect has been diminished such that the overall fit of the models is still 
poor. These building system related features are difficult to collect—as 
exemplified by the extensive and costly survey needed to construct the 
CBECS dataset—especially at the large scale required for building en-
ergy benchmarking, which requires data from hundreds of buildings. 

Fig. 4. Summary results for the variable importance for each dataset for the random forest model. Each variable is represented by a different color. The order of the 
bars correspond to the MSE for the random forest models as summarized in Fig. 2. 
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Emerging data sources, however, hold promise for further automation of 
data collection, especially for variables that are currently difficult to 
obtain. Such variables that proved to be useful in the CBECS data-
set—like work hours (contained in the Interior Building Information var-
iable: See Appendix A)—could theoretically be obtained from services 
such as Google Maps that keeps data on store hours. Furthermore, im-
provements in remote sensing could also lead to variables, such as area 
and height, that could be collected automatically rather than using in-
formation from tax assessor databases. 

6. Conclusion & policy implications 

Our research described above supports an expanded approach to 
benchmarking—one that relies upon existing, open data sets already 
collected by cities and modeling methodologies that can be automated 
to avoid the expenses and inaccuracies of Energy Star. Our research 
above identifies which data cities should collect and how to analyze this 
data in order to improve the effectiveness of energy benchmarking 
policies. However, this research information alone does not guarantee 
changes in benchmarking approaches, improve market efficiency, or 
ultimately, enhance energy savings. The information gained from the 
analysis in section 5 must be incorporated into policy structures that 
heighten the usefulness of benchmarking and drive progress on multiple 
fronts. 

In this section we address two aspects of how to enhance the effec-
tiveness of benchmarking in achieving energy savings through devel-
opment of better benchmarking policy approaches.  

1. The adoption and use of an open data-driven benchmarking 
framework. With the numerous stakeholders affected by building 
energy benchmarking and its broad scope, all-around transparency 
will reduce the friction of implementation and enable quicker 
progress. Our research shows there are three critical areas for 
improvement in this area: use of open data for benchmarking; use of 
a transparent modeling and scoring methodology; and use of a public 
rating system. 

2. The adoption of complementary policies and programs to in-
crease building energy efficiency that are linked to bench-
marking results. Examples of complementary policies include 
mandatory audits, retrofits and/or retro-commissioning; provision of 
incentives such as utility rebates, loans and/or technical assistance; 
and linkage of benchmarking programs to city/utility energy effi-
ciency and carbon reduction goals. Integration of varied policies 
such as requirements on improving building performances, in-
centives and technical assistance, and linkage to goals will solidify 
energy benchmarking’s role in society. 

In other words, without proper and transparent measuring and use of 
complementary building policies, management of building energy will 
not improve. This section explores how policy mechanisms can further 
enhance the efficacy of data-driven energy benchmarking programs. 

6.1. Open data-driven benchmarking framework 

Transparency enables easy access to information that is necessary for 
markets to work and stakeholders to act. For example, cars have MPG 
ratings, food products have nutritional labels, and appliances have en-
ergy use tags for comparison; each of these examples provides instant 
direction to people so that they can assess costs and information. For 
buildings, transparency allows interested parties to assess energy per-
formance, efficiency potential, and historical trends. Building perfor-
mance information is a potential driver for change and a necessary tool 
to measure actual outcomes and hold parties responsible for perfor-
mance (Cohen and Bordass, 2015). Measuring performance is particu-
larly pressing with building energy consumption since a significant gap 
still remains between designed and actual performance (Menezes et al., 

2012). This mismatch is most striking for LEED certified buildings which 
have been shown to have only a weak correlation with reduced energy 
consumption (Newsham, 2009). Increasing accountability and trans-
parency will aid the construction industry, property markets, and en-
gineers by properly awarding those parties that build to design 
specifications. Increasing feedback on energy performance enables 
better policy-making, quicker identification of inefficiencies, and an 
improved ability for the market to understand which interventions are 
effective. Below we describe three levels of transparency, each with its 
own benefits, that should be incorporated into benchmarking policies 
and programs. 

1) Use of Open Data. Energy benchmarking policies, and the un-
derlying models they are built on, are nearly impossible to make 
transparent and reproducible without public access to the data used in 
the models. A first step is releasing data publicly, to ensure accurate use 
of the data and confidence in the benchmarking results. If governments 
can work with utilities to automatically access energy use data for 
buildings, the entire benchmarking system could be automated by using 
other publicly available open data, such as those highlighted in this 
study. The GreenButton initiative is one potential solution to accessing 
building energy data which eliminates the need for error prone, self- 
reported data (Sayogo and Pardo, 2013). A second benefit of open 
data access is that it will spur more effective collaboration across the 
science-policy boundary, reducing parallel efforts and duplicated work 
(Pfenninger et al., 2017). Such collaboration can save a tremendous 
amount of time and money, freeing up researchers to explore new 
questions and giving officials more time to build effective policies. In 
large datasets used in government decision-making, traceability and 
referencing can become major problems because civil servants are 
generally not trained as scientific researchers. The burden of this work 
can be reduced with open data that is shared more widely across 
academia, government, and the public while improving quality assur-
ance (Strachan et al., 1038). A third benefit, described in our research 
above, is that the data sets most relevant to accurate benchmarking may 
already be publicly available (e.g., tax rolls) and thus their automated 
use for benchmarking may be relatively inexpensive and easy. Cities 
with a more systemized data collection process could reduce the errors 
caused from the current manual data entry process required by Energy 
Star. 

Fortunately, several cities have already exhibited methods worth 
emulating for releasing data to the public. For example, the City Energy 
Project has partnered with 20 cities and counties across the U.S. to share 
data with the public to help motivate action and has published their best 
practices on their website. In this study, we leveraged open datasets that 
come in a tabular and organized format (i.e., .csv files) and which are 
released on an annual basis, therefore making this analysis easier than if 
the data were in a much more difficult to extract format, such as pdf 
files. Accessibility of data, from data portals to file types, and periodic 
release dates makes data more valuable because researchers and the 
public can analyze trends over time and reduce the friction for getting 
the data prepared for analysis. Open data portals from various city 
governmental organizations websites (e.g., data.boston.gov) are one- 
stop-shops that centralize and make accessible all the datasets that are 
released from one city; without these portals, knowing where to get data 
becomes a hurdle. Individual libraries are getting involved with opening 
data by curating, hosting, and maintaining these open data portals, 
promoting the idea that the data is part of the public domain with no 
restrictions to access (How libraries can make, 2018). Conceptually, li-
braries are predisposed for this role because they are often the most 
trusted local institutions whose responsibilities align with the goals 
surrounding open data; they are advocates for literacy, engagement, and 
equitable access to public information. Typically, these open data por-
tals include datasets on building permits, crime incidents, city employee 
earnings and property assessments, among others. In the context of this 
energy benchmarking study, all of our variables are taken from open 
data portals run by city governments. However, we note that data 
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availability and data quality vary significantly from city to city and re-
mains a challenge for the municipal open data movement. 

2) Transparent Model Construction and Scoring Methodology. 
Details behind current benchmarking models are also largely private, 
which prohibits researchers from improving the methodologies and can 
cause the public to distrust the results. Although the CBECS data set is 
publicly available, the feature selection process for the Energy Star 
model is private, thus making it difficult to verify the validity of the 
model. Additionally, the hidden nature of the modeling process and 
unreported model fit (i.e., modeling error) creates distrust and does not 
allow for public scrutiny or improvements to the methodology, thereby 
limiting identification of specific sources of energy waste in buildings. 
Providing interpretability is key for policy-makers, facility managers, 
and building owners to better target sources of inefficiency. With the 
numerous types and uses of buildings, understanding the drivers of en-
ergy consumption in each building is essential since the notion of 
building energy efficiency is subjective; a building with no windows may 
be very energy efficient but is a dismal environment for tenants. It would 
be unfair to penalize a gym for having a spa, an energy intensive ame-
nity, and even more senseless to suggest that the owners remove it since 
this is a central service to the business. However, owners and building 
operators should be aware if their spa is more inefficient than others, 
with potential for overall building energy savings. With an open 
benchmarking framework, building owners and operators, as well as 
public officials, can track building performance and identify specific 
areas for improvement through remote or on-site audits. 

3) Public Rating System. Benchmarking building performance 
without distributing the scoring results is unlikely to lead to any savings. 
Numerous stakeholders have a vested interest in building energy per-
formance. Table 2 summarizes those stakeholders, their functions and 
needs, and how an open benchmarking framework can benefit them. 
Reliable assessment of building performance and rating information can 
help stakeholders to save money, comply with laws, reduce lending and 
insurance costs, increase visibility, and improve accountability. 
Increased information to consumers can positively affect the behavior of 

stakeholders and the efficiency of markets, which has led economists to 
support policies that increase information availability (ZheJin and 
Leslie, 2003); markets cannot value what is not measured. Requiring a 
scorecard to be placed in a visible location in buildings, analogous to 
health inspection ratings for restaurants, can catalyze and encourage 
market transformation by adding a “green premium” for high per-
formers. Such visible ratings for restaurants led to improved food-safety 
practices and garnered high program approval ratings, suggesting that a 
similar system for energy building benchmarking can drive savings 
through increased recognition (ZheJin and Leslie, 2003; Wong et al., 
2015). With regard to building energy efficiency, a study examining 
1100 leasing transactions in the Netherlands found that buildings 
designated as inefficient had rental levels that were 6.5% lower 
compared to efficient, otherwise similar buildings (Kok and Jennen, 
2012). Currently, New York City and Chicago both require buildings to 
post their benchmarking rating in a prominent location on the property 
and to share this information at the time of sale or lease. We recommend 
implementing similar mandates of publicly displayed benchmarking 
scores so that clear and reliable information can aid market forces. 
Additionally, providing access to all scores through a computerized 
database maintained by the relevant governmental entity in charge of 
the benchmarking program would improve access to benchmarking in-
formation and results. These changes aim to improve visibility and 
transparency of the reported information, make energy use information 
easily accessible to residents, and encourage adoption of energy saving 
practices. 

6.2. Complementary policies to benchmarking 

Achieving high savings requires policies that go beyond adoption of a 
benchmarking ordinance. Policies that target the increased visibility of 
benchmarking results in accessible and effective ways can help markets 
better value the energy performance of buildings. We have identified 
three types of complementary policies that can be based on bench-
marking results to further drive energy savings. 

1) Mandatory Building Audit, Retrofit, and/or Retro- 
commissioning Requirements. A first category of complementary 
policies is the requirement for building owners or operators to improve 
building performance, starting with an audit and then proceeding to 
retrofits and/or retro-commissioning (RCx). New York City, for 
example, requires benchmarked buildings to undergo an energy audit 
and RCx process every 10 years to ensure building systems are operating 
as intended. Austin, TX has a similar program that requires audits of 
single-family homes prior to sale and multifamily homes every 10 years. 
Several other cities have comparable programs which are summarized 
by Palmer and Walls (2017). Though costlier than just benchmarking, 
RCx can lead to substantial savings and returns. The Department of 
Energy (DOE) estimates most buildings save between 10 and 30% of 
energy associated with RCx where savings persist for 3–5 years (Kati-
pamula et al., 2012). A study from Lawrence Berkeley National Lab 
identifies RCx as arguably the single most cost-effective strategy for 
reducing energy costs and GHG emissions (Mills and Mathew, 2009). 
Other potential requirements include mandated audits for poor per-
forming buildings at regular intervals. Energy audits of over 800 
buildings in San Francisco revealed $60.6 million in opportunities for 
cost-effective energy efficiency investments, with a net present value of 
$170 million (Hart, 2015). Buildings often undergo retrofits regularly, 
though these retrofits only focus on energy efficiency a fraction of the 
time. Previous research has shown that energy efficiency opportunities 
need to be identified in the early stages of renovation when building 
owners are thinking about ways to improve their building (Pettifor et al., 
2015). Requiring both benchmarking and periodic energy audits can 
bring this information to the attention of owners and building operators, 
thereby leading to higher likelihood of implementing efficiency retrofits. 

2) Financial Incentives and Technical Assistance. Utility 
customer funded energy efficiency programs in the U.S. make available 

Table 2 
Summary of key stakeholders, their needs, and the aspects of the open bench-
marking framework that they will benefit from.  

Stakeholders Function/Needs Open Benchmarking 
Framework: Benefits by 
Category 

Data Modeling Rating 

Landlords Reduce operating 
expenditures   

X 

Tenants Compare buildings to assess 
utility costs   

X 

Investors Deploy capital efficiently  X X 
Lenders Evaluate eligibility of lendee  X X 
Policymakers/ 

Regulators 
Track compliance of 
buildings; target incentive 
payments; assist in setting 
efficiency goals   

X 

Insurers Properly assess risk X X X 
Facility Managers Receive feedback on 

performance and identify 
savings opportunities 

X X X 

Energy Service 
Companies 
(ESCOs) 

Reduce customer acquisition 
cost  

X X 

Utilities Target inefficient buildings X X X 
Lawyers Consider impacts on real 

estate, construction, and 
building industries  

X X 

Engineers Develop better building 
design performance models 
and software 

X X X 

Statisticians/ 
Researchers 

Convert collected data into 
actionable insights 

X X X  
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billions of dollars and technical assistance for building improvements. 
Yet, because building benchmarking programs are run by local officials, 
unless the local government is also a municipal utility, the bench-
marking program may not be structured to provide building owners and 
operators with seamless access to these utility-run programs. Utility 
regulators, such as the state public utilities commission, could require 
utilities to work with local governments in the utility’s service area to 
target incentives and technical assistance to the lowest performing 
buildings in benchmarking programs. Likewise, local governments 
themselves could reach out to their local utility to develop a voluntary 
assistance program. And, local governments, even if not a municipal 
utility, could develop assistance programs independently. For example, 
the New York City Retrofit Accelerator is a program that sends report 
cards to building owners with information about relevant utility pro-
grams. Other incentives could allow buildings that receive scores below 
a certain threshold be eligible for “green loans” offered by the city, with 
reduced interest rates, or other types of project financing. Cities could 
also provide tax exemptions, expedited permitting reviews, reduced 
fees, density bonuses, or administration variances to allow for additional 
yard setbacks, landscape buffers, and driveways. Equity benefits could 
be explored through the use of absolute (e.g., buildings that achieve a 
score below a predefined threshold) and/or relative (e.g., buildings that 
have achieved a certain level of improvement) cut-offs for incentives or 
other assistance. 

3) Linkage to Efficiency and/or Climate Goals. Growing concerns 
over energy demand and the climate has spurred numerous cities to join 
initiatives such as the City Energy Project, a joint project with the NRDC 
(Natural Resources Defense Council) and IMT (Institute for Market 
Transformation) and the DOE Better Buildings Challenge. Similar ini-
tiatives led by the UN have encouraged cities worldwide to strive to 
reduce energy use, by promoting energy efficiency in buildings. Like-
wise, many states have set efficiency goals for their regulated utilities. 
Building energy benchmarking can encourage buildings to lower their 
energy consumption and simultaneously inform progress on both local 
and global sustainability goals. 

6.3. Conclusions 

Building energy benchmarking is increasingly seen as a low-cost, 
impactful practice that can help cities reduce the energy demand of 
their buildings. Cities and other stakeholders are striving to better un-
derstand how buildings use energy and which ones are highly inefficient 
so that policy-makers and others can make informed policies and 
investments. 

The emergence of new data sources has made data-driven bench-
marking more powerful. Current benchmarking practices rely on the 
opaque Energy Star methodology that is expensive to operate and re-
quires manual data entry which can be time-consuming and error prone. 
This paper demonstrates that exploiting open datasets can deliver 
benchmarking models that are equally or more accurate than those 
developed using the CBECS dataset, the basis for Energy Star. Although 
the CBECS dataset provides a comprehensive understanding of buildings 
across the United States, given its large feature set and geographical 
coverage, the dataset falls short for the purposes of energy 
benchmarking. 

Our results offer several major benefits. By using open data sources, 
cities can achieve similar or more accurate results than the Energy Star 
system, increase transparency of the process, and utilize models that are 
more interpretable in determining sources of energy waste. Further-
more, the open data used in this analysis allows for every building in a 
city to be benchmarked contingent on the collection of annual building 
energy use data. The open building energy benchmarking framework is 
not restricted to the larger cities examined but can be applied to any city 
or location that collects the several key variables identified in this paper. 
Eventually data from each city could be collected and anonymized to 
create a new national database. A larger compiled database of buildings 

would greatly expand the reach of benchmarking programs and facili-
tate their automation, thereby greatly reducing the required capital and 
time requirements of the current benchmarking process. 

Benchmarking by itself will not result in energy savings. However, it 
can pave the path to construct better policies for improved market ef-
ficiency. Given the quantitative nature of benchmarking, we recommend 
policies that increase all around transparency in how these models are 
constructed, from data inputs to modeling, in order to increase collab-
oration across the science-policy boundary and to make the results more 
accurate and trustworthy. An open data-driven benchmarking frame-
work can allow for faster improvements to modeling and increased trust 
from parties involved. Increased reporting of benchmarking score-
s—such as requiring buildings to place their scores in prominent loca-
tions—will provide necessary information to various stakeholders that 
have an interest in the operations, expenses, and energy use of buildings. 
The effectiveness of benchmarking can also be enhanced by comple-
mentary policies that employ requirements, incentives, and goal-based 
strategies. Governments are starting to realize the potential benefits of 
new open data sources that can be used to transition cities to a more 
sustainable energy future. 
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