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Abstract

In this report, we study decentralized stochastic optimization to minimize a sum of smooth and strongly convex
cost functions when the functions are distributed over a directed network of nodes. In contrast to the existing work, we
use gradient tracking to improve certain aspects of the resulting algorithm. In particular, we propose the S—ADDOPT
algorithm that assumes a stochastic first-order oracle at each node and show that for a constant step-size «, each
node converges linearly inside an error ball around the optimal solution, the size of which is controlled by «. For
decaying step-sizes O(1/k), we show that S—ADDOPT reaches the exact solution sublinearly at O(1/k) and its
convergence is asymptotically network-independent. Thus the asymptotic behavior of S—ADDOPT is comparable
to the centralized stochastic gradient descent. Numerical experiments over both strongly convex and non-convex

problems illustrate the convergence behavior and the performance comparison of the proposed algorithm.

I. INTRODUCTION

This report considers minimizing a sum of smooth and strongly convex functions F(z) =Y ., fi(z) over a
network of n nodes. We assume that each f; is private to only on node ¢ and that the nodes communicate over
a directed graph (digraph) to solve the underlying problem. Such problems have found significant applications
traditionally in the areas of signal processing and control [1], [2] and more recently in machine learning prob-
lems [3]-[6]. Gradient descent (GD) is one of the simplest algorithms for function minimization and requires the
true gradient VF. When this information is not available, GD is implemented with stochastic gradients and the
resulting method is called stochastic gradient descent (SGD). As the data becomes large-scale and geographically
diverse, GD and SGD present storage and communication challenges. In such cases, decentralized methods are
attractive as they are locally implemented and rely on communication among nearby nodes.

Related work on decentralized first-order methods can be found in [7]-[12]. Of relevance is Distributed Gradient
Descent (DGD) that converges sublinearly to the optimal solution with decaying step-sizes [7] and linearly to an
inexact solution with a constant step-size [8]. Its stochastic variant DSGD can be found in [9], [10], which is

further extended with the help of gradient tracking [13]-[15] in [12] where inexact linear convergence in addition
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to asymptotic network independence are shown; see also [16]-[18] and references therein. More recently, variance
reduction has been used to show linear convergence for smooth and strongly convex finite-sum problems [11].
However, all of these decentralized stochastic algorithms are built on undirected graphs, see [19] for a friendly
tutorial. Related work on directed graphs includes [14], [15], [20]-[24] where true gradients are used, and [16],
[25]-[27] on stochastic methods, all of which use the push-sum algorithm [28] to achieve agreement with an
exception of [15], [27], [29], [30] that employ updates with both row and column stochastic weights to avoid the
eigenvector estimation in push-sum.

In this report, we present S—ADDOPT for decentralized stochastic optimization over directed graphs. In particular,
S—ADDOPT adds gradient tracking to SGP (stochastic gradient push) [16], [25], [26] and can be viewed as a
stochastic extension of ADDOPT [14], [31] that uses true gradients. Of significant relevance is [12] that is applicable
to undirected graphs and is based on doubly stochastic weights. Since S—ADDOPT is based on directed graphs, it
essentially extends the algorithm in [12] with the help of push-sum when the network weights are restricted to be
column stochastic. A similar algorithm based on row-stochastic weights is also immediate by apply the extension
and analysis in this report to FROST [23], [24].

The main contributions of this report are as follows: (i) We develop a stochastic algorithm over directed graphs by
combining push-sum with gradient tacking; (ii) For a constant step-size «, we show that each node converges linearly
inside an error ball around the optimal solution, and further show that the size of the error ball is controlled by «.
(iii) For decaying step-sizes O(1/k), we show that S=ADDOPT is asymptotically network-independent and reaches
the exact solution sublinearly at O(1/k), while the network agreement error decays at a faster rate of O(1/k?).
(iv) We explicitly quantify the directed nature of graphs using a directivity constant 7, which makes this work a
generalization of DSGD, SGP, and the method proposed in [12]. The directivity constant 7 is 1 for undirected graphs
and thus the results apply to undirected graphs as a special case. The rest of this report is organized as follows.
We formalize the optimization problem, list the underlying assumptions, and describe S—ADDOPT in Section II.
We then present the main results in Section III and the convergence analysis in Section IV. Finally, we provide
numerical experiments in Section V and conclude the report in Section VI.

Basic Notation: We use uppercase italic letters for matrices and lowercase bold letters for vectors. We use I, for
the n x n identity matrix and 1, denotes the column vector of n ones. A column stochastic matrix is such
that it is non-negative and all of its columns sum to 1. For a primitive column stochastic matrix B € R™*", we
have B*® = 7r1;Lr , from the Perron-Frobenius theorem [32], where 7= and 1;Lr are its right and left Perron eigenvectors.
For a matrix G, p(G) is its spectral radius. We denote the Euclidean (vector) norm by ||-||2 and define a weighted
inner product as (x,y)r:=x'diag(m) !y, for x,y € RP, which leads to a weighted Euclidean norm: ||x||, :=
|diag(v/7) "'x||2. We denote ||-|[|,, as the matrix norm induced by | -|~ such that VX € R™" || X | :=

||| diag(v/7)~" X diag(y/7)|||,- Note that these norms are related as || - [|x < 75| - [|2 and || - [|2 < 75| - |

T
where 7 and 7 are the maximum and minimum elements in 7, while || B||,. = || B ||, = | In — B> ||, = 1.

Finally, it is shown in [27] that op := || B — B> ||, < 1.



II. PROBLEM FORMULATION

Consider n nodes communicating over a strongly-connected directed graph (digraph), G = (V, ), where V =
{1,2,3,...,n} is the set of agents and £ is the collection of ordered pairs, (i, j),%,j € V, such that node i receives
information from node j. We let N°™ (resp. /\fii“) to denote the set of out-neighbors (resp. in-neighbors) of node ¢,
i.e., nodes that can receive information from 4, and |N?"!| is the out-degree of node i. Note that both N*"* and A/

include node ¢. The nodes collaborate to solve the following optimization problem:

P: min F(z) := %Zfi(z),
i=1

zZERP

where each node ¢ possesses a private cost function f; : RP — R. We make the following assumptions.

Assumption 1. The communication graph G is a strongly-connected directed graph and each node has the

knowledge of its out-degree |N"|.

Assumption 2. Each local cost function f; (and thus F') is u-strongly convex and {-smooth, i.e., Vx,y € RP and

Vi € V, there exist positive constants . and { such that

1 l
Llx = yI13 < 5ily) — £i0) = VAG)T(y =) < 5lx - vl
Note that the ratio k := ﬁ is called the condition number of the function f;. We have that { > p and thus x > 1.

Assumption 3. Each node has access to a stochastic first-order oracle SFO that returns a stochastic gradi-

ent Vﬁ(z}g) for any zi € RP such that
B[Vl = Vii(ah),

E[IVFi(s) - iz} 3lah] < o

These assumptions are standard in the related literature. The bounded variance assumption however can be relaxed,
see [6], for example. Due to Assumption 2, we note that F' has a unique minimizer that is denoted by z*. The

proposed algorithm to solve Problem P is described next.

A. S—-ADDOPT: Algorithm

The S—ADDOPT algorithm to solve Problem P is formally described in Algorithm 1. We note that the set of
weights B = {b;;} is such that B is column stochastic. A valid choice is bj; = |JN?"| 7L, for each j € N°" and zero
otherwise, recall Assumption 1. Each agent ¢ maintains three state vectors, i.e., XL, w};, z}'f € R? and a (positive)
scalar yj, at each iteration k. The first update X, is similar to DSGD, where the stochastic gradient Vfi(xi) is
replaced with w};. This auxiliary variable Wi is based on dynamic average-consensus [33] and in fact tracks the
global gradient VF when viewed as a non-stochastic update (see [13]-[15], [34] for details). However, since the

weight matrix B is not row-stochastic, the variables xj.’s do not agree on a solution and converge with a certain

imbalance that is due to the fact that 1,, is not the right Perron eigenvector of B. This imbalance is canceled in



the z};—update with the help of a scaling by y}'c, since y,iC estimates the ¢-th component of 7 (recall that B = 7).
We note that S—=ADDOPT is in fact a stochastic extension of ADDOPT, where true local gradients V f;’s are used

at each node.
Algorithm 1 S-ADDOPT: At each node ¢

Require: x{ € RP,zi =x} v} =1, w) = Vfi(zé)ﬂ >0

1: for k=0,1,2,--- do

2 State update: x| | = > byx] — aw}
3. Eigenvector est.: y; | = > 7, bij ]
4 Push-sum update: z, , = x| _,/y; .,

s:  Gradient tracking update: w;  , = > 7 biw, + Vﬁ(z}'ﬁl) — Vfi(zl)

6: end for

S—ADDOPT can be compactly written in a vector form with the help of the following notation. Let xy, zg, wg,
all in R™ concatenate the local states x&,z:, wi (all in RP) at the nodes and y; € R" stacks the y!’s. Let ®
denote the Kronecker product and define B := B ® I, and let Y}, := diag(yj) ® I,. Then S=ADDOPT described

in Algorithm 1 can be written in a vector form as

Xpt1 = Bxp — awy, (la)
Yit+1 = Byk, (1b)
Zir1 = Y Xpy1, (lc)
W1 = Bwg + V].\(Zk+1) — Vf(zk). (1d)

In the following sections, we summarize the main results (Section III) and provide the convergence analysis
(Section IV) of S—ADDOPT. Subsequently, we compare its performance with related algorithms on digraphs in

Section V.

III. MAIN RESULTS

We use p = 1 for simplicity and thus B = B. Before we proceed, we define Xj, := %1; Xg, and X := B®x,,

which are the mean and weighted averages of x}’s, respectively, and y := supy, || i |5, y— := supy [ v, ! H‘Q We

next provide two useful lemmas.

Lemma 1. [14], [27] Consider Assumption 1 and define Y *° := limy_,oc Yy, h :=7/7, and B := \/ﬁ”ln — nmllo.
Then || Yy — Y ||, < Bok, V& > 0.

Proof. Note that Vk > 0, yoo = B™®yg. Thus we have
1Y =Y llly < vk = yoollz < VAN B = B= |l ollye-1 = Yool < 05vVR]y0 = yooll2-

and the proof follows. 0



Lemma 2. Define ey, := 2E[||z), — 1,2*||3] as the mean error in the network. We have
w ~ x - *
er < —E|xi — Rill7 +wBop2"|I3 + wyElI%: — 277, 2)
e < VEl|xy, — Xillx + 8o BE | xkll% + 2El|x;, — 2”13, 3)

where w = 3y>7 and 1 := 2> 7(1 + B)/n.
We now provide the main results on S—ADDOPT.

Theorem 1. Let Assumptions 1, 2, and 3 hold and let the step-size o be a constant such that,
he 1 (-
~ U/k  BlyT

where T := ySy?h(1 + B) is the directivity constant. Then ey, converges linearly, at a rate ,~ € [0,1), to a ball

4

around z*, i.e.,
limsupe, = a O <02> +a20 <2£2022> . 5)
k00 ni p2(1—op)?

The proof of Theorem 1 is provided in the next Section. It essentially shows that S—ADDOPT converges linearly
with a constant step-size to an error ball around z*, the size of which however is controlled by «. We note
that 7 > 1 can be considered as a directivity constant and is large when the graph is more directed as quantified
by e.g., the constant h (in addition to the other constants in 7); clearly, for undirected graphs 7 = 1 and thus
Theorem 1 is applicable to undirected graphs as a special case. We further note that the first term in (5) is due to
the variance o2 of the stochastic gradients and does not have a network dependence, i.e., a scaling with (1 — 0123)*1.
The rate of convergence of S—ADDOPT thus is comparable to the SGD (up to some constant factors) when the
step-size « is sufficiently small since the second term has a higher order of . The result in Theorem 1 is similar
to what was obtained for undirected graphs in [12], where the network dependence is O((1 — %) 3). We next

provide an upper bound on the linear rate -y.

2
1—0%

o

Corollary 1. Let Assumptions 1, 2 and 3 hold. If the step-size follows o < = (

0 ) , then the linear rate

parameter v in Theorem 1 is such that
o
<1l-——.
T=177
The proof of Corollary 1 is available in Appendix B and follows the same arguments as in [12]. Going back to
Theorem 1, note that the exact expression of (5) is provided later in the convergence analysis, see (15), where we

dropped the higher powers of a@ when writing (5). We note from (15) that all terms in the residual are a function

2 2

of 0 and thus S—ADDOPT recovers the exact linear convergence as o2 vanishes. When o2 is not zero, exact

convergence is achievable albeit at a sublinear rate with decaying step-sizes. We provide this result below.



Theorem 2. Let Assumptions 1, 2, and 3 hold. Consider S—ADDOPT with decaying step-sizes oy, :=

and m such that

m > max

O(t+p) 600y—+/(1+o%)h
2

’ 1,0-28 ’

(1-03)® (l=0% _ 2m+l s By | (_0°E B, Outm
602(1+0%) 2 (m+1)2 m? min(Ou—1) mp )0

for some constants F1, Fa, Fs. Select S large enough such that Yk > S , JJkB < 0 1

then we have

n(m+k)?’
- o(1
Elxx — X2 < (m+ k)2 —I(— ]2:)2,
20202 O(1) 0(1)

E— _ * 2<
1% =2l < G o h) T kP

which leads to e, — 0 at a network-independent convergence rate of (’)(%)

0

—m+k,0>

1
m

Theorem 2, formally analyzed in the next section, shows that the error e, in S—ADDOPT asymptotically converges

to the exact solution at a rate dominant by %, which is network-independent since all other terms decay

faster, and thus S—ADDOPT matches the rate of SGD (up to some constant factors); see also [12], [16]-[18]. It can

also be verified that the network reaches an agreement at O(1/k?).

IV. CONVERGENCE ANALYSIS

To aid the analysis of Theorems 1 and 2, we first develop a dynamical system that characterizes S—ADDOPT for

both constant and decaying step-sizes. We find inter-relationships between the following three terms:

(i) Network agreement error, E||x; — Bxy|

2
(ii) Optimality gap, E||X) — z*||3,

(iii) Gradient tracking error, E|lw;, — B®wy||2,

to write an LTI system of equations governing S—ADDOPT. For simplicity, we assume p = 1. Denote t,

and A, H, € R®3 for all k as

E[l[x, — B*x7] E[[[xx]13] 0
= | Ellxi-2 3 | ose= | 00 | e | a?e |,
| Bfjwi — w2 0 c,
- 0 00 1+2cr]23 0 ag%
Hy = hiok, 0 0/, Av:=| ?g1+ag 1—au 0 ;
| (ha + o?hg)ok, 0 0 g3+ atgy  APgs %
where the constants are defined as:
g1 = (6252’) (1+ Bop)T, g2 1= (ijf) (1+ Bop)T, g3 = 4kg,
g1 = 20%y%koks(1 4 Bop), g5 := 18 qytyPnt, ky = ﬁ’
C, = o2 (01 + azc2) ) 1 = 4gna ko 1= 602qy>h
ey 1= 120%qy* y? ka1, hy =428 (%Q + OZQEQ) B+1), k= g
ho = 240%qy* B?m 1, hs == 120*qyS y? k31 (B + 1), q:= %

sk, ¢ € R3,

(6)



With a < (1 UB) . 1\/5 we have that

try1 < Aaty + Hys, +c. (7

The derivation of the above inequality is available in Appendix A. We now provide the proofs of Theorems 1 and 2.

A. Proof of Theorem 1

From [12] Lemma 5, for a 3 x 3 non-negative, irreducible matrix A, = {a;;} with {a;;} <A*, we have p(A,) <\*
if and only if det(\*Is— A, ) > 0. For A, in (6), a11,a33 < 1 since op € [0,1), and age < 1 since a < % and ¢ > pu.

Expanding the determinant as
det(Is — Ay) = (1 —an)(1 — a2)(1 — ags) — a13]aziazs + (1 — azr)asi]
=(1—-ax)|(1—-a1)(l—ass)— a13a31} — 13021032,

we note that if the following is true for some I' > 1,

1
—a13a31 > _f(l —a11)(1 — ass), ¥
I'—1
—a13a21032 > *m(l —a11)(1 —az)(1 —ass), )

then we obtain

—1

F{I“Jrl)(l —a11)(1 — az)(1 — ass)

det(Iy — Aa) > (1~ a2) (1 — an)(1 — ags) - %(1 )1~ az)] -
I'-1 I'-1

r _F(F+1)(1

> (1—0,22)(1—(111)(1—(133) _all)(l _CL22)(1 —CL33)

I'-1
> (=) (1= a)d —an)(l —
> (157) (- )0 = an)(a = am) >0,
ensuring p(A,) < 1. We thus find the range of « that satisfies (8) and (9). Using {a;;}’s from (6) in (8), we get
_1(1- o2 1—o02
e () ()

2k1 — 3koa? 1 1—0%)3
20602,2 1= 2 B
202y 1

T —2kpa? LT PB) S op 1+ch >

k(4 + a

2 4k1 — 8k2a ) + 2a2£2 2(1 + BO'B) 2]€1 — 3k204
« kg
]{71 — 2k20[2

1+0?B
1—0']25,)4

1+U]29

| A

+ 8k3ax

(
1 ( o%)3
12F< 1+a3B
S
o (

2 (1—0%)? 1 ((1-op)*
o2ky (4ky + 4k1 022 (1 + Bog)) + ’f;? ( . +Z€) ) ST 75) >+8k o + 6k2a°y2 (1 + fop)
B

1—0 3
2 2,2 B
Aky + 4
ak2<k1+ kit7y=(1+ fop)a 12r< 1+ 0% )

+ 6k20%y*(1 + Bop)a®

1 2

o?k1ko <4+4£2 2(14 Bop)a? 2F<

1_UB

A

1_034 2 4
8k
_36F< 1+ 02 >+ 20

+ 6k30%y*(1 + Bog)a®.

l—I—UB



We now simplify the above condition by letting o < (g}f)

3

Z in the LHS and decreasing the RHS, which

leads to

A (-op)*
2 36T 1+0%

a [
(20242 717 (1 4 0%)) (4 +4 ((1 yUB\)ff> 2(1 + fop) + 2 ((1112) ))

(1-03)*
1+0%

(Cy2 17 (L+ 0F)) <288r+288r(“ ‘i@{) 2(1 4 Bop) + 3645 )

2 (1—03)*
y— 1+0%

T 2y h(1+02) (288y%F +AD(1 — 02)2h1y2(1 + Bop) + 36y_@)
y2 (1 —op)*
2)+40(1 — 0%)2h1y2(1 + Bop)(1 + 0%) + 36y% (1 — 0]23)2) '
We use op < 1,(1—0%) <1,(1+0%) <2,9%(1+ ) > 1,hy? > 1 and Thy?(1
o2 < y> (1 —ap)! (1- )
2022 (612th_y (1+8) +8Thy2y2(1 + ,8)) 124002 (th v(1+8)

Taking square root of both sides results into

T 2y2h(1 4 0%) (288y2T (1 + o

+ ) > 1 leading to

(1-o03)’

36@ y/Th(1 + B)

We next note that (9) holds when

@)t +am)e’e) < o (12 (B ) ) - (- (1- 2422

6
o aan(ags + ) < F(FF_Jrll) (1 —;%) (ap) (1 —60%>

-1 [(1-02\°/u
atqgsga(1+ ap) < NOEEY < 5 B) (*)

which can be simplified by using o < +

= H” i' L]

_ _ 5233
of < F(FF +11) <(11 + o%) > (i) <£6(18y6_y27rlf7r)(1 + 503))

4 r—1 (1-0%)°w’
= as r+1 (864£6(y 6 y2x=17)(1 + BUB)>
_ 1 r-1 (1-0%)3 i
= °= 6(y/k | T( +1) <y6y2h(1 + BUB))

for which it is sufficient to have

(1—0%)3/4 r—1 :
“= Thns \Th(15)) (10




We next select the minimum of all the bounds on step-size,

a < min 1—op (1_03)2 (1 )3/4< -1 )
- 9y _vh' 360y_y\/Th(1+B) 120\/k I2y0y2h(1 + B)

— P LRy Y i% D-1)
“=360on MY\Gr ) o\

(1-0%)? 1 . 1
366\/35 -\/ﬁ-mm{l,(f‘—l)‘l},

where 7 := y%42h(1 + ). We note that the above is true for all I' > 1 and min {1, (r— l)i} is maximized

— a<

at I' = 2. Hence, for a largest possible «, that is feasible given our bound, we select I' = 2, which leads to
he L (1-a3p
~ U/k  BlyT

Thus, when « follows the above relation, we have p(A,) < 1 and using the linear system recursion in (7), we get

lm tpy1 < (Is — Aa) e, (11)
k—o0

since limg_,o, Hy is a zero matrix. The first two elements in the R.H.S (vector) of (11) can be manipulated as

follows:
_ -1 _ a13a32% + (113(1 — aQQ)CG
(s = Aa) el = det(T; — Au)
F+1 ails OéQO'Q
< p—
> <F — ]_) (1 — all)(l — a22)(1 — CL33) |:(132 n + (]. a22)00:|
2 1—1-02['g
° ; 2 2 2
O'B ch 1— O'B n
) (o) (572)
2
< 12« (1+UB) [1804464 42 _1<1+UB> < > D4 1)<1+a§>}
’u 1 - UB) 1— O_B
_ <z4 2) 216y y 1(1+0]23) 4871 1+0B)
(1 - ‘7129)4 (1- UB
640'2) a2
- o + O (no?); (12)
(1- o'B)4 < nu (1- UQB>4 ( )
(s — Ag) -ty = (0= (1= as8) — orgest| 57 + (assen)Co
3 o 92 =

det(lg — Aa)

r+1 ( a?o? ) (F + 1> < a13a21Cly )
< +
T n(l—a22) I'-1 (1 —CLH)(l —a22)<1 —CL33)
1+o% 2y2 (14+-Bop)T 2y? (14+Bop)T
o) (0 (252) o ()

nlan) " (1_2025> (ap) (1_60123)
o2 120(14 O‘B) ( 20292 (1 + Bop)7) + « (W)) (40%nz~1h)
" g * nu(l — o%)*

o2 a? 252
_ao<w>+(1_0%)4o<ug ) (13)
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Finally, the mean network error, defined as ey, := LE [||z, — 1,z*||3], is given by

3y%f %s) * *
E[|[xx — B¥xg|2] + 3y 5°E[|2" 3]0 7 + 3y y*Elllxx — Lnz"[[3]. (14)

Notice that the second term of (14) vanishes asymptotically. Using (12) and (13), we further have
3y’ Ta® <€402> 3y2 T 9 3y2 y2a? <€2 2> o2
limsupeg < @ + O (o) + O +32 20— ). (15)
k—o0 (1—op)t \n?%u) (1-op)! () (1—op)t ™ \ 42 np

and the theorem follows by dropping the higher order term of o and noting that s > 1. U

Corollary 2. For all k,3b € R, such that E[||xx||3] < b

The proof follows from Theorem 1.

B. Proof of Theorem 2

Let P := E[ka — BOOXkH%.], Q= E[Hik - Z*H%] and Ry := IE[Hwk — BOOWkH%.] To show that

P ~
< T ng(nfik), R, <R (16)

. . . . 1—0% 1
for all £ > 0, it suffices to show that the R.H.S of (7), with a decaying step-size o < ( 6‘2 ) PRV T

follows the above bounds. We develop the proof by induction. Consider (7) for k£ =0, i.e.,
Aayto + Hosp + ¢

with oy = i and therefore m >

600y_+/(1
w to obtain the following conditions:

1_JB m? 1—}-0% ~
e <92 (1+0%) ) ((m+1) 2 )P’ (17a)
6€2E1 ~ nm2K1b+020'2
Qz [< ) (m”(eﬂ—1)>P+ n(Ou—1) ]’ (17b)
E, 0204 Ey
Rzﬁ m2 P+ Q + Kab+ Cyl . (17¢)
1—0op [\m m3

where E1, Fo, F/5 are defined in the following. It can be verified, that the above conditions hold if and only if

1— 0% m*  1+oh\5_ 6 E2]5+ 020 B3 0.1 002E, P
62(1+0%) \(m+1)2 2 1—o0% | m? m?3 m  p) \mn@u—1)

(1-03) (1-0} 2m+1 LB 0305 F E ngl
66%(1 + 0%) 2 (m+1)2 m? min(@u—1)) \m p
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and @ = max {mQo, D¢}, where P and R follow the constraints in (17a), (17¢), and R > Ro. We use E|xx|3 < b,

for some b > 0, which follows from Theorem 1. Thus, P is selected as P = max{ 2Py, B D DlD 5y Dfi °Pr },
where

Cy = 40?qr—* (n +3 (92[2 ) (27,212219]?—_23;229622)) ) Ds = m2(61E—2023)’

Dy = (921155 (1 2UB o (iﬁ% ) Dy := [16—%?3} (mf;€25i1)> (% + i) + D,
Dy i= 5] [(”E) %0 — 2|13 + Co + Kab) Ey := (1 + fop)y?T,

D5 = [1 U}J [( 92@;531 ) (6202 + nm?K1b) + Co + Kgb} Es = 18qy* y?r 1,

Dg := { T ] [( ) (95 EI)P—I—HQUZ—I—nm?Klb] K, := K3 (%-1-9:1422),

Ky = 120 ayt LB (25 9242y2 *(B+1) (272121{’?:23&92 )) : Ky :=132B(B+1),

By o= Al + (2252 (Zk’jﬁjjk’g@f) (1+ Bop).
Thus, we conclude that (16) holds for £ = 0 when the corresponding conditions on ]5, @, ﬁ, and m are met. Next,
assume that (16) holds for some k, it can be verified that it automatically holds for k + 1 with the same conditions
on ]3 @ fz and m that are derived for £ = 0.
We next improve (i, to establish the network-independence. Pick S large enough such that Yk > S ok B < m
Then using the decaying step-size in (7), we have

Onns < (1- eﬂ O + 2952(&13 + K3b) 6252
P F np(m + k)3 n(m+ k)%’

which leads to

k—1 k=1 k—1 >
m+ ] - 9 200?(E1 P + K3b) 6202
Qr < ( ) Qo + (18)
E) I‘Z;]HH nu(m +t)3 n(m + t)?
From [17], we have
(-2« ol T (1) < ™
- > o’ - -] = 0 ’
paley m+t (m + k)% P m+j (m + k)%
Using the above relations and in (18),
Z L 46e(E P+ K3b) <2 20202
m 1 3 6u—3 g Op—2
< t)’H —_— )"
moH 400%(E P + K3b) [* . 20252 &
< ) 3dt 4 — t)r2dt
20252 N moH o + ma 4002(ELP + K3b)  400%(E1 P + K3b)(m — 1)012
n(Op—1)(m+k)  (m+k)on<° (O —2)(m + k)2 nu(2 — 0p)u(m + k)or ’

and the theorem follows by (3) in Lemma 2 and by noting that the 0 L

Ty term in @y is network independent. [
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V. NUMERICAL SIMULATIONS

In this section, we illustrate S=ADDOPT and compare its performance with related algorithms over directed graphs,
i.e., GP [20], [21], ADDOPT [14], [31], and SGP [16], [25], [26]. Recall that GP and ADDOPT are batch algorithms
and operate on the entire local batch of data at each node. In other words, the true gradient V f; is used at each node
to compute the algorithm updates. In contrast, SGP and S—ADDOPT employ a stochastic gradient Vﬁ() = Vfisi ()
where s}, is chosen uniformly at random from the index set {1,...,m;} at each node i and each time k. It can be
verified that this choice of stochastic gradient satisfies the SFO setup in Assumption 3. The numerical experiments

are described next.

A. Logistic Regression: Strongly convex

We now show the numerical experiments for a binary classification problem to classify hand-written digits {3, 8}
from the MNIST dataset. In this setup, there are a total of N = 12,000 labeled images for training and each node ¢
possesses a local batch with m; training samples. The j-th sample at node i is a tuple {x; j,v; ;} C R™® x {+1, -1}

and the local logistic regression cost function f; at node ¢ is given by
1 & A
fi = E z;ln [1 + exp {—(bTXZ’J’ + c)ym-H + 5”1)”%,
J:

which is smooth and strongly convex because of the addition of the regularizer A\. The nodes cooperate to solve

the following decentralized optimization problem:

min  F(b,c) = ;Zfz

bER™84, c€R

For all algorithms, the step-sizes are hand-tuned for best performance. The column stochastic weights are chosen

such that bji = |./\/;0ut|_1a for each j € A/‘iout.

Fig. 1. (Left) Directed exponential graph with n = 16 nodes. (Right) geometric graph with n = 1000 nodes

Structured training setup-Data-centers: We choose an exponential graph with n = 16 nodes (Fig. 1, left) to
model a highly structured communication graph mimicking, for example, a data center where the data is typically
evenly divided among the nodes. In particular, we choose m; = N/n = 750 training images at each node 1.

Performance comparison is provided in Fig. 2, for a constant step-size, and in Fig. 4 (left), for decaying step-sizes,
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where we plot the optimality gap F'(Xy) — F'(z*) versus the number of epochs. Each epoch represents N/n = 750
stochastic gradient evaluations implemented (in parallel) at each node. Recall that S—ADDOPT adds gradient tracking
to SGP and in this balanced data scenario, its performance is virtually indistinguishable from SGP, while their

batch counterparts are much slower. ADDOPT however converges linearly to the exact solution as can be observed

in Fig. 2 (right) over a longer number of epochs.

—— GP

—— GP
—4— ADDOPT

—4— ADDOPT 107" 4

—¥— SGP

—#— SADDOPT

10-2 4

Optimality Gap
Optimality Gap
S

10-3 4

4000 6000 8000 10000 12000

0 25 50 75 100 125 150 175 200 0 2000
Epochs

Fig. 2. (Left) Balanced data and constant step-sizes for all algorithms: Performance comparison over the exponential graph with n = 16
nodes and m = 750 data samples per node. (Right) Linear convergence of ADDOPT shown over a longer number of epochs.

Ad hoc training setup—Multi-agent networks: We next consider a large-scale nearest-neighbor (geometric)
digraph with n = 1,000 nodes (Fig. 1, right) that models, for example, ad hoc wireless multi-agent networks,
where the agents typically possess different sizes of local batches depending on their locations and local resources;
see Fig. 3 (left) for an arbitrary data distribution across the agents. Performance comparison is shown in Fig. 3
(right), for a constant step-size, and in Fig. 4 (right), for decaying step-sizes. Each epoch represents N/n = 12

component gradient evaluations (in parallel) at each node. When the data is unbalanced, the addition of gradient

tracking in S—ADDOPT results in a significantly improved performance than SGP.

504 —— GP
—&— ADDOPT
" —¥— SGP
) —m— SADDOPT
B, 601 g 107
E O
@ 2
B 40 =
i
o} 5
—g |, 1072
5 20 @]
Z
0
0 200 400 600 800 1000 0 100 200 300 400 500
Node Index Epochs

Fig. 3. Performance comparison (right), over the directed geometric graph in Fig. 1 (right), with an unbalanced data distribution (left) and
constant step-sizes for all algorithms.

Comparing the structured and ad hoc training scenarios, we note that gradient tracking does not show a noticeable
improvement over the balanced data scenario but results in a superior performance when the data distribution is
unbalanced. This is because the convergence (15) of S—ADDOPT (similar to its undirected counterpart [12]) does

not depend on the heterogeneity of local data batches as opposed to SGP. A detailed discussion along these lines
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can be found in [19].

—¢ GP —*— GP
~A— ADDOPT —4— ADDOPT
—¥— SGP —¥- SGP
a —=— SADDOPT o —— SADDOPT
< -1 <
10
O O 10
z z
g g
£ g
-2
o 1 o
102
0 100 200 300 400 500 0 100 200 300 400 500
Epochs Epochs

Fig. 4. Performance comparison for exact convergence (decaying step-sizes for S—ADDOPT and SGP, and constant step-size for ADDOPT):

(Left) Directed exponential graph with balanced data. (Right) Directed geometric graph with unbalanced data.

B. Neural networks: Non-convex

Finally, we compare the performance of the stochastic algorithms discussed in this report for training a distributed
neural network optimizing a non-convex problem with constant step-sizes of the algorithms. Each node has a local
neural network comprising of one fully connected hidden layer of 64 neurons learning 51,675 parameters. We train
the neural network to for a multi-class classification problem to classify ten classes in MNIST {0,---,9} and
CIFAR-10 {“airplanes”, - - - , “trucks”} datasets. Both have 60,000 images in total and 6,000 images per class. The

data samples are divided randomly and equally over a 500 node directed geometric graph shown in Fig. 5. We

Fig. 5. Directed geometric graph with n = 500 nodes.
show the loss F'(Xj) and test accuracy of SGP and S—ADDOPT with respect to epochs over the MNIST dataset

in Fig. 6. Similarly, Fig. 7 illustrates the performance for the CIFAR-10 dataset. We observe that adding gradient

tracking in SGP improves the transient and steady state performance in these non-convex problems.
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—¥— SGP 0.975 4
—#— SADDOPT
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Fig. 6. MNIST classification using a two-layer neural network over a directed geometric graph with n = 500 nodes and m = 120 data

samples per node; both algorithms use a constant step-size.

0.50
—¥— SGP
221 B SADDOPT 0.45 1
0.40
2.0 1 &
’ S 0.351
@ =}
1] Q
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= <
¥ 0.251
3}
1.6 = 0204
141 0.154 —¥— SGP
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Fig. 7. CIFAR-10 classification using a two-layer neural network over a directed geometric graph with n = 500 nodes and m = 120 data

samples per node; both algorithms use a constant step-size.

VI. CONCLUSIONS

In this report, we present S—ADDOPT, a decentralized stochastic optimization algorithm that is applicable
to both undirected and directed graphs. S—ADDOPT adds gradient tracking to SGP and can be viewed as a
stochastic extension of ADDOPT. We show that for a constant step-size o, S—ADDOPT converges linearly inside an
error ball around the optimal, the size of which is controlled by «. For decaying step-sizes O(1/k), we show
that S-ADDOPT is asymptotically network-independent and reaches the exact solution sublinearly at O(1/k).
These characteristics match the centralized SGD up to some constant factors. Numerical experiments over both
strongly convex and non-convex problems illustrate the convergence behavior and the performance comparison

of S-ADDOPT versus SGP and their non-stochastic counterparts.
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APPENDIX A
DEVELOPING THE LTI SYSTEM DESCRIBING S—-ADDOPT

To derive the LTI system described in (7), we first define a few terms:

. 1 — 1 B 1 ~ .
Wi, 1= Elzwk, hy := ﬁllvf(zk% g = 511Vf(zk) =Wy,

P = V(LX) Vi) = (VAT Vi) )T,

We denote 511;: € R? as random vectors for all £ > 0 and ¢ € V such that the stochastic gradient is Vﬁ(z}c) =
\Y fi(z};, 52) Assumption 3 allows the gradient noise processes to be dependent on agent ¢ and the current iterate z}'c.
We denote by Fy, the o-algebra generated by the set of random vectors {55}1’6% where 0 < [ < k—1. The derivation

of the system described in (7) is now provided in the following three steps:

Step 1. Network agreement error.

Note that the first term ||xx;1 — B®xXy1]|2 in the LTI system is essentially the network agreement error and it

can be expanded as:
1Xk+1 = BXXpep1 |7 = | Bxp — B¥xy, — a(wy — B=wy)| |
= || Bxy — B¥x4|5 + o[ wi — Bwy|[5 — 2(Bxy, — BXxy, (Wi — BXWi))x

< oBllxi — Bxy||Z + o®||wi, — B¥w |2 + 200 p|x; — BOxy||x Wk — B¥wWg||x

1 — o2 200
< (0% +aop——2 ) |lxi — BOxp||2 + (0 + aop——2 | |wi — B¥wy |2
20 1—-03
1+ 02 1+ o2
= ( 5 B) ek — B¥xx||% + o (1 — Uf) lwy, = B w5 (19)
B

Step 2. Optimality gap.
Next, we consider ||[Xj;1 — z*||%, which defines the the gap between the mean iterate and the true solution:
X+t — 27113 = 1= — aWi) — 213 = % — 2”13 + o®|[gell3 — 2= — 2", 85).
Noticing that E[g|F%] = hy,
Bl 317) = El1E — Bel317 + Bl < & + Bl

For n = (1 — au), we can write:

a’o?

E[|%+1 — 2°l[31F%]) < |3 — 2°[13 — 2(%5, — 2*, hy,) + o®[|hy 13 +
= |[%k — 2"[I3 — 2a({xx — 2", By) + 20(Xp — 2", By — hy) + o7|[Dy — h[3

2 2
_ . — (6o
+ o?(|Prl3 — 20% Py, Pr — hi) +

a?o?

= % — aPy, — z*||3 + ®||Py, — hy||3 + 20 (X — aby — 2", Py — hy) +
o

2

alo?

< P|[%k — 2° |3 + o®[|By, — hill3 + 2an|%e — 2" |l2[Dy — hall2 +

2

= *|2 ol - 2 %0?
< (—ap)xe =2+ { 700 ) (4 am)ltn®y — zell2 +

oo

(20)
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It can be verified that B> = 1y>°1,1[. Next consider ||z, — 1,%]3:
lze — 1nXk|3 = ||V 1% — Y1, + Y°1,%, — 1,%]|3
= [V (xp = YOLXR) + (Y IY™ = )1, %3
= [V o — Bx) 15 + (Y 1Y — L)1, %5 + 2(Y ' (i — BOx), (VY™ = I,)1,%%,)
< 2 llxi = BOxkll3 + (y-B08) 1%k ]13 + 2(y-)(y-Bok) xx — B=xkll2|xx 2
< W2+ y2 Bow)rlxi — BExyll% + (2 520H + 2 80k ) Ixl3.
Using the above relation in (20), we obtain the final expression for E [||Xp41 — 2*||3]F].

E [|[%e+1 — 2"[31F%] < (a%g1 + age)llxk — Bxull7 + (1 — ap)||xy, —2°|3

2
g
ra? (%) + ol e
Step 3: Gradient tracking error. Finally, we calculate the gradient tracking error |wy 1 — B®wy 1.

Wit — B¥wWip1|2 = [|Bwg — B¥wy + (I, — BX)(V f(zg11) — VFz)|2

< apllwi, — BXwi |3 + 1 In = BX 711V f (2r1) — V F(z0) |7

+ 20p(wi, — B®wy, (I, — B®)(Vf(2zk1+1) — V(2k)))n
< o}|lwi, — Bwi|2 + [V F(zrs1) — VFz)|2

~ ~

+ 20B[|wi — B®Wilx|| In — B¥ || IV f(Zk11) — V f(2x))|Ix

1—o0? 20 ~ ~
< (ot +on 228 ) Iwe = 5wl + (14 0w 272 ) IV Flawen) - V)

1+ 0% - 14 o7 ~ ~
= B ) |lwi — B®wy||7 + 5 ) IV F(zrr1) = VF(zn)llz.
2 1-o0%

We bound the second term of the above equation as:

IV f(zrs1) = VI@)I2 = |V F(zer1) — Vzr) — (Vf(zre1) — VI(20) + Vi (2Zrs1) — V()%
<2017 Y| zpyy — 213 + 2|’Vf(zk+1) - Vf(zk) — (Vf(zrt1) — VI(zi)|2.

Consider the first term ||z 1 — zx||3 of above equation.

|21 — 2zell3 = 1Y3 (Bxg — awy) — xi) + (Vi — Y Dxll3

= |V,2h (B = L)xi — oY iwi + (Vi — Y Dxall3

< Y (B = La)xill3 + @2 Vihwll3 + (Vo — Y Dxll3 + 20,05 (B — Ln)xillzllaY, wiella
+ 2]l oY willol| (Vi — Y Dxellz + 201Y505 (B — Lo)xell2ll (Vi — Y )kl

< Y54 (B — L)xell3 + oY well3 + (| Yok — Vi tlaIxll3 + 20,04 (B — L)xill2 oY, well
+ 20V willaf[| Vish = Vil leellz + 201Y,25 (B — T)xell2| Vi — Y [l el

< 12¢2 Tlxp — By |7 + 30y w3 + 24y 8205 13-
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Next we bound ||wy||3,

[will3 = [l(w, = Y®°L,g,) + Y 'Y 1,5, + Y 'Y®(1,8;, — 1.Dy) 3

_ _ _ 1 _ _
< @l — YL 3 Y Lml 4 (24 1) 1YY LG - Bl
_ _ . 1 =
< (2 )= Bwill + 32 P = 2 2 (2 1) 2l al

1 _
w2 (24 1) 2Pl - Ll

whereas,

E[|Vf(z11) = V(zk) = (Vf(2Zri1) — V(2)) 2| Fr] = 2n0°x "
Pick » = kféﬂ -2 = %{’;Saz >0 => % = klfzﬁcz = > 0. This will enforce a constraint on « such that
a < 2% = (16;;129) i +§%)ﬁ. The term ||z — 1,X||3 is already simplified in solving for the optimality gap.

Putting these in above equation and after taking the expectation, the resultant equation for gradient tracking error

becomes:

E [|[Wis1 — BXWii1l|2|Fk] < (g5 + &) xx — Bxx||% + (a®g5) %k — 2*])5 + Co

5+ 02 .
# (BB ) B llwe - w3 + (et Pt @2)

Taking full expectation of (19), (21), and (22) leads to the system dynamics described by the relation in (7).

APPENDIX B

PROOF OF COROLLARY 1

We derive the upper bound on the spectral radius of A, under the conditions on step-size described in Theorem 1.

Using (8) and (9), the characteristic function of A, can be calculated as:

det(A3 — An) = (A —a11) (A — a2) (X — asz) — a13a31 (A — axe) — a13a21a32

> (A= a11)(A — a22)(A — azz) — arzazi (A — az) — lﬂi_l(l —a)[(1 —a11)(1 — as3) — arzaz]
> (0~ an)(A — an)(A — ass) — £(A— az)(1 — an)(1 — azs)

- FE (a1 = )1 = e,
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Since the det(A] — A,) > 0 and the det(max{aii,as,as3}] — A,) = det(aznl — A,) < 0, the spectral
radius p(Aqy) = (ag2,1). Suppose A = 1 — € for some € € (0, ap), satisfying

det(My = 42) > (1 - ”2"%) (g — ) (1—6—”(’%*) - plan= (1- ”ﬁ) (- 5+6"%)
iy (- ()
‘:>C_%“%)WWfW?ﬂ%_&)—#mw@(“f?ﬂf;%)
_ — o2 — o2
_r(rr+11) <1 2 B) (ap) <1 6 B) 20,

=

= (an=0) (1= 0% = 2)(1 = o = 66) = L1~ 0B 2 s (1 - o),
ap—€e\ [(1—0p —2c)(1 -0 —6) 1 r-1
¢$< Wi)[ -0} r]>FW+n' 9

It is sufficient to have

< I'—1
€ — | apu.
=\r+1)™"
Notice that,

r—1

(a,u—e>> au—(m)au _ (F—l)_r+1—r+1 2

o afl r+1,) r+1 T+l

To verify the upper bound on € under the condition on step-size described in Corollary 1,
. < -1\ (T+1\ [1-0% . -1\ [/1-0% |
'+1 T 20p r 20

r—1 1—o02 Or + 1)(1 — o2
1—023—2621—023—2< >< ”B>:( +1){ —op)

which implies,

r 20 10T ’
-1\ /1-o?% T +3)(1 — o2
1—0’23—6621—0'23—6( - >< 20"B>:( +1%(F "B),
(6372 + 34T + 3)(1 — 0%)?
— (1—0%—26)(1 — 0% — 6¢) > 002 B

(63724347 43)(1-0%)*
100C?

Plugging these values in (23) and for I' > 1, we get,

() e ] () |
_ <r(r1+ 1)) [(63I‘2 Jgo?,ljlr +3) 2} _ (r(r1+ 1)) [631“2 ;061“6F + 3}
- <F(F1+1)> [F_ 1+% - %+ 5§r] = P(Pr:rll)'

Define \* = 1 — (F—I}) ap. Then the det(A*I — A,) > 0. Therefore, p(A,) < \*. We select I' = 2 and the

corollary follows.



