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ABSTRACT 15 

Attractive serial dependence – a bias whereby the current stimulus appears more similar to the previous 16 

ones – is thought to reflect a stability mechanism integrating past and current visual signals. Prior work 17 

suggests that serial dependence originates from both perceptual and cognitive mechanisms, but the 18 

conditions under which this attractive bias occurs remain to be studied. In particular, whether serial 19 

dependence can occur solely from memory interference remains unclear. Here, we address this question 20 

by testing the hypothesis that if memory interference is sufficient to generate serial dependence, it should 21 

occur irrespective of the order of stimulus presentation. In Exp. 1, we used a numerosity estimation task 22 

in which participants estimated the number of dots of a briefly flashing dot-array comprising 8 to 32 dots. 23 

The pattern of serial dependence was found in that numerical estimates of a dot array were biased towards 24 

the numerosity of the preceding dot array. In Exp. 2, we presented a series of three such dot arrays, and 25 

cued the one to be estimated only after the whole series was presented, making the participants first form 26 

a memorized representation of the three dot arrays. The results show a pattern of attractive biases both in 27 

the forward (stimulus presented before biases stimulus presented after) and the backward (stimulus 28 

presented after biases stimulus presented before) directions. Overall, our results demonstrate that serial 29 

dependence can be induced solely from memory interference and that this interference can operate 30 

irrespective of the chronological order of the stimulus presentation. 31 

 32 

Keywords: Serial dependence; Numerosity perception; Memory interference; Visual stability 33 

 34 

1. INTRODUCTION 35 

Visual perception is not constructed by assembling a series of static snapshots of the external world. 36 

Instead, how we perceive stimuli in our subjective present is affected by the recent history of stimulation. 37 

For instance, one of the most studied contextual or stimulation history effects is perceptual adaptation: 38 

after a relatively long stimulation (e.g., varying from tens of milliseconds to several seconds depending on 39 

the context), sensory responses get recalibrated so that the response to a subsequent stimulus is repulsed 40 

away from the adapting stimulus (e.g., see Kohn, 2007 for a review). Adaptation occurs at many levels 41 

across the sensory processing pathways and at many timescales, and thus influences many aspects of 42 

perception (e.g., Brown & Masland, 2001; Boynton & Finney, 2003; Montaser-Kouhsari et al., 2007; 43 

Kohn & Movshon, 2003; Kohn, 2007; Glasser et al., 2011). 44 
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While adaptation has a repulsive effect on perception – effectively making successive stimuli to appear 45 

more different – attractive effects have also been documented. A recent line of research has started to 46 

focus on such attractive effects, called serial dependencies, and their functional significance and 47 

physiological properties. Similarly to adaptation, attractive serial dependence has been documented across 48 

a large variety of visual features. Indeed, attractive biases have been observed in domains spanning from 49 

basic perceptual attributes such as orientation (Fischer & Whitney, 2014), numerosity (Corbett et al., 50 

2011; Cicchini et al., 2014; Fornaciai & Park, 2018a, 2018b, 2019a), position (Bliss et al., 2018; Manassi 51 

et al., 2018), and motion (Alais et al., 2017), to more complex perceptual attributes such as faces 52 

(Libermann et al., 2014; Xia et al., 2016; Libermann et al., 2018), stimulus variance (Suarez-Pinilla et al., 53 

2018), and summary statistics (Manassi et al., 2017), and have also been shown to generalize across 54 

different stimulus presentation formats (Fornaciai & Park, 2019b). 55 

However, many properties of attractive serial dependence are still unknown. For instance, whether the 56 

attractive bias has origins in perception or in memory has been hotly debated. On the one hand, it has 57 

been proposed that the serial dependence reflects the outcome of a “continuity field,” whereby current and 58 

past visual information is integrated to smooth out noise from neural signals in the service of visual 59 

stability and continuity (Fischer & Whitney, 2014). Such an account based on visual stability and 60 

continuity has been challenged on the ground that the bias may arise at the memory/decision stage 61 

(Fritsche et al., 2017; Bliss et al., 2018), thus making it a more “cognitive” rather than “perceptual” effect. 62 

Moreover, while the continuity field is based on a relatively low-level mechanism (Fischer & Whitney, 63 

2014), it has been recently proposed that the effect may originate at a relatively high-level, read-out, 64 

stage. According to this view, serial dependence would emerge either due to lingering “decisional 65 

templates” at the level of perceptual decision (read-out) units (i.e., the set of read-out weights used to 66 

form a perceptual representation out of the low-level population activity of sensory neurons; Pascucci et 67 

al., 2019), or by means of modulatory feedback signals sent to low-level sensory areas (Fornaciai & Park, 68 

2019a). Crucially, even if the bias occurs at a high-level stage, it could still affect perception directly, 69 

effectively biasing the appearance of a stimulus.  70 

Such different interpretations of serial dependence effects stem from the fact that experimental results are 71 

currently mixed, with some studies showing a signature of a perceptual effect, and other studies showing 72 

a contribution from memory and decision processes. For instance, on the one hand, some behavioral 73 

results show that the effect mostly depends on the past stimulus rather than past responses, suggesting 74 

that, at least in this context, decision processes play only a little role in the observed effect (Cicchini et al., 75 

2017). It is worth it mentioning however that other studies (e.g., St. John-Saaltink et al., 2017) instead 76 

observed a more prominent role of past responses, as opposed to past stimuli. Whether serial dependence 77 
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operates based on past stimuli or past responses may thus depend on the stimuli (i.e., their noisiness) and 78 

task used. Moreover, electroencephalography results show that brain responses are biased by the previous 79 

stimulus at extremely early latencies after stimulus onset, suggesting that serial dependence starts at the 80 

earliest levels of perceptual processing (Fornaciai & Park, 2018a; Fornaciai & Park, 2020). Other 81 

evidence supports the idea of a perceptual effect, but further suggests a relatively high level origin of this 82 

bias. Namely, it has been shown that the effect depends on attention (Fischer & Whitney, 2014; Fornaciai 83 

& Park, 2018b), it requires awareness of the stimuli (Fornaciai & Park, 2019a), and even generalizes 84 

across stimuli with widely different low-level sensory properties (Fornaciai & Park, 2019b). As 85 

mentioned above, recent accounts of serial dependence consistent with these findings concern a bias 86 

provided by lingering traces of past decision templates (Pascucci et al., 2019) or high-level modulatory 87 

feedback signals affecting early sensory activity (Fornaciai & Park, 2018a; Fornaciai & Park, 2019a). On 88 

the other hand, there is evidence that serial dependence has a source in memory processes. The attractive 89 

bias increases with increased time between the stimulus presentation and the behavioral response, 90 

implicating a modulation of the effect during working memory storage (Fritsche et al., 2017; Bliss et al., 91 

2018; but see Manassi et al., 2018 for results opposing this point). Due to the variability in findings across 92 

different studies and paradigms, whether serial dependence is a unitary phenomenon remains unclear. 93 

Indeed, widely different mechanisms (i.e., a bias in perceptual processing or an interference between 94 

memory traces) may result in similar effects at the behavioral level. Therefore, an important point that 95 

needs to be investigated in this context is the conditions under which serial dependence arises, to 96 

understand the contexts leading to perceptual or memory effects. 97 

In the present work, we aim to address this question in the context of numerosity perception. In Exp. 1, 98 

we first employed a simple numerosity estimation task in which the participant reported the estimated 99 

number of a dot array using the number pad, in order to assess whether numerosity estimation is affected 100 

by serial dependence. Doing so, we confirmed that numerosity estimation performance is indeed robustly 101 

and systematically affected by serial dependence, with the strongest effect provided by the immediately 102 

preceding trial. Furthermore, in Exp. 2 we presented a series of three different dot arrays in each trial, and 103 

cued which one the participant had to estimate after the sequence. Using such a sequence of multiple 104 

potential target stimuli, we have two specific predictions concerning the possible perceptual and memory 105 

effects. Namely, while a perceptual effect (i.e., affecting the perceptual representation, and hence the 106 

appearance, of a stimulus) should strictly follow the temporal order of the sequence of stimuli, a memory 107 

effect would occur irrespective of that – i.e., memory interference could occur after a stimulus has been 108 

perceived. More specifically, while in the first case we should observe an effect provided by the earlier-109 

presented stimuli on later-presented stimuli and not vice versa, the interference between different 110 

representations held in memory could occur irrespective of which stimulus was presented first. Results 111 
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from this experiment show an attractive bias working both in the “forward” (i.e., the preceding stimulus 112 

affecting its successor) and in the “backward” direction (i.e., the successor affecting the preceding 113 

stimulus), which suggests that serial dependence can occur solely from memory interference. 114 

 115 

2. METHODS 116 

2.1.  Participants 117 

A total of 66 subjects participated in the study (51 females, mean age = 20.7, SD = 1.8 years). Subjects 118 

were compensated with course credits for their participation. All participants had normal or corrected-to-119 

normal vision, and provided a written informed consent prior to taking part in the study. All the 120 

experimental procedures were approved by the Institutional Review Board of the University of 121 

Massachusetts Amherst and were in line with the Declaration of Helsinki. Six participants were excluded 122 

before data analysis due to poor motivation or because they could not complete the experiment. 123 

 124 

2.2.  Apparatus and stimuli 125 

Visual stimuli were generated using the routines provided by Psychophysics Toolbox (Brainard, 1997; 126 

Kleiner et al., 2007; Pelli, 1997) for Matlab (version r2016b; The Mathworks, Inc.). During the 127 

experiment, stimuli were presented on a monitor screen encompassing approximately 35×20 degrees of 128 

visual angle (from a viewing distance of about 80 cm; resolution = 1920 × 1080 pixel), and running at 129 

144 Hz.  130 

All the stimuli were arrays of black and white dots presented on a gray background. Each dot was 131 

randomly positioned within a virtual circular area (i.e., field area, see below), with possible positions only 132 

constrained by keeping a minimum inter-dot distance equal to at least the radius of one dot. In Exp. 1, one 133 

dot-array stimulus was presented in each trial, while in Exp. 2 a sequence of three dot arrays was 134 

presented in each trial. Following a technique used in previous studies (e.g., Park et al., 2016; DeWind et 135 

al., 2015), all the stimuli were systematically constructed to span equal ranges in three orthogonal 136 

dimensions, reflecting numerosity, size, and spacing. Besides numerosity, the two other dimensions 137 

orthogonal to it (size and spacing) were obtained by logarithmically scaling and combining the area of the 138 

individual items and the total area occupied by all the items in an array, or the area of the circular field 139 

containing the dots and the sparsity of the items (i.e., the inverse of the density of the array). The dot-140 

array stimuli across both experiments were modulated across 11 levels of each dimension. For more 141 

details about this stimulus construction procedure, see Park et al. (2016) and DeWind et al. (2015). Note, 142 
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however, that since the effect of serial dependence on numerosity estimation performance was the main 143 

goal of the present work, we collapsed together the different non-numerical dimensions for data analysis.  144 

The stimulus parameters were set as follows. Dot-array stimuli included 8, 9, 11, 12, 14, 16, 18, 21, 24, 145 

28, or 32 dots. Regarding the other non-numerical dimensions, the minimum individual dot area was set 146 

to 176 pixel2 (0.06 deg2), equal to a diameter of 0.28 deg (15 pixel pixels), while the maximum individual 147 

dot area was 707 pixel2 (0.24 deg2), equal to a diameter of 0.56 deg (30 pixel). The minimum field area 148 

(i.e., the virtual circular area where the dots were drawn) was set to 70,686 pixel2 (23.9 deg2), 149 

encompassing 5.5 deg (300 pixels), while the maximum field area was 282,743 pixel2 (95.7 deg2), 150 

encompassing 11 degrees in diameter (600 pixels). In all cases, the individual dot size was kept equal 151 

within an array. 152 

 153 
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FIGURE 1. Procedure. (A) Stimulus presentation procedure in Exp. 1. On each trial, a single probe dot-154 

array stimulus (containing 8-32 dots) was presented at the center of the screen for 250 ms. After the offset 155 

of the stimulus, participants were asked to estimate the number of dots in the probe stimulus by typing the 156 

number on a keyboard. The number appeared on the screen while typing. After the participant confirmed 157 

the response by pressing enter, the next trial started automatically after 1,350-1,450 ms. (B) Stimulus 158 

presentation procedure in Exp. 2. In the second experiment, a series of three different dot-array stimuli 159 

was presented in each trial, each of them presented at the center of the screen for 250 ms, with an inter-160 

stimulus interval of 450 ms. At the end of the sequence, participants had to estimate only the target probe 161 

stimulus which was indicated with a cue (1, 2, or 3, corresponding to the first, the second, or the third 162 

stimulus in the sequence) appearing on the screen 350 ms after the offset of the last stimulus. After 163 

providing the estimate, the next trial started automatically after 1,350-1,450 ms. 164 

 165 

2.3.  Procedure 166 

In Exp. 1, participants performed a numerosity estimation task, reporting how many dots they saw in a 167 

probe dot-array stimulus presented in each trial. Namely, while participants fixated on a central fixation 168 

cross, the probe dot-array was presented for 250 ms at the center of the screen (replacing the fixation 169 

cross). After the stimulus presentation, the question “how many dots?” appeared on the screen below the 170 

fixation cross, and participants were instructed to report the number of dots by entering the number on the 171 

numerical pad of a standard keyboard. Numbers were displayed on the screen, and participants had the 172 

possibility to correct their response by pressing backspace and deleting the number. When ready, subjects 173 

were instructed to press enter to confirm the response, and the next trial started automatically after a pause 174 

of 1,350-1,450 ms. To provide a reference range for performing the estimation task, but without revealing 175 

the real numerosity range, participants were told that the stimuli could be from 6 to 40 dots. This strategy 176 

was used to introduce some uncertainty about the extreme stimuli in the range (i.e., 8 and 32).  177 

In Exp. 2 the procedure was very similar, except that a sequence of three dot array stimuli was displayed 178 

on the screen in each trial. Each stimulus was displayed for 250 ms, with an inter-stimulus interval of 450 179 

ms. After the stimulus presentation, a cue appeared on the screen (after 350 ms from the offset of the last 180 

stimulus) indicating which probe stimulus in the sequence the participant had to estimate (i.e., 1, 2, or 3; 181 

respectively for the first, second, or third stimulus in the sequence). In this experiment, in order to avoid 182 

typos, participants’ responses were constrained so that they could not enter a response lower than 6 or 183 

higher than 40. Participants completed 8 blocks of 55 trials in Exp. 1, and 10 blocks of 55 trials in Exp. 2 184 

(with the exception of one participants who completed 7 blocks in Exp. 1 and one who completed 9 185 
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blocks in Exp. 2 due to time constraints). Before starting the experiment, participants were shown a brief 186 

tutorial showing several examples of the stimuli with the actual numerosity indicated on the screen, in 187 

order to familiarize themselves with the task. An entire experimental session took about 50 minutes, and 188 

participants were free to take breaks between blocks. 189 

 190 

2.4.  Data analysis 191 

In Exp. 1, we first analyzed the numerosity estimation performance and excluded trials where the 192 

response was either lower than 6 or higher than 40, in order to exclude typos from being included in the 193 

analysis. Estimation performance was evaluated by assessing the average reported numerosity for each 194 

actual level of numerosity in the range, and computing the coefficient of variation (CoV; the standard 195 

deviation of numerical estimates divided by the physical numerosity) as a measure of precision. The 196 

extent to which average subjective reports deviate from the veridical magnitude at different numerosity 197 

levels was assessed with a series of one-sample t-tests against the actual numerical magnitude. We also 198 

assessed how precision (CoV) in the task varied as a function of numerosity with a one-way repeated 199 

measure ANOVA with factor “numerosity.” To assess the serial dependence effect, the estimation error 200 

(response – stimulus veridical numerosity) in the current trial (n) was plotted as a function of the stimulus 201 

numerosity in the previous trials (spanning from n-1 to n-7), as well as the stimulus in the immediately 202 

successive trial (n+1) as a control. A linear function was fitted to the data arranged in this way, 203 

individually for each participant and separately for each condition assessing the influence of different 204 

preceding (or successive) trials. The slope of the linear fit (henceforth referred to as “serial dependence 205 

effect”) was taken as an index of the bias provided by past stimuli on current numerical estimates 206 

(Cicchini et al., 2014): a negative slope represents a repulsive effect, and a positive slope indexes an 207 

attractive effect. Additionally, the serial dependence effect was assessed in a number-by-number fashion. 208 

Namely, we computed the serial dependence effect by pooling all the trials in which a specific number 209 

was presented, and again computing the estimation error in the current trial as a function of the stimulus 210 

presented in the previous trial (limited to the n-1 case). In both cases, the significance of serial 211 

dependence effects was assessed individually using one-sample t-tests against a null hypothesis of zero 212 

effect (i.e., either for individual trial-back conditions, or for individual numerosities). To control for 213 

multiple comparisons, the significance level of individual t-tests was corrected using a false discovery 214 

rate (FDR) correction (Benjamini & Hochberg, 1995), with the critical threshold of the false discovery 215 

rate (q) of 0.05. In those cases, we reported the FDR-adjusted p-values in the Results section. 216 

Furthermore, a one-way repeated measure ANOVA (either with factor “trial back” or with factor 217 
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“numerosity,” respectively for the two analyses) was used to assess the overall pattern and compare the 218 

different conditions against each other by means of post-hoc tests.  219 

 In Exp. 2, we first analyzed the general estimation performance as in Exp. 1. A series of one-sample t-220 

tests against the different veridical numerosities was used to assess whether numerical estimates deviate 221 

from the presented numerosity, while a one-way repeated measure ANOVA (with factor “numerosity”) 222 

was used to assess CoVs. Additionally, both numerical estimates and CoV were compared to the results 223 

of Exp. 1 using a two-way ANOVA with factors “numerosity” and “experiment.” Regarding serial 224 

dependence, a similar analysis compared to Exp. 1 was performed to assess the effect of the three stimuli 225 

in the sequence on each other. Namely, we separately assessed the influence (in terms of slope of a linear 226 

fit to the response error as a function of previous/successive stimulus numerosity) of the first and second 227 

stimulus in cases when the third one was cued, the first and the third on the second one, and the second 228 

and the third on the first one. The significance of serial dependence effects across the different conditions 229 

was assessed using one-sample t-tests against a null hypothesis of zero effect. Moreover, we also 230 

compared the different conditions by using a two-way repeated measure ANOVA. In this context, we 231 

entered as factors the “target stimulus” (i.e., first, second, or third selected as the target stimulus), and the 232 

“comparison” type, which was coded as 1 and 2 for all pairs of conditions (i.e., effect of the first and 233 

second stimulus in the case of the third selected as relevant, and so on) included in each target stimulus 234 

condition. In addition, the serial dependence effects across different trials were assessed by quantifying 235 

the bias induced by each of the three stimuli presented in the previous trial on the stimuli presented in the 236 

current trial, separately for the conditions in which different stimuli were cued to be reported in the 237 

estimation task. The significance of such effects was first assessed with a two-way repeated measure 238 

ANOVA, with factors based on the stimulus in the previous trial and the one in the current trial, followed 239 

by a series of one-sample t-tests against zero. In all cases, the significance level of individual t-tests was 240 

corrected by means of a FDR procedure, as in Exp. 1. 241 

Finally, we devised a series of simulations to test for the possible role of swap errors in the observed 242 

pattern of results (Bays et al., 2009; Bays, 2016; Pratte, 2019). Indeed, any pattern of attractive serial 243 

dependence or memory bias could be alternatively explained by occasional mistakes where the previous 244 

stimulus (or another stimulus in the sequence in Exp. 2) is reported instead of the correct one. To assess 245 

the possible effect of swap errors in Exp. 1, we simulated the performance of a number of participants and 246 

trials equal to the real experiment. In each trial, the expected response was based on the numerosity 247 

selected, with the addition of an error term based on the average CoV measured in the experiment. In a 248 

subset of trials (2%, based on Bays, 2016), the response was instead based on the stimulus selected in the 249 

previous virtual trial, to simulate a swap error. We then compared the average estimate of the effect (i.e., 250 
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slope of the linear fit) of the simulated data with the empirical results. At the same time, we evaluated the 251 

average R2 of a linear fit to the simulated data and compared it to the average R2 measured with the real 252 

data, with the rationale that response distribution in the case of swap error would be mostly centered on 253 

the veridical numerosity displayed with a small proportion of “outlier” responses, which would result in a 254 

much lower goodness of fit, in contrast to the case of serial dependence which would be represented by a 255 

uniform bias across all trials. The simulation results first showed that swap errors were insufficient to 256 

generate an effect similar to what we observed in Exp. 1 (i.e., mean slope = 0.068-0.12, compared with 257 

the observed slope of 0.23 at trial n-1). Next, we observed a much higher R2 in the case of the real data 258 

(mean ± SD = 0.021 ± 0.02, compared with 0.004 ± 0.0002 obtained with the simulation), together 259 

making serial dependence a more likely explanation than swap errors in Exp. 1.  260 

In the case of Exp. 2, we performed a similar simulation, with the exception that swap errors were 261 

assumed to be more frequent (swap error rate of 5%; again based on Bays, 2016) and dependent on the 262 

target stimulus position in the sequence. Namely, when the first stimulus was selected as target, we 263 

assumed that most of the swaps (66%) would be made with the immediately successive one (the second), 264 

and fewer errors (33%) would be based on the third one (i.e., see for instance Pratte, 2019 for the effect of 265 

item distance in determining swap errors). Similarly, in the case of the third stimulus selected as target, 266 

the effect would be based most of the times (66%) on the immediately preceding one, and fewer times 267 

(33%) on the first stimulus in the sequence. In the case of the second stimulus, instead, swap errors are 268 

predicted to be symmetrically distributed between the first and the third (50%/50%). The results showed 269 

patterns incompatible with the empirical data. That is, in the case of the second stimulus, simulation 270 

results showed a nearly perfectly symmetrical effect of the preceding and successive stimulus (slope = 271 

0.95 in both cases), which are not observed in real data. The simulation results showed an effect of the 272 

first stimulus to the third and vice versa (average slope = 0.06 in both cases), which again are not 273 

observed in real data. Finally, we again observed much higher average R2 values for the fits to the real 274 

data (0.010-0.012 in the simulated dataset, 0.017-0.024 in the real dataset). These results collectively 275 

suggest that the current results are unlikely to be explained by swap errors. 276 

 277 

3. RESULTS 278 

3.1. Experiment 1 279 
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 280 

FIGURE 2. General estimation performance results and individual serial dependence effect in Exp. 1. 281 

(A) Average estimated numerosity as a function of stimulus veridical numerosity. Error bars are SEM. (B) 282 

Example of how the serial dependence effect was assessed at the individual level, for one representative 283 

participant in Exp. 1. The distribution of estimation errors (response – veridical numerosity) was plotted 284 

as a function of the numerosity in the previous trial (n-1). The thick line represents a linear fit to all the 285 

data. The slope of the linear fit was taken as an index of the serial dependence effect. Dots represent 286 

individual trials. Note that such a pattern of serial dependence is unlikely to be explained by trivial swap 287 

errors whereby on occasional trials the previous stimulus is mistakenly reported instead of the previous 288 

one, as demonstrated by the simulation reported in the Methods section (see Data analysis). 289 

 290 

First, we assessed the general estimation performance in the task. Fig. 2A shows the average estimated 291 

numerosity as a function of stimulus veridical numerosity. Overall, responses were noticeably 292 

compressed, with a slight overestimation at the lower end of the range and underestimation at the higher 293 

end of the range, in line with previous studies (e.g., Arrighi et al., 2014; Cicchini et al., 2014). Indeed, 294 

running a series of one-sample t-tests (against veridical numerosity) shows that average estimates 295 

significantly deviate from the stimulus veridical numerosity, in terms of overestimation, for stimuli 296 

ranging from 8 to 14 (one-sample t-tests, 8: t(31) = 4.01, p < 0.001, Cohen’s d = 0.71; 9: t(31) = 4.03, p < 297 

0.001, d = 0.72; 11: t(31) = 2.96, p = 0.006, d = 0.52; 12: t(31) = 3.84, p < 0.001, d = 0.68; 14: t(31) = 298 

2.79, p = 0.009, d = 0.49), while a significant underestimation was observed for stimuli from 24 to 32 (24: 299 

t(31) = -2.93, p = 0.006, d = 0.52; 28: t(31) = -5.97, p < 0.001, d = 1.05; 32: t(31) = -7.13, p < 0.001, d = 300 

1.26). No significant deviation of average subjective reports was observed in the range spanning from 16 301 

to 21 (16: t(31) = 1.07, p = 0.29; 18: t(31) = 0.36, p = 0.72; t(31) = -1.39, p = 0.17). 302 
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To assess how estimation precision (coefficient of variation, CoV; data not shown) varied as a function of 303 

numerosity, we used a one-way repeated measure ANOVA on CoV with the factor “numerosity.” While 304 

precision measures appeared to be lower (i.e., higher precision) at the extremes of the range (average CoV 305 

= 0.176 ± 0.018, 0.182 ± 0.009, and 0.160 ± 0.007, respectively for 8, 28, and 32), compared to the 306 

middle range (9-24; average CoV spanning from 0.212 to 0.256 at 12, which showed the lowest 307 

precision), the test results did not show any statistically significant difference (F(10,31) = 1.41, p = 308 

0.172). The average CoV (± SD) across the range was 0.217 ± 0.031. 309 

Besides these general measures of performance, the main results concern the serial dependence effect. 310 

Fig. 2B shows an example of how we defined the serial dependence effect in the context of numerosity 311 

estimation, at the individual level. As shown in the figure, a positive slope of the linear fit indexes an 312 

attractive effect: when a low number was presented in the previous trial, participants tended to 313 

underestimate the numerosity of the current trial (i.e., negative estimation error); when a high number was 314 

presented in the previous trial, participants tended to overestimate the numerosity of the current trial (i.e., 315 

positive estimation error). First, this analysis was performed individually across all the trials, to assess the 316 

magnitude of serial dependence effect at the group level, considering a wide range of past trials (from the 317 

previous trial, n-1, to seven trials back, n-7), as well as the successive, future, trial (n+1) as a control (Fig. 318 

3A). 319 

 320 

FIGURE 3. Serial dependence effects in Exp. 1. (A) Serial dependence effects provided by the 321 

numerosity presented in previous trials, ranging from the immediately preceding trial, to seven trials 322 

back. The following trial was also assessed as a control, as no effect is expected to arise as a function of a 323 

future trial. (B) Serial dependence effects as a function of numerosity in the current trial. This analysis 324 
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shows how different numerosities are susceptible to serial dependence effects. Error bars are SEM. The 325 

significance levels indicated in the figure refer to FDR-adjusted p-values, ns = not significant, * p < 0.05, 326 

** p < 0.01, *** p < 0.001. 327 

 328 

Fig. 3A shows the serial dependence effect across a range of past trials. The strongest effect was provided 329 

by the immediately preceding trial (n-1; average effect = 0.232 ± 0.025; one-sample t-test against zero, 330 

t(31) = 9.08, p < 0.001, d = 1.64), while at trials further back in time all the effects are close to zero or 331 

slightly negative (i.e., repulsive). At n-2, no significant effect was observed (t(31) = -0.71, p = 0.486), 332 

while at trial n-3 a small but significant negative effect emerged (average effect = -0.042 ± 0.015; t(31) = 333 

-2.71, p = 0.043, d = 0.48). At trials further back in the past, no significant effect was observed (n-4 to n-334 

7, average effect spanning from -0.024 to -0.052; all p-values > 0.05). As a control for our data, we also 335 

assessed the effect at n+1 – that is, the effect provided by the immediately successive trial. As expected, 336 

no significant effect was observed (average effect = 0.027 ± 0.015; t(31) = 1.80, p = 0.13). This shows 337 

that while the numerosity in the immediately preceding trial exerts a systematic attractive effect on 338 

numerical estimates in the current trial, stimuli further back in the past have mostly a negligible influence, 339 

or even provide a small repulsive effect. Furthermore, we used a one-way ANOVA with factor “trial 340 

back” to assess the overall pattern of effects. Doing so, we found a significant main effect of trial back 341 

(F(7,31) = 24.74, p < 0.001, ηp
2 = 0.44). With a series of post-hoc tests, we also found that such an effect 342 

was exclusively driven by the n-1 condition, which resulted to be significantly different from all the other 343 

conditions (t(31) ranging from 7.71 to 10.72, all p-values < 0.001). All the other comparisons did not 344 

show any significant difference. Also the conditions showing a repulsive effect (n-3, n-4) did not result to 345 

be significantly different from other conditions showing no effect in the previous analysis (t(31) ranging 346 

from 0.52 to 1.42, all p-values > 0.924). 347 

Furthermore, we also assessed how individual numbers are susceptible to serial dependence effects. Fig. 348 

3B shows the average serial dependence effect as a function of numerosity in the current trial. The effect 349 

appears to be very small and not significant at lower numbers such as 8 (average effect = -0.296 ± 0.239; 350 

one-sample t-test, t(31) = -1.23, p = 0.275) and 9 (average effect = 0.102 ± 0.206; t(31) = 0.49, p = 351 

0.624). A significant effect was instead observed across most of the higher numerosities in the range (11: 352 

t(31) = 2.78, p = 0.014, d = 0.49; 12: t(31) = 5.08, p < 0.001, d = 0.90; 14: t(31) = 2.38, p = 0.032, d = 353 

0.42; 18: t(31) = 4.43, p < 0.001, d = 0.78; 21: t(31) = 5.04, p < 0.001, d = 0.89; 24: t(31) = 5.40, p < 354 

0.001, d = 0.95; 28: t(31) = 7.65, p < 0.001, d = 1.35; 18: t(31) = 6.62, p < 0.001, d = 1.17), with the 355 

highest effect at numerosity 12 (0.526 ± 0.103). Interestingly, no significant effect was observed at 16 356 

(t(31) = 0.89, p = 0.415), which is the central value of the range. These results show that while relatively 357 
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low numbers such as 8 and 9 are more resistant to serial dependence effect, higher numbers are more 358 

easily affected by the previous trial. Also in this context, we used a one-way repeated measure ANOVA, 359 

with factor “numerosity,” to assess the overall pattern of effects. The results showed a main effect of 360 

numerosity on the serial dependence effect (F(10,31) = 3.59, p < 0.001, ηp
2 = 0.10). A series of post-hoc 361 

tests further showed that the effect at numerosity 8 is significantly different from most of the other 362 

numerosities (11, 12, 14, 18, 21, 24, 28, 32; t(31) ranging from 3.39 to 4.78, all p-values < 0.037), with 363 

the exception of 9 (t(31) = 2.31, p = 0.61) and 16 (t(31) = 2.42, p = 0.52). All the other pairwise 364 

comparisons did not show any significant difference (all p-values > 0.49). 365 

 366 

3.2. Experiment 2 367 

 368 

FIGURE 4. Estimation performance in Exp. 2. Average estimated numerosity of the target probe 369 

stimulus as a function of stimulus veridical numerosity. Error bars are SEM. 370 

 371 

In Exp. 2, again, we first assessed the general estimation performance. As shown in Fig. 4, the average 372 

estimates across the range were noticeably compressed, with overestimation at lower values, and 373 

underestimation at higher values. With a series of one-sample t-tests we indeed confirmed that responses 374 

for most of the numerosities across the range significantly deviated from the veridical stimulus 375 

numerosity, in the overestimation direction for lower numbers (i.e., 8-14; t(33) ranging from 4.89 to 8.17, 376 

all p-values < 0.001, d ranging from 0.90 to 1.44), and in the underestimation direction for higher 377 

numbers (i.e., 21-32; t(33) ranging from -3.22 to -11.76, all p-values < 0.003, d ranging from 0.49 to 378 
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1.95). At intermediate values (16 and 18), instead, the average estimates were not significantly different 379 

from the veridical value (t(33) = 1.96, p = 0.058, and t(33) = -0.23, p = 0.81, respectively). Using a two-380 

way ANOVA with factors “numerosity” and “experiment,” we further compared accuracy measures 381 

across the range and across Exp. 1 and Exp. 2. The results show a main effect of numerosity (F(1,10) = 382 

264.56, p < 0.001, ηp
2 = 0.79), but no effect of experiment (F(1,10) = 0.56, p = 0.455). However, we also 383 

found a significant interaction between the two factors (F(1,10) = 5.09, p < 0.001, ηp
2 = 0.07). A series of 384 

post-hoc tests confirmed that numerical estimates deviated to a larger extent from veridical numerosity in 385 

Exp. 2 compared to Exp. 1, but only at the extremes of the curve (Exp. 1 vs Exp. 2, 8: t(64) = 2.72, p = 386 

0.007; 9: t(64) = 2.58, p = 0.010; 11: t(64) = 2.56, p = 0.011; 12: t(64) = 2.03, p = 0.043; 24: t(64) = 2.11, 387 

p = 0.036; 28: t(64) = 2.54, p = 0.011; 32: t(64) = 3.41, p < 0.001). For the numerosities in the middle 388 

range (14-18), no difference was observed between Exp. 1 and Exp. 2 (all p-values > 0.125). Overall, this 389 

pattern shows that the increased difficulty of the task in Exp. 2, due to the presence of multiple stimuli, 390 

led to significantly less accurate judgements, especially for numerosities at the lower and higher ends of 391 

the range.  392 

Regarding the precision in the task of Exp. 2, we first performed a one-way repeated measure ANOVA 393 

with factor “numerosity,” to assess whether precision varied as a function of the target numerosity. 394 

Differently from Exp. 1, here we found a significant effect of numerosity on CoV measures (F(10,33) = 395 

48.54, p < 0.001, ηp
2 = 0.59), showing that precision did significantly vary across the range. In this 396 

context, the highest precision was obtained with 32 (0.175 ± 0.007), while, surprisingly, 8 showed the 397 

lowest precision (0.411 ± 0.032). On average, CoV tended to be higher in Exp. 2 compared to Exp. 1 398 

(0.254 ± 0.075, compared to 0.217 ± 0.031 in Exp. 1). To directly compare the precision in the task across 399 

the two experiments, we performed a two-way ANOVA with factors “numerosity” and “experiment.” We 400 

observed a main effect of both numerosity (F(1,10) = 6.80, p < 0.001, ηp
2 = 0.09) and experiment (F(1,10) 401 

= 11.41, p < 0.001, ηp
2 = 0.02) on precision measures, but also a significant interaction between the two 402 

factors (F(1,10) = 5.81, p < 0.001, ηp
2 = 0.08). A series of post-hoc tests further showed that the main 403 

difference in precision between the two experiments concerns the lower part of the range (Exp. 2 vs Exp. 404 

1, 8: t(64) = 7.07, p < 0.001; 9: t(64) = 2.97, p = 0.003; 11: t(64) = 2.38, p = 0.017), while CoV across all 405 

the other numbers were not significantly different (all p-values > 0.224). This suggests that the higher 406 

difficulty of the task in Exp. 2, differently from accuracy measures, mostly impacted estimation 407 

performance for relatively low numerosities, while for higher numerosities estimation precision remained 408 

similar. 409 

 410 
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 411 

FIGURE 5. Serial dependence effects across the three stimuli presented in Exp. 2. (A) Serial 412 

dependence effects concerning the first stimulus in the sequence. In this case, we assessed the influence of 413 

the successive second and third stimulus on the first one. (B) Serial dependence effects at the second 414 

stimulus in the sequence, provided by the preceding (first) and successive (third) stimulus. (C) Serial 415 

dependence effects at the third stimulus, provided by the preceding two stimuli. The labels in the boxes 416 

within each panel indicate the target stimulus chosen. Labels on the x-axis indicate the direction of the 417 

effect – i.e., the effect of each stimulus in the sequence on the one chosen for the estimation task. Note that 418 

this pattern of attractive effects is unlikely to be driven by swap errors between different stimuli in the 419 

sequence, as demonstrated by the simulation analysis reported in the Methods section (see Data 420 

analysis). Error bars are SEM. ns = not significant, ** p < 0.01, *** p < 0.001. 421 

 422 

Regarding the serial dependence effect, we assessed the influence of the three stimuli presented within 423 

each trial on each other, individually for the cases where each of the stimuli was selected as the target 424 
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one. According to our predictions, we expected two possible effects. On the one hand, a memory 425 

interference effect should operate independently from the order of the stimuli. Namely, as the response 426 

was provided at the end of the sequence, the three representations held in memory could interact and 427 

influence each other independently from their presentation order. On the other hand, a strictly perceptual 428 

effect (i.e., for instance in the form of a persistent read-out template as proposed by Pascucci et al., 2019) 429 

should operate according to the order of the stimuli: a stimulus should be affected by its preceding one, 430 

and not by the successive one. Fig. 5 shows the effects across the sequence of stimuli. As shown in the 431 

figure, both kinds of effect seemed to emerge from our stimulation procedure. When the first stimulus 432 

was selected as the target one (Fig. 5A), we found a significant attractive influence provided by its 433 

immediately successive stimulus (i.e., the second one; one-sample t-test against zero; t(33) = 2.78, p = 434 

0.016, d = 0.48). The third stimulus (Fig. 2C), instead, did not provide any effect (t(33) = 0.54, p = 0.70). 435 

A similar but opposite pattern was observed when the third stimulus was chosen as the relevant one: the 436 

immediately preceding one exerted a significant attractive effect (t(33) = 7.35, p < 0.001, d = 1.26), while 437 

the first stimulus, further back in the past, did not provide any significant effect (t(33) = 0.91, p = 0.55). 438 

Finally, in the case of the second stimulus – which could be influenced by both its preceding (first) and 439 

successive (third) stimulus – we however only observed a forward attractive effect that is provided by the 440 

preceding stimulus (t(33) = 4.43, p < 0.001, d = 0.76), and not by the successive one (t(33) = 0.16, p = 441 

0.87). 442 

We further assessed the overall pattern of results by using a two-way repeated measure ANOVA with 443 

factors “target stimulus” (i.e., first, second, third), and “comparison” (coded as 1 and 2 for all pairs of 444 

conditions included in each target stimulus condition). With this analysis, we observed a significant main 445 

effect of target stimulus (F(1,2) = 3.25, p = 0.045, ηp
2 = 0.11), but no effect of comparison type (F(1,2) = 446 

0.05, p = 0.82). We also observed a significant interaction between the two factors (F(1,2) = 23.85, p < 447 

0.001, ηp
2 = 0.42). We then ran a series of post-hoc tests to further characterize the pattern of results. 448 

First, we observed a difference within each of the three target stimulus conditions. Namely, in the case of 449 

the first stimulus selected as target, the effect provided by the second one was significantly higher that the 450 

effect provided by the third stimulus (t(33) = 2.00, p = 0.048). At the level of the second stimulus, the 451 

effect provided by the preceding first stimulus was significantly higher compared to the third one (t(33) = 452 

3.44, p < 0.001). Finally, in case of the third stimulus selected as target, the effect provided by the 453 

preceding second stimulus was significantly higher than the effect provided by the first stimulus in the 454 

sequence (t(33) = 5.01, p < 0.001). Furthermore, we compared the significant effects (as observed with 455 

the one-sample t-tests) against each other. The results show that the effect provided by the second 456 

stimulus on the third one (Fig. 5C) is significantly higher compared to both the effect of the first on the 457 

second one (t(33) = 2.14, p = 0.04), and the effect of the second one on the first stimulus (t(33) = 2.95, p 458 



18 
 

= 0.006). Instead, the effect of the second on the first one (Fig. 5A) and the effect of the first on the 459 

second one (Fig. 5B) were not significantly different (t(33) = 1.21, p = 0.23). 460 

Besides the effect within each sequence, we also assessed whether and to what extent the stimuli in the 461 

previous trial could affect the estimated numerosity of the stimulus reported in the current trial (see 462 

Methods; figure not shown). Namely, we assessed the influence of each stimulus in the previous trial 463 

(irrespective of whether it was selected or not as the one to be reported) on the stimulus selected in the 464 

current trial (separately for the cases in which the first, the second, or the third was selected). We first 465 

performed a two-way repeated measure ANOVA with factor “stimulus in the previous trial” and 466 

“stimulus selected in the current trial.” The results show no main effect of either stimuli in the previous 467 

trial (F(2,66) = 0.30, p = 0.75) or in the current trial (F(2,66) = 1.9, p = 0.16), and no interaction between 468 

the two factors (F(4,132) = 2.22, p = 0.07). We also performed a series of one-sample t-tests (against zero 469 

effect), but did not observe any significant effect of serial dependence across trials (one-sample t-tests, all 470 

adjusted p > 0.332). As pooling together previous stimuli irrespective of whether they were selected or 471 

not may have somehow masked the effect, we additionally considered the effect of only the stimulus 472 

selected in the previous trial on the one selected in the current trial. Running an ANOVA as in the 473 

previous test again did not show any main effect of stimuli in the previous (F(2,66) = 0.63, p = 0.54) and 474 

in the current trial (F(2,66) = 1.67, p = 0.20), and no interaction (F(4,132) = 2.01, p = 0.10). A series of 475 

one-sample t-tests similarly show no significant serial dependence effect (all p > 0.07). 476 

 477 

4. DISCUSSION 478 

Attractive serial dependence biases appear to be ubiquitous in vision, affecting how we perceive a large 479 

variety of visual attributes. The nature of serial dependence, however, is subject to debate. Multiple 480 

accounts have been proposed, based on a continuity field supporting visual stability and continuity (e.g., 481 

Fischer & Whitney, 2014), memory and decision biases (Fritsche et al., 2017), high-level modulatory 482 

feedback to low-level sensory areas (Fornaciai & Park, 2018b, 2019a, 2019b), or lingering perceptual 483 

decision templates at a read-out (high-order) level (Pascucci et al., 2019).  484 

In the present study, we aimed to investigate the conditions under which serial dependence arises in 485 

numerosity perception. While previous research from our group shows that attractive effects in this 486 

context are likely perceptual in nature (Fornaciai & Park, 2018a, 2018b, 2019a, 2019b), biases of different 487 

nature may contribute to the result observed at the behavioral level. For instance, memory interference 488 

between representations held in memory has been shown to contribute to biases in magnitude perception, 489 

across different dimensions like space and time (Cai & Connell, 2015, 2016; Cai et al., 2018). More 490 
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specifically, representations of the same format like magnitudes being concurrently held in memory could 491 

interact with each other in an attractive way (Cai et al., 2018). Here, we further questioned whether such 492 

an effect of memory interference can elicit serial dependence independent from the order of the stimuli. In 493 

Exp. 1, we first characterized the serial dependence effect in numerosity estimation by using a simple 494 

task, whereby participants had to estimate the number of dots in a single dot-array (i.e., one stimulus with 495 

varying numerosity presented in each trial). Crucially, in Exp. 2, we presented a sequence of three stimuli 496 

on each trial, and cued the relevant one only after the presentation. This required the participants to hold 497 

all the stimuli in memory until the end of the trial, allowing us to test whether memory interference 498 

effects can make the temporally latter stimulus to bias the temporally former stimulus. 499 

First, regarding the estimation performance, we observed relatively compressed responses, resembling a 500 

logarithmic mapping of increasing numerosity. This pattern is consistent with previous research 501 

concerning numerosity perception, showing that numerical estimates across a relatively large range of 502 

numerosity often tend to be nonlinearly distributed (e.g., Dehaene, 2003; Anobile et al., 2012a; Anobile et 503 

al., 2012b; Arrighi et al., 2014; Cicchini et al., 2014). Moreover, such a logarithmic compression was 504 

more severe in the numerical estimates in Exp. 2, likely due to increased difficulty and attentional 505 

demands. Indeed, previous studies have shown that the logarithmic-like compression increases under 506 

conditions of attentional load (Anobile et al., 2012a; Anobile et al., 2012b), explaining the pattern of 507 

accuracy measures in the present study. Interestingly, Cicchini et al. (2014) linked this compressive 508 

representation, in the context of number-line mapping, to serial dependence, proposing that an attractive 509 

bias could explain the non-linearity in numerical representation. However, while based on such results we 510 

may expect a link between the strength of serial dependence and the compressive non-linearity, our data 511 

do not provide hints in that direction. Indeed, in our Exp. 2 where the more difficult task resulted in a 512 

more severe compression, we observed a somewhat weaker effect (see below). This pattern may suggest 513 

that a link between serial dependence and compressed numerical performance may be limited to the 514 

number-line mapping task, which may entail different processes compared to numerosity estimation (e.g., 515 

see for instance Reinert et al., 2019 for a comparison between different tasks).  516 

We instead observed a different pattern on precision measures (CoV). While accuracy measures were 517 

worse across the board in the more difficult task of Exp. 2, CoVs across the different numerosities were 518 

more selectively affected, limited to the lower part of the numerical range. Task difficulty and 519 

attentional/memory load thus seem to have a greater influence on the estimation performance for low 520 

numerosities, while performance in the higher part of the range did not significantly differ across the two 521 

experiments. Interestingly, this pattern of results resembles previous observations about the difference in 522 

the effects of attentional load on subitizing (i.e., 1-4) and higher (5+) numerosities (Burr et al., 2010). 523 
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What has been observed in this context is that attentional load (in the form of a secondary task) strongly 524 

affects the precision of numerical estimates for very low numerosities, while it yields only a modest cost 525 

for performance with higher numerosities. Although our numerosities are all well beyond the subitizing 526 

range, the increased attentional load of Exp. 2 may have more severely affected estimation in the lower 527 

part of the range in a similar fashion. 528 

Regarding the serial dependence effect, Exp. 1 shows that numerical estimates in each trial are 529 

systematically affected by the recent history of stimulation. In line with Cicchini et al. (2014), but 530 

differently from Fischer & Whitney (2014), such an attractive effect was limited to the immediately 531 

preceding stimulus, while stimuli further back in the past did not affect current estimates. These results 532 

suggest that serial dependence for different features like for instance orientation and numerosity may have 533 

different temporal properties (as also suggested by Taubert et al., 2016), potentially suggesting the 534 

involvement of (at least partially) independent, domain-specific, mechanisms, rather than a domain-535 

general mechanism. This is however in line with a perceptual account of serial dependence, as different 536 

sensory/perceptual pathways dedicated to different attributes are characterized by different physiological 537 

and functional properties. Additionally, we also observed a small repulsive effect provided by stimuli at 538 

three trials back in the past. To a smaller extent, a repulsive effect seems to emerge also from Cicchini et 539 

al.’s (2014) results, at three trials back similarly to the current study (see Fig. 3C in Cicchini et al., 2014), 540 

although the effect was not significant. This may indicate that current percepts tend to be slightly repulsed 541 

away from more remote stimuli. However, the repulsive effects observed here and in previous studies are 542 

very small, and most likely represent only a negligible influence on the actual behavioral performance. 543 

Additionally, another difference from previous research – especially in the context of orientation 544 

perception (e.g., Fischer & Whitney, 2014; Fritsche et al., 2017; Pascucci et al., 2019) – is the tuned 545 

nature of the effect. While several previous studies observed a clear tuning of the effect, with the 546 

magnitude of the bias increasing with increasing difference between the current and previous stimuli, 547 

peaking at a certain distance in the stimulus space, and then decreasing again with larger differences, here 548 

we observed a linear effect (e.g., see Fig. 2B). Namely, our results show that the magnitude of the bias 549 

increases as a function of the difference between the two numerosities, peaking at the largest differences 550 

(i.e., the smaller the previous numerosity, the stronger the underestimation of current ones, and vice 551 

versa). This feature of serial dependence may again be related to the specific structure of the dimension 552 

under analysis. While circular dimensions like orientation (or, for instance, the circular positional space in 553 

Manassi et al., 2018) show a more precise tuning, magnitude dimensions such as numerosity instead 554 

present a linear relation between the effect and the magnitude of previous stimuli (but see also Xia et al., 555 

2016 for a similarly linear effect in the context of face attractiveness). 556 
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On the other hand, looking at the extent to which each numerosity in our range is susceptible to serial 557 

dependence, we found a peculiar pattern. Indeed, our results first show a repulsive, although not 558 

significant, trend at lower numerosity, showing that stimuli like 8 and 9 dots are mostly not affected by 559 

the numerosity in the previous trial. This is consistent for instance with Cicchini et al. (2014) and Cicchini 560 

et al. (2018) in showing that less noisily-perceived stimuli are more likely to show reduced serial 561 

dependence effects, since such a low numerosities at the lower bound of the range are likely encoded with 562 

a lower level of noise. Interestingly, 16 – the middle numerosity in the range – was also not affected by 563 

serial dependence. This peculiar feature may be related to the long-term summary statistics of the 564 

stimulation procedure, as the central value of the range may be represented in a more robust fashion 565 

compared to extreme numerosities, making it less prone to distortions. Testing the relation between serial 566 

dependence and other processes like central tendency (e.g., Jazayeri & Shadlen, 2010), which may be 567 

responsible for this finding, is an interesting possibility for future studies. Furthermore, all numerosities 568 

above 16 seem similarly prone to attractive biases. This is in contrast with the sharp reduction in the 569 

effect at the higher stimulation range observed by Cicchini et al. (2014). However, the noisier 570 

representation of higher numerosities might have favored the effect also at the higher end of the range. 571 

Note however that analyzing the effect at the level of single numerosities involved using much smaller 572 

subsets of data compared to the overall effect at different trial-back conditions. Due to this, it is difficult 573 

to draw strong conclusions about the sensitivity of individual stimuli to the serial dependence effect.  574 

In general, it is interesting to note that despite the fact that we included the entire range of numerosities in 575 

the analysis, we did not observe any significant “edge effect”, neither on CoVs nor on the serial 576 

dependence effect (i.e., a sharp increase in precision at the edges of the range, or a symmetric reduction in 577 

the serial dependence effect as in Cicchini et al., 2014) which would instead be expected in this context. 578 

The fact that we did not observe such an edge effect may be attributed to the fact that we did not reveal 579 

the actual stimulation range to the participants. In fact, the participants were told that they are given a 580 

larger range (6 to 40 dots) than it actually was (8 to 32 dots). The increased uncertainty concerning the 581 

extreme numerosities might have thus resulted in weaker edge effects. 582 

In Exp. 2, we used a novel paradigm involving a rapid sequence of stimuli, with only one of them – cued 583 

after the entire presentation – actually relevant for the task, which creates a condition favoring a 584 

mnemonic serial dependence effect. This paradigm differs from the paradigm more often used in serial 585 

dependence research (i.e., involving only one stimulus presented in each trial followed by a response, as 586 

we did in Exp. 1) in that it requires the participant to keep all the stimuli in memory to perform the task 587 

later. While presenting only one stimulus at a time makes serial dependence to be defined as the effect of 588 

a previous, irrelevant stimulus on the current one, this novel paradigm allows us to measure the mutual 589 
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influence of relevant stimuli on each other. Doing so, we aimed to assess whether the attractive bias still 590 

operates in the forward direction (from previous to successive stimuli) or also in the reverse direction 591 

(from successive to previous stimuli). This latter case would indeed highlight an exclusively mnemonic 592 

serial dependence effect and would demonstrate that it occurs irrespective of the chronological order of 593 

stimulus presentation. 594 

Result from Exp. 2 show a pattern of attractive biases among the three stimuli in the sequence working 595 

irrespective of their temporal order. That is, in some cases the bias works in the “forward” direction (i.e., 596 

a preceding stimulus affecting a successive one) which is in line with the perceptual account, although it 597 

is not possible to rule out the concurrent effect of memory bias. Critically, the bias also works in the 598 

opposite, “backward,” direction, with the chronologically successive stimulus affecting its predecessor. 599 

Such a backward effect could only occur at a post-perceptual processing stage, such as memory storage, 600 

as the bias takes place only after both stimuli are processed, represented, and stored. Overall, these results 601 

demonstrate that attractive biases generated by memory interference operate independently from the order 602 

of stimulus presentation. 603 

While the representation of the visual content is stored in memory in order to perform a task at a later 604 

time, different representations could be nudged by each other, resulting in an attractive bias (e.g., Cai et 605 

al., 2018). Such a bias, at least in the context of the present work, seems limited to the first item in the 606 

sequence (i.e., the one farthest back in the past), possibly indicating that a deterioration of stimulus 607 

representation with time may induce or facilitate such an interference. However, the fact that we did not 608 

observe an effect of the third stimulus on the second or the first one may be attributed to the relatively 609 

short interval between its presentation and the onset of the cue (350 ms). There may not have been 610 

enough time for the memory interference from the third stimulus to occur, because the memorized 611 

representations of the dot arrays are likely to be discarded as soon as the cue is given. The question of 612 

how long it takes for a stimulus to affect other stimuli held in memory at the same time thus remains an 613 

interesting open question for future studies.  614 

While a parsimonious account of these results is that all the biases observed in Exp. 2 are produced at a 615 

memory storage stage, an interesting possibility is that perceptual and memory biases might coexist 616 

within the same sequence of stimuli. Indeed, previous research from our group shows that the serial 617 

dependence bias is measurable from neural signals starting very early after stimulus onset, suggesting a 618 

biased perceptual representation (Fornaciai & Park, 2018a) which then gets stored and maintained for a 619 

relatively long retention period after perception (Fornaciai & Park, 2020). In this scenario, the “forward” 620 

attractive effect could thus be determined before the stimulus is stored in memory (i.e., the representation 621 

stored in memory is already biased), while the “backward” effect is determined at a later stage during 622 
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memory encoding. However, behavioral data alone is not enough to conclusively disentangle these two 623 

possibilities, and assessing whether biases of different nature (with the same behavioral outcome) could 624 

be intertwined within the same sequence of stimuli remains an open question for future studies. In any 625 

case, one certain conclusion that our results reach is that serial dependence driven by memory bias occurs 626 

even in reverse chronological order in that the representation of one stimulus is affected by the one 627 

appearing after that. 628 

While we observe several attractive effects between items included in the same sequence, we did not 629 

observe any influence across different trials. A possibility for this lack of influences extending from the 630 

previous to the current trial might be due to having in general numerous intervening stimuli between the 631 

two trials. Nevertheless, while this easily explains the lack of influence from the previous trial on the 632 

second and third stimulus in the current sequence, we may still expect to see an effect from the last 633 

stimulus in the previous sequence to the first one in the current trial (i.e., as there is no intervening 634 

stimulus between them). However, the lack of across-trial effect even in this case additionally suggests 635 

that the memory effect occurring within the current sequence (i.e., the backward effect from the second to 636 

the first stimulus) suppresses any influence from the previous trial. 637 

To conclude, our results first show that serial dependence in numerosity perception generalizes to the case 638 

in which the approximate visual representation has to be mapped (or re-coded) in a symbolic format. This 639 

shows that the serial dependence bias in this context is extremely robust and is present irrespective of the 640 

specific task used. More crucially, we show that serial dependence induced by memory interference can 641 

operate irrespective of the chronological order of the stimulus presentation. Such a peculiar characteristic 642 

of serial dependence opens new doors for understanding the mechanism of this ubiquitous phenomenon. 643 
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