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Motivation
Studies have shown that consumers of electricity can save up 15%

of their bills when provided with a detailed appliance wise feed-

back [1]. Energy super-resolution refers to estimating energy usage

at a higher-sampling rate from the lower sampling rate. We mainly

focus on predicting the hourly reading of a home, using the daily

usage (which can be noted down by the users from the meter). This

predicted usage can be used by the consumers to identify the times

of the day, which are contributing more to electricity usage and

help them optimize their usage. This is analogous to image super-

resolution, where the zooming out factor equals 24.

Problem definition
Throughout the paper we will be using the following notation: H -

Number of homes; D - Number of days; X ∈ RH×D
- Denotes low

resolution matrix (Aggregate); Y ∈ RH×D×24
- Denotes high resolu-

tion matrix; P ∈ RH×D×24
- Denotes weights matrix; Weights matrix

is same as the matrix which stores the proportion of electricity con-

sumed on a particular day. For the hth home and the dth day, the

matrix ∀iPh,d,i = Yh,d,i
Xh,d

Approach - Triplet learning
Let L(i, j) denoteX [i, j −K : j +K] , which is a vector of length 2K+1.
It stores the K past and K future neighbor aggregate readings in a

home i during day j. We can refer to this a neighborhood vector

for the ith home for jth day. An embedding network takes 2K+1
dimension vector as input and outputs an vector of dimensionN . The

embedding network can be configured with various options such as

normalization of output and positive activation of output.Consider

(i,x),(j,y),(k, z), where each tuple denotes a home and day pairs. Let

V (i,x) denote the embedding vector generated using L(i,x) . We

define similarity functions which are specified in Equation(1).
The functions in Equation(1) denote the similarity of the given

tuples in the super-resolution usage. The losses in Table 1 ensure

that tuples that are similar in the weights space are also similar in the

embedding space. After the embedding network finished training,

we generate the embeddings for each of the test samples. Then we

find k nearest training samples using the embeddings and use the

weights of the closest samples as the weights for the test sample.
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Table 1: Triplet loss on different inputs and embeddings

Condition 1 Condition 2 Loss

a>b c>d+margin 0

a>b c<d+margin (d +marдin − c)2

a<b c+margin<d 0

a<b c+margin>d (c +marдin − d)2

Table 2: MAE on different models

Model MAE

Uniform weights 421

Mean weights 338

Tensor Decomposition 356

Triplet Learning 348

The k and margin are chosen using a valiation set.

a =
������P[i,x] − P[j,y]

������
2

b =
������P[i,x] − P[k, z]
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c =
������V [i,x] −V [j,y]
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d =
������V [i,x] −V [k, z]

������
2

(1)

Baselines
Uniform weights: In this model, we assume that the usage of a

home is constant throughout the day.

Mean weights: In this model, we find the 24-dimension weights

vector that minimizes the super-resolution error across all homes

for all days. This is the mean of 24 dimension weights vector across

all homes and days computed from the training vector.

Tensor Decomposition: We create a tensor T of shape (H, D, 25)

where one channel corresponds to aggregate and remaining twenty-

four dimensions belong to super resolution usage. There are esti-

mated using Low Rank Parafac Tensor Decomposition into r com-

ponents. T̂ = (Hxr ) ⊗ (Dxr ) ⊗ (25xr ) where ⊗ denotes the outer

product operator.

Results
We chose homes from Dataport [2] dataset from June. There are a

total of 51 training homes, 7 Validation homes, and 13 testing homes.

Mean absolute error is the metric chosen to evaluate the performance

of a model.

Analysis
The reason for similar results for all models(except uniform weights)

can be because of the variance in the electricity usage of a home at

hourly level. The high variance is causing all models to cause similar

errors across homes and averaging out the error, thereby bringing it

closer to mean.
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