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G E O L O G Y

Transient glacial incision in the Patagonian Andes 
from ~6 Ma to present
C. D. Willett1,2*, K. F. Ma3, M. T. Brandon3, J. K. Hourigan4, E. C. Christeleit3, D. L. Shuster1,2

We report a mountain-scale record of erosion rates in the central Patagonian Andes from >10 million years (Ma) 
ago to present, which covers the transition from a fluvial to alpine glaciated landscape. Apatite (U-Th)/He ages of 
72 granitic cobbles from alpine glacial deposits show slow erosion before ~6 Ma ago, followed by a two- to threefold 
increase in the spatially averaged erosion rate of the source region after the onset of alpine glaciations and a 15-fold 
increase in the top 25% of the distribution. This transition is followed by a pronounced decrease in erosion rates 
over the past ~3 Ma. We ascribe the pulse of fast erosion to local deepening and widening of valleys, which are 
characteristic features of alpine glaciated landscapes. The subsequent decline in local erosion rates may represent 
a return toward a balance between rock uplift and erosion.

INTRODUCTION
Late Cenozoic cooling is marked by the onset of widespread period-
ic glaciations, starting in polar regions at 25 to 10 million years (Ma) 
ago, and expanding to midlatitude mountains and continental re-
gions at ~6 to 2.5 Ma ago. There has been a long debate focused on 
the onset of the late Cenozoic “icehouse” climate and how it may 
have changed the size and shape of mountain ranges around the 
world and affected the delivery of continental-derived sediment to 
the oceans [e.g., (1–4)]. This debate has been strongly influenced by 
studies of modern erosion, which show that, at local scales and short 
time intervals, temperate glaciers are usually more erosive than rivers 
(1). However, erosion faster than rock uplift would decrease the height 
of the glacial catchment relative to the equilibrium line altitude 
(ELA) and subsequently reduce the amount of ice discharge (5, 6). 
This negative feedback operates at the scale of the glacial network 
and will therefore have a response time that is longer than that for 
the erosion processes operating along the bed of the glacier. This 
relationship suggests that the onset of mountain glaciations might 
include an initial phase of fast erosion, followed by a return to rates 
that are balanced with the local rates of rock uplift. The history of 
alpine glaciation in Fiordland, New Zealand over the past 2 Ma 
provides a possible example of this transient response, where the 
headward carving of deep valley troughs is accompanied by a flat-
tening of the upland landscape (7), which would have reduced the 
amount of ice discharge.

Low-temperature thermochronology provides a way to study ero-
sion at a regional scale and on a time scale of millions of years [e.g., 
(4, 7–11)]. The “cooling age” measures the transit time of a sample 
from a closure depth to the Earth’s surface. Low-temperature thermo-
chronometers are well suited for this kind of study because the 
closure depth is fairly close to the Earth’s surface. For example, the 
(U-Th)/He apatite (AHe) system has an approximate closure tem-
perature of 65°C (10, 12) and an approximate closure depth of 2.5 km, 
assuming a surface temperature of ~0°C (as expected in a mountain 
setting) and an average continental thermal gradient of ~25°C/km.

Past studies of this kind have focused on bedrock cooling ages, 
which use bedrock samples collected from the modern landscape 
surface. Here, we report detrital cooling ages, which supply samples 
from older bedrock surfaces, and thus provide a longer record of 
transit times. The transit time is estimated by the lag time (13), 
which is the difference between the cooling age of the detrital sample 
and the age of the deposit containing the sample. This approach carries 
the assumption that transport from bedrock source to the site of 
deposition is short relative to the transit time from the closure depth 
to the Earth’s surface. Mountain landscapes generally lack settings 
with substantial residence time, as judged by the age of upland deposits 
[see discussion in (14)]. Exceptions to this, such as the intermontane 
basins of the Central Andes, are easy to recognize and avoid. The lag 
time concept is best applied in settings adjacent to the piedmont 
transition, where the erosive flux of the bedrock landscape is cap-
tured by aggradation in the piedmont region, a conclusion that holds 
for both fluvial and glacial transport processes.

Our study focuses on distinctive granitic cobbles, which are a 
widespread component of glacial deposits along the eastern flank of 
the Patagonian Andes and are known to have been sourced from 
the Patagonian batholith, exposed in the core of the range (Fig. 1). 
These cobbles are used to estimate lag times, as defined by their 
AHe ages and the ages of the glacial deposits in which they are found. 
We report lag times from 72 cobbles, collected from four glacial 
deposits with ages from ~6 Ma to 18.5 thousand years (ka), and 
compile 51 published AHe ages from the modern bedrock landscape. 
These data are used to construct a record of regional-scale erosion 
rates, extending back to 10 Ma ago and earlier. This record provides 
direct evidence about the transition of this midlatitude mountain 
range from a fluvial landscape to a largely glacial one.

Conventional studies of bedrock cooling ages are limited to samples 
currently exposed at the bedrock surface. The vertical sampling method 
can be used to estimate past erosion rates [e.g., (15, 16)], but it generally 
provides a short record of erosion rates and it is known to produce 
biased results, as surface topography–induced vertical deflections of 
the closure temperature isotherm will depend on the rate at which 
surface relief is increasing or decreasing (17). In contrast, detrital 
ages provide a more comprehensive sampling of AHe cooling ages at 
the regional scale, and the interpretation is focused on the transit time 
from the mean closure depth to the mean surface elevation. As a 
result, this approach is not influenced by the change-of-topography 
biases associated with age-elevation transects.
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GEOLOGIC SETTING AND SAMPLING LOCATIONS
Glacial deposits are located along the entire eastern margin of the 
Patagonian Andes and generally coincide with the termini of glacial 
advances (Fig. 1). Their exceptional preservation is due to the aridity 
and low topographic gradient in the eastern Patagonian foreland and, 
in some cases, due to burial by basalt flows, which are widespread 
south of 46°S. These deposits are typically conglomeratic, with 
rounded clasts set in fine-grained matrix. The clasts include volcanic, 
metamorphic, and granitic material, all of which can be traced to 
sources in the west within the higher part of the range. The propor-
tion of granitic clasts is 5 to 20% in these deposits. The present surface 
exposures of the batholith have igneous ages of 155 to 115 Ma and 
igneous pressures indicating initial emplacement at depths of ~10 km 
(18). There are minor intrusions with ages as young as 10 Ma (18), 
although these were emplaced well below the AHe closure depth. As 
a result, the AHe ages from these granites are related to cooling 
during erosion and are not influenced by postmagmatic cooling. 
Figure 1 shows ice flow lines, which were determined from a recon-

struction of glacial topography during the Last Glacial Maximum 
(LGM) (Fig. 1). At its previous LGM size and position, the Patagonian 
ice sheet transported material from the exposed batholith to the loca-
tions of the sampled deposits.

Our study site is located to the east of the Chile Triple Junction 
(CTJ) (Fig. 1), where the Nazca ridge, which separates the Nazca 
and Antarctic plates, subducts below the South American plate. 
Hypotheses regarding the tectonic and thermal effects of the CTJ 
include “collision deformation” by the Nazca ridge as it subducts 
(19), heating and/or dynamic uplift caused by an “asthenospheric 
window” (20), and strike-slip slivering of the forearc north of the 
triple junction (15). As of yet, there is little direct evidence to support 
these ideas. Recent studies (15, 21) infer that there are many local 
strike-slip faults east of the CTJ, but there is no direct exposure of 
these structures. One of these faults, located at the southern end of 
the Liquiñe-Ofqui fault zone (LOFZ), has direct evidence of offset 
(22). Most other features ascribed to the LOFZ are based primarily 
on the linear appearance of fjords.

LO
FZ

CTJ

LGM ice flow lines
LGM maximum limitLGM terminal moraines

LGM ice divide
Published bedrock ages (used in Fig. 3)

Modern mapped batholith extent

Other published bedrock ages 
Plate boundaries and regional faults

0.0185

Modern water drainage divide

MLBA
Leones

Nef

DES

LL

71
°W

72
°W75

°W
76

°W
73

°W
74

°W

46
°S

46
.5°

S

47
°S

47
.5°

S

Fig. 1. Map of study area. Study area with the modern exposure of the Patagonian batholith, faults, and sample locations. LBA, Lago Buenos Aires; MLBA, Meseta del LBA; 
NPI, North Patagonian Icefield; CTJ, Chile Triple Junction; LOFZ, Liquiñe-Ofqui fault zone. Geologic units other than the batholith and the glacial deposits are not shown. 
The extent of the Guivel and Mercer till exposures is not visible at this scale, as the meters-thick units are intercalated with basalt flows and outcrop in narrow bands that 
follow the contour of the meseta edge. The four sampling locations are marked by stars. Published bedrock AHe data (single samples or sample suites) are shown by 
squares (15), circles (20), diamonds (8), and pentagons (16). Large black symbols indicate data that appear in the top of Fig. 3 and in table S1. Small white symbols indicate 
other published bedrock ages, which are shown for reference but not used for our analysis. Faults in the region are shown in orange (15).
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In contrast to proposed CTJ-associated tectonic and thermal 
effects, a recent paleotopography study (18) shows that the topog-
raphy around 46°S, the latitude of the CTJ, has been steady over the 
past 60 Ma. In another nearby study, the authors demonstrate that 
the region east of CTJ has been a site of relatively slow erosion and 
uplift over the past 6 Ma, except for a period of fast valley incision 
associated with the onset of glaciation (16). The evidence for glacial 
incision is widespread and most markedly demonstrated by the deep 
fjords and overdeepened lakes that characterize this region, with 
maximum depths extending to 1468 m below sea level (16). Current 
models for glacial erosion show that fjords and overdeepening can 
form only where the background rate of rock uplift is low (23). The 
Patagonian Andes are crisscrossed by a dense network of fjords, 
and our study area is flanked to the east by Lago Buenos Aires, an 
overdeepened glacial lake with a maximum depth of 586 m. Last, 
regional-scale thermochronologic data show that samples south of 
the CTJ yield older cooling ages relative to those to the north [e.g., 
(8)]. Proposals for ridge collision and dynamic topography predict 
a northward propagating region of young uplift and erosion, which 
would yield the opposite of what has been observed. This summary 
is meant to highlight an ongoing debate in this area about the role 
of the CTJ.

On the basis of an assessment of the available information, we 
conclude that the design of our experiment and the analysis and 
interpretation of the results are not influenced by the issues outlined 
above. Our study area lies ~200 km east of the CTJ and is east of the 
easternmost proposed strike-slip fault (Cachet fault; Fig. 1) (15). 
Thermal and thermochronologic modeling (16, 21, 24) indicates that 
the hot conditions associated with subduction of young lithosphere 
in the vicinity of the CTJ is too deep and too recent to have affected 
the shallow thermal field (<65°C) associated with the AHe cooling 
ages used in this study. Some may assume that thermochronologic 
ages in the Patagonian Andes can be used as a direct record of tectonic 
uplift (15, 20, 21), yet it is known that cooling ages record exhumation, 
not uplift (25). Surface processes, such as fluvial incision, landsliding, 
and glacial abrasion, control erosional exhumation. Tectonic pro-
cesses can play a role in maintaining topography but are generally 
not important over the short time scale and modest amounts of ero-
sion documented in our study.

We sampled four glacial deposits in the vicinity of Lago Buenos 
Aires and compiled published AHe bedrock ages (Fig. 1). The two 
oldest deposits are interbedded within a sequence of tabular basaltic 
flows that underlie the Meseta del Lago Buenos Aires. The oldest, 
herein referred to as the “Mercer” till (informal name), is exposed 
on the northwest margin of the Meseta del Lago Buenos Aires and 
is bracketed by basalt flows with ages of 4.7 and 7.3 Ma (26, 27). The 
“Guivel” till [informal name; 3.3 ± 0.1 Ma (28)] crops out on the 
southern margin of the meseta. Cobbles from these deposits were 
collected well below (>10 m) the overlying basalt flow and with no 
evidence of nearby feeder dikes or sills, which ensures that the AHe 
ages from these samples were not thermally reset.

The next youngest deposit is Telken VII (1.016 ± 0.01 Ma), which 
is exposed as a till-covered hill and marks the largest glacial advance 
in the area, known as the Great Patagonian Glaciation (29). The 
youngest glacial deposit is Fenix I (18.5 ± 0.4 ka), exposed as a sharp-
crested moraine with striated and glacially polished cobbles (30, 31). 
Note that the four deposits span approximately 75 km north to south 
and were therefore likely derived from similar source areas within 
the core of the range (see Fig. 1). Examples of the sampled till and 

moraine morphology are shown in fig. S1. A collection of 51 pub-
lished bedrock AHe ages (table S1; locations shown in Fig. 1) was 
used here to estimate the distribution of AHe lag times for the modern 
landscape and extend the lag time record to the present day.

To better resolve the depositional age of the Mercer till, we use a 
deep-ocean temperature record (Fig. 2) (32), which is based on the 
global benthic foraminifera 18O record and corrected for the asso-
ciated evolution of polar ice volumes. Deep-ocean temperature is a 
record of time-averaged, high-latitude, sea-surface temperature (33) 
and provides a useful proxy for cool and warm events in our study 
area. The three well-dated glacial deposits coincide with extreme cold 
events in this record. We therefore infer that the Mercer deposit was 
also associated with an extreme cold event. Given the bracketing ages 
provided by the basalt flows, the likely event would have been at 
~5.7 Ma ago (Fig. 2).

Figure 1 shows the modern water divide for this portion of the 
Andes as well as the ice divide and ice flow lines associated with the 
LGM ice sheet, as determined from (34). With the modern topography, 
deeply incised glacial valleys allow westward drainage across the full 
width of the range, far to the east of the highest peaks. The older 
sampled glacial deposits may have been deposited in association with 
a more western water divide. However, the water divide likely reached 
its present position by the time that the younger two sample locations 
were deposited. Therefore, cobbles in the younger deposits could 
only have been transported from their western sources during glaci-
ations. This conclusion likely holds for all four sampling locations, 
as each is a glacial deposit. The ice divide depends on the glacier 
shape and size, but we use the LGM ice divide as an approximation 
for the location of older ice divides. On this basis, we estimate that 
the glacial catchments for our sample locations were ~10,000 km2 
for the two older deposits and 5000 km2 for the younger two. The 
bedrock sample locations straddle the ice divide and cover an area 
of 6500 km2.

RESULTS
Lag time results for all samples are shown in Fig. 3 (see Materials and 
Methods for details). Vertical red ticks show AHe ages for each cobble 
and modern bedrock sample, and the blue curves show probability 
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Fig. 2. Regional climate record and deposit ages. The black curve is the deep-
ocean water temperature from an ice volume–corrected model based on the global 
benthic foraminifera 18O record (32). The colored rectangles indicate the deposi-
tional age constraints on the sampled glacial deposits. The circles indicate inter-
section of the lowest temperature associated with the depositional age range for 
each deposit.
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density distributions for each glacial deposit, as estimated by the 
kernel density method (35). Figure 3 and Table 1 include estimates 
of the mean and first quartile lag times for each of the distributions, 
along with their 2 SE uncertainties. We use the harmonic mean for 
the detrital samples, given that they are sampled by yield and are 
therefore affected by local variations in erosion rates. The arithmetic 
mean is used for the bedrock samples given that they are sampled in 
space (see Materials and Methods for details). In addition, note that 
the means include all lag times in the distribution, including some 
lag times that are greater than the range shown in the plots. Table S2 
and fig. S2 provide a full report of all AHe grain ages.

The lag time distributions show a simple evolution with decreas-
ing age. This pattern suggests that, before the onset of alpine glacia-
tion (~6 Ma ago), rates of erosion were slow. Erosion rates increased 
by 3.3 Ma ago and then returned toward slow at 1.02 Ma ago, 18.5 ka 
ago, and present day. The oldest deposit (Mercer) has a mean lag 
time of 24 Ma and a first quartile lag time of 12 Ma. In contrast, the 
distribution for the next deposit, Guivel, has mean and first quartile 
lag times of 5 and 0.5 Ma, respectively. The Telken VII distribution 
has mean and first quartile lag times of 10 and 3 Ma, and the distri-
bution from Fenix I has mean and first quartile lag times of 8 and 
4.5 Ma. The distribution of the bedrock samples has mean and first 
quartile lag times of 6 and 3.5 Ma. The bedrock sample mean is sig-
nificantly lower than that for the Fenix I deposit, likely because bed-

rock samples tend to be collected at lower elevations where access is 
easiest but where AHe cooling ages are youngest.

We use four published age-elevation transects of modern bed-
rock samples (15, 20) to provide a more direct comparison with the 
detrital samples. These four transects provide local estimates of the 
dependence of AHe cooling ages on modern elevation. We used a 
digital elevation dataset paired with sub-icefield bedrock elevation 
information (36) to extract elevation data for the portion of each ice 
catchment underlain by batholith (see Fig. 1). Similar to (37), we 
multiplied the resulting hypsometry by each age-elevation relation-
ship and then smoothed and normalized it to generate probability 
density curves of AHe lag times for these regions, as shown in the 
top of Fig. 3. In comparison, the individual bedrock samples and 
the cobble samples from the Fenix I deposit show a larger range, 
both toward smaller and larger lag times, than indicated by these 
estimated modern bedrock probability density curves. This result 
suggests that there is a significant spatial variation in erosion rates 
across the study region.

The black line in Fig. 4 (and in fig. S3 at a more optimal scale) 
shows the evolution of the spatially averaged erosion rates through 
time. This curve was estimated by first converting the lag time esti-
mates into an average erosion rate for the age interval covered by 
that lag time. This conversion was done using a modified version of 
the age2edot program (38), which finds a simultaneous solution for 
the thermal structure of the upper crust and the erosion rate at the 
surface as a function of the observed lag time and the thermally 
sensitive diffusion properties of the AHe thermochronometer (see 
Materials and Methods for details). Sensitivity testing indicates that 
the erosion rates vary by about ±15% over the plausible range of the 
thermal and diffusive parameters used in the age2edot calculation. 
Note, however, that this source of uncertainty would shift the entire 
curve. That is, the relative variations in the erosion rates shown in 
Fig. 4 come from the lag time data alone and not from the age2edot 
calculation. Figure S4 shows the erosion rates estimated for all of 
the cobble lag time data as a function of geologic age. The spatially 
averaged erosion rate curve (Fig. 4 and fig. S3) was determined by 
averaging the erosion rate estimates from fig. S4 at 0.5-Ma steps 
along the age axis. The spatially averaged erosion rate curve includes 
a fair amount of smoothing due to the fact that the individual erosion 
rate estimates are averages over the duration of the lag time interval. 
The smoothing decreases with decreasing lag times and increasing 
erosion rate. As a result, the temporal resolution of this erosion rate 
curve tends to increase with decreasing age.

The spatially averaged erosion rate curve (Fig. 4 and fig. S3) shows 
that, before the onset of alpine glaciation at ~6 Ma ago, the spatially 
averaged erosion rate for the source region was ~0.06 to 0.1 km/Ma. 
After the start of glaciations, this erosion rate increased to a steady 
value of ~0.23 km/Ma. This estimate for the mean erosion rate over 
the past 6 Ma matches well with previous estimates (0.2 to 0.3 km/Ma) 
for this time interval, as determined from regional studies of bed-
rock cooling ages (8, 11).

To gain further insight into the variable rates of erosion across 
the landscape, we plot the evolution of the fast-eroded cobbles from 
the source region. For this purpose, we use the value at the first 
quartile for each lag time distribution (arrows in Fig. 3). Figure 4 
shows colored bars that indicate the age interval for the first quartile 
lag time for each deposit. The gray curve shows an interpretation of 
the evolution of this “fastest-eroding” component: These estimates 
begin with a ~0.2 km/Ma erosion rate before the onset of alpine 
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glaciation, increase to ~3 km/Ma at 3.3 Ma ago, and then decline to 
<0.8 km/Ma between 3.3 and 1.02 Ma ago and to 0.5 km/Ma between 
1.02 Ma ago and 18.5 ka ago. The modern bedrock samples indicate 
a similar spatially averaged erosion rate of 0.5 km/Ma for the first 
quartile lag time (Table 1). These data indicate a nearly 15-fold in-
crease in the fastest-eroding component with the onset of glacia-
tion, followed by a return to rates similar to those before the onset 
of glaciation.

DISCUSSION
This study provides a record of the evolution of erosion rates during 
the transition from fluvial to glacial conditions in the Patagonian 
Andes. From these observations, we infer that glaciation did not 
result in uniformly fast erosion but rather varied spatially across the 

landscape. We infer that early glaciations would have deepened the 
preexisting, fluvial, low-concavity valley profiles. Headward propa-
gation of valley incision along longitudinal profiles is known to cause 
transient increases in local elevation gradients and relief and will lead 
to ice sliding velocities driving higher incision rates (7). However, 
as erosion propagates headward, the area of the ice catchment above 
the ELA is reduced, resulting in slower subsequent glacial erosion 
(5–7). Our conclusions are in agreement with (16), which used 
4He/3He apatite data and thermokinetic modeling to estimate the 
formation timing of the exceptionally deep valleys in the Central 
Patagonian Andes and concludes that valley incision probably oc-
curred shortly after the onset of glaciations in the Patagonian Andes. 
Their study (16) indicates incision sometime between 10 and 6 Ma 
ago, while the results of this study indicate sometime between 6 and 
3 Ma ago.

If our interpretation is correct, then one might expect the initial 
pulse of fast incision to be followed by decay to rates that balance 
with rates of rock uplift. In geomorphic systems, a return to steady 
state commonly occurs in an exponential fashion. Fitting an expo-
nential to the first quartile erosion rates over the past ~4 Ma (Fig. 4, 
solid gray curve) indicates an exponential time constant of ~2 Ma. 
If correct, this relationship would predict that 95% progress to steady 
state would take ~6 Ma (three times the exponential time constant). 
As a result, we might expect that the Patagonian Andes are still in 
transition to a steady state. In comparison, other midlatitude moun-
tain ranges with more recent glacial onset [e.g., the Alps at 2.6 Ma 
(39)] may be a few millions of years from balance between erosion 
and rock uplift. Our finding is consistent with recent modeling results 
that place landscape response to glaciation between a few tens of 
thousands and a few millions of years (40).

The fastest rates of erosion in our study, ~3 km/Ma, are among 
the highest rates of glacial erosion observed in the geologic record 
using AHe thermochronometry (4, 41). Comparably high rates and 
magnitudes of glacier valley incision occurred in both the Northern 
and Southern Hemispheres but during the Pleistocene: British 
Columbia, Canada (51°N), >5 km/Ma at ~1.8 Ma ago (42); Rhône 
Valley, Switzerland (46°N), 1 to 1.5 km/Ma at ~1 Ma ago (43); and 
Fiordland, New Zealand (45°S), ~5 km/Ma between ~2 and 1 Ma 
ago (7). Rapid incision occurred earlier at higher latitudes in both 
hemispheres: An increase in glacial erosion rates ~200 km south of 
this study area occurred between 10 and 5 Ma ago (16). The direct 

Table 1. Mean and first quartile lag time and erosion rates.  

Sample location Depositional 
age (Ma) N Mean  

lag ± 2 SE (Ma)
Mean erosion  

rate ± 2 SE (km/Ma)
First quartile  

lag ± 2 SE (Ma)
First quartile 

erosion  
rate ± 2 SE (km/Ma)

Bedrock – 51 5.84 ± 1.8 0.3335 
(+0.10/−0.08) 3.50 ± 1.2 0.5310 

(+0.20/−0.14)

Fenix I 0.0185 29 7.51 ± 2.0 0.3196 
(+0.10/−0.08) 4.51 ± 0.92 0.5255 

(+0.10/−0.12)

Telken VII 1.016 22 10.09 ± 6.4 0.2419 
(+0.22/−0.12) 2.94 ± 0.68 0.7804 

(+0.16/−0.18)

Guivel 3.3 15 4.80 ± 3.2 0.4937 
(+0.46/−0.24) 0.48 ± 0.82 2.9780 

(+2.0/−12.6)

Mercer 5.7 6 24.23 ± 12.6 0.0928 
(+0.10/−0.04) 11.65 ± 8.6 0.2006 

(+0.08/−0.26)
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Fig. 4. Summary of the evolution of erosion rates in the source region sampled 
by the AHe cobble ages. The black curve shows the evolution of the averaged 
erosion rate within the source region (fig. S3 shows a larger plot of this curve). The 
color bars show the fastest rates, as represented by the first quartile value of the 
erosion rate distribution for each deposit. The horizontal extent of each color bar 
shows the lag interval (AHe closure to deposition) for each of these “fastest erosion” 
estimates. The gray curve shows, in schematic fashion, the evolution of the fastest 
eroding part of the source region. The right-hand axis shows the correspondence 
between lag time and erosion rate, as determined from the age2edot program (see 
fig. S6A).
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relationship between latitude and glacial onset appears to broadly 
hold in the Southern Hemisphere, as shown in the Andes and continu-
ing onto the Antarctic Peninsula, where glacial onset was recorded 
at 33.5 Ma ago (44). Study of this long-lived, northward transition 
to icy conditions over the late Cenozoic helps develop an under-
standing of the complex interactions between climate, erosion, and 
tectonics both in the Southern Hemisphere and globally.

CONCLUSIONS
The dataset presented in this study resolves systematic changes in 
mountain-scale erosion rates over a ~6-Ma response to glacial con-
ditions in a midlatitude mountain range. We demonstrate that, in 
one location, glacial erosion takes on a range of rates over space and 
time and this may not typically be captured by bedrock studies due 
to sparse sampling. In this study location, a 15-fold increase in the 
highest (i.e., first quartile) erosion rates during major topographic 
adjustment, followed by a decrease in these erosion rates, indicates 
that there is a measurable transient landscape response to the onset 
of glaciation. The measured erosion rate is not simply due to the 
presence or absence of actively sliding alpine glaciers but is a func-
tion of the relief and shape of the valley profiles over time and the 
magnitude of the ice flux. The fastest erosion occurs when flowing 
ice initially appears on a landscape and the transition time to an 
equilibrated glacial landscape is on the order of 4 to 6 Ma. As a re-
sult, assuming comparable conditions, mountainous landscapes that 
have been more recently glaciated may still be in a phase of incision 
and topographic adjustment and may require several million more 
years of periodic glacial conditions to reach balance between ero-
sion and rock uplift.

MATERIALS AND METHODS
AHe thermochronometry
From four deposits, we measured AHe ages for 6 to 29 cobbles per 
deposit. We collected cobble-sized samples (6 to 10 kg each) of granite 
or granodiorite from the deposits to ensure (i) provenance from the 
Patagonian batholith and (ii) the occurrence of apatite for AHe dating. 
The Mercer till yielded only six dated cobbles (because of poor apatite 
quality), while the other deposits each contained >15 dated cobbles. 
The uneven sample count might influence our ability to detect the 
onset of glacial erosion, but we inferred that the lack of young lag 
times (<~7.5 Ma) in the oldest deposit (Mercer) provides a reasonable 
sampling of slow erosion rates before the onset of glaciation. That 
is, the faster erosion associated with glaciation ensures that the onset 
of glacial erosion should be well represented by the sampled cobbles.

We isolated apatite crystals using conventional mineral separa-
tion methods, and individual crystals were selected for suitability 
for AHe analysis (euhedral crystals, free of visible inclusions). Molar 
abundances of U, Th, Sm, and 4He were measured using isotope 
dilution. A total of 206 crystals from 72 cobbles were analyzed at the 
University of California Santa Cruz and the Berkeley Geochronology 
Center (table S2). Measured AHe ages can yield variance between 
aliquots that exceeds analytical uncertainty, primarily because of 
undetected inclusions of U- and Th-bearing minerals, variations in 
crystal size, and zonation of the parent nuclides. These discordance 
problems generally introduce an old-side bias to the measured AHe 
age. When possible, we measured replicate AHe ages to screen out 
older discordant ages. On average, we measured three replicate ages 

per cobble: Some cobbles have up to six replicate ages, and 22% of 
the cobbles have only one AHe age. The cobbles with replicated ages 
indicate that discordance was present in only 1 of 5 cobbles; we 
therefore believe that issues related to discordance are limited to only 
about 4% of our cobble ages. Furthermore, AHe data from previous 
studies in the same region [e.g., (15, 16)] show little discordance in 
grain ages. For those cobbles with multiple replicate ages, we use a 
maximum likelihood method to estimate a minimum age (45), de-
fined as the age of the youngest fraction of grain ages that are statis-
tically concordant as defined by analytical errors. This calculation 
assumes that the replicate AHe ages are a two-component mixture, 
consisting of young grain ages free from biasing effects and older 
grain ages that are randomly affected by biasing effects.

Helium diffusion in apatite is estimated using numerical inte-
gration with time-invariant diffusion parameters (46). We have not 
accounted for the potential influence of radiation damage on He 
diffusivity (more detail on this point below).

Probability density estimates
The probability density curves in Fig. 3 and fig. S2 were estimated 
using the kernel density method (35) with the kernel set to 2.4*SE, 
where SE is the standard error for the represented discrete observa-
tions (e.g., grain ages and minimum ages). The recommended kernel 
size is 0.6*SE value (35), but we selected a larger size for our study 
to emphasize the general features of the probability density distri-
butions. A probability density curve should integrate to unit proba-
bility mass. In keeping with this constraint, each probability curve 
was normalized so that it has the same integrated area as the others.

Figure S5 compares two different estimates of the probability 
density curves. The blue curve, which is the one shown in Fig. 3, was 
based on the minimum ages from the replicate ages for each of the 
cobble samples. The gray curve was determined using all of the AHe 
replicate ages with a weighting applied to ensure unit weight for each 
cobble sample. The comparison shows that these two methods give 
similar results.

Converting lag time to erosion rate
We used the age2edot program to convert lag times (i.e., the AHe 
age minus the deposition age) into erosion rates (38). The age2edot 
model does not use a prescribed age-elevation relationship but in-
stead determines an average erosion rate as a function of the cooling 
age, the closure properties of the AHe thermochronometer, and the 
one-dimensional thermal structure of the upper 30 km of Earth’s 
crust, all of which are sensitive to the erosion rate. For this calcula-
tion, we assumed that the depth to the closure isotherm can be 
treated in a quasi-steady fashion, which is consistent with the fast 
response time (<~1 Ma) of the AHe system to changes in erosion 
rate (13). This calculation also accounts for the thermal-magmatic 
structure of the region, as guided by a recent magmatic arc model 
(47), which postulates that the thermal structure of the arc is strongly 
controlled by the emplacement of mantle-derived basaltic melt into 
the lower crust of the arc. Arc volcanoes occur on a ~100-km spacing 
across the region, but models of subduction magmatism indicate that 
there is likely much more widespread melt within the lower crust at 
depths greater than 20 to 30 km (13, 47). This effect was accounted 
for in the age2edot calculation. One might anticipate that the shallow 
crust might be strongly influenced by feeder dikes associated with 
volcanoes. Thermal analysis, however, shows that, in the shallow crust, 
potential resetting around a feeder dike would be limited to a region 
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on the order of the thickness of the dike (48). We therefore conclude 
that thermal resetting is relatively rare in the shallow crust and our 
AHe lag time data are primarily a result of cooling during erosion 
and can be used to estimate erosion rates.

The age2edot program represents the thermal structure of the 
upper crust using an infinite layer with fixed boundary temperatures. 
The thermal diffusivity and thermal conductivity of crust are set 
using a new relationship (49) that accounts for the temperature sen-
sitivity of these properties in typical crustal rocks. The volumetric 
heat production was set to a uniform value of 2 W/m3, which is the 
average for the Sierra Nevada batholith (50). The upper boundary 
corresponds to the local mean elevation of the land surface (~1000 m) 
and was set to a temperature equal to the long-term atmospheric 
temperature at that elevation (~0°C). The lower boundary was set at 
20-km depth and ~800°C, the approximate solidus temperature for 
a granodioritic crust at 20 km (48). The crust beneath the source 
region is likely mainly composed of Patagonian batholith, hence the 
choice of the granodioritic solidus temperature. For comparison, the 
more pelitic composition of the schist belts exposed on the flanks of 
the range would have a solidus temperature of ~700°C at 20-km 
depth (48). Erosion is represented by a vertical velocity through the 
layer. The presence of melt below the basal boundary ensures that 
the material crossing that boundary is always at the solidus tem-
perature. We solved for the lag time of the AHe closure surface as a 
function of the thermal properties of the crust, the diffusion proper-
ties of the AHe system, and the erosion rate.

The depth to the top of the lower crustal melt zone is controlled 
by the flux rate of the mantle-derived melt, which, in turn, is con-
trolled by the subduction velocity and the corner flow velocity within 
the supra-slab mantle (51). The top of the melt zone, which marks 
the shallowest region in the crust with coexisting melt and crust, 
should remain at a fixed temperature, as defined by the selected solidus 
curve. The depth of this boundary is mainly controlled by conduc-
tive heat transport through the upper crust. Thus, surface erosion 
will cause the crust to move toward the surface, but the top of the 
melt zone should remain at a steady depth. This situation was cor-
rectly represented in the age2edot model by a fixed basal boundary 
condition, which ensures that as the material rises through that 
boundary, it enters into the model domain at the temperature set 
for the boundary.

Figure S6A shows that the temperature and depth of the basal 
boundary condition have little influence on the predicted relation-
ship between erosion rate and AHe cooling age. Figure S6B shows 
the dependence of closure depth on erosion rate. The estimated 
closure depth for our cobble samples is between 2.4 km for long lag 
times and slow erosion and 1.1 km for short lag times and fast 
erosion. To verify the validity of a quasi-steady state solution for this 
setting, we run a full transient calculation of the temperature history 
of a sample and the evolution of the sample AHe age (fig. S7). The 
steadiness of the closure depth was measured by the velocity ratio 
(vertical axis of fig. S7), defined as the ratio of the velocity of the 
closure surface relative to the vertical material velocity (equal to the 
erosion rate). The velocity ratio shows high values following the onset 
of erosion, which indicates unsteady migration of the closure sur-
face, but the ratio drops back down to nearly zero within 2 Ma.

We estimate helium diffusion in apatite using time-invariant 
diffusion parameters (46). Radiation damage is unlikely to be a 
significant source of variance in diffusion parameters given that most 
AHe ages are relatively young, and all samples are likely to have only 

experienced cooling (i.e., no reheating) through geologic time. To 
test this, we used the cooling paths estimated from the first quartile 
lag times, the alpha damage annealing model (ADAM) (52), and min-
imum and maximum measured U and Th concentrations (table S2). 
In the case producing the largest difference (i.e., the Mercer deposit 
with the slowest apparent erosion rates and the lowest U and Th 
concentrations; table S2), the corrected AHe age would be no more 
than 30% less relative to the nominal age. This bias would preferentially 
influence our estimates of the lowest erosion rates, for example, 
shifting them upward from 0.2 to 0.3 km/Ma. In contrast, our estimated 
cooling paths for the young Guivel cobble ages would yield a revised 
erosion rate of 3.2 km/Ma instead of 3 km/Ma. Because these differ-
ences are relatively small, we concluded that our use of time-invariant 
diffusion parameters from (46) is a sufficient approximation in this 
setting and eliminates additional computational expense of time-
variant diffusivity for each of the 206 crystals. Comparable assump-
tions were made for bedrock ages measured in the same region (15).

Estimating spatially averaged erosion rates
Each of the cobbles in this study represents an individual bedrock 
sample from an upland granitic source region “collected” by a glacier 
in the geologic past. As a result, areas with faster erosion will yield 
more cobble samples per unit area of the source region than those 
areas with slower erosion. We used a method that accounts for this 
bias and provides spatially averaged erosion rates for the source re-
gion. Consider a randomly sampled distribution of erosion rates, ei, 
where i = 1 to n, that are determined, in some fashion, from sedi-
ment materials eroded from the source region. The sample mean is 
defined by

	​​  ̄  e ​ = ​ 
∑ ​w​ i​​ ​e​ i​​  ─ 
 ∑ ​w​ i​​

  ​​	 (1)

where wi are weights for each sample. The conventional mean uses 
uniform weights for the samples (wi = 1). For our problem, this es-
timate would give mean erosion rate as sampled by the sediment yield. 
Our objective is to estimate the mean erosion rate as sampled by area. 
To do so, we set the weights as wi = 1/ei, which removes the bias due 
to spatially varying erosion rates. Substitution into Eq. 1 gives

	​​  ̄  e ​ = ​​(​​ ​ ∑ (1 / ​e​ i​​)   ─  n  ​​)​​​​ 
−1

​​	 (2)

This derivation shows that the mean erosion rate by area is simply 
the reciprocal of the mean of the reciprocal erosion rate. This esti-
mator is called the harmonic mean and is known to be useful when 
averaging certain kinds of rate measurements, including the use of 
detrital quartz 10Be measurements to estimate the spatially averaged 
erosion rate of a river catchment. In the same way, we used the har-
monic mean to estimate spatially averaged erosion rates from our 
cobble lag times.

SUPPLEMENTARY MATERIALS
Supplementary material for this article is available at http://advances.sciencemag.org/cgi/
content/full/6/7/eaay1641/DC1
Fig. S1. Example photos of till and moraine deposit morphology.
Fig. S2. Lag time plot showing all AHe ages (including all replicate ages).
Fig. S3. Average erosion rate curve from Fig. 4.
Fig. S4. Color bars showing lag intervals for all AHe cobble ages in our study, plotted 
separately for each deposit.
Fig. S5. Simplified version of Fig. 3.
Fig. S6. Age2edot output.
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Fig. S7. Evolution of the closure depth in response to an instantaneous increase in erosion rate.
Table S1. Published bedrock ages shown in Fig. 3.
Table S2. Crystal AHe measurements and ages.
Data S1. Google Earth file (.kml) of sample names and locations.
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Fig. S1. Example photos of till and moraine deposit morphology. (A) Outcropping of the 
Guivel till. Photograph is taken from the southwest. Photo credit: Chelsea Willett, UC Berkeley. 
(B) Road cut through Fenix I moraine. Photograph is taken from the south. Photo credit: Chelsea 
Willett, UC Berkeley.  



 
 
 
Fig. S2. Lag time plot showing all AHe ages (including all replicate ages). Color symbols 
indicate AHe ages of individual crystals. Gray curves are probability density curves for each 
deposit, estimated using all of AHe grain ages for the deposit but weighted on a per-cobble basis 
(i.e., replicate ages for each cobble sum to have a unit sample weight). The diagonal lines show 
lag-time contours.  



 
 
Fig. S3. Average erosion rate curve from Fig. 4. 
  



  



Fig. S4. Color bars showing lag intervals for all AHe cobble ages in our study, plotted 
separately for each deposit. Each color bar starts at the time of AHe closure and ends at the 
time of deposition. The vertical position of each color bar represents the estimated erosion rate 
for that AHe cobble age, as determined by the age2edot relationship (fig. S6a). The 
corresponding lag time is shown on the right axis. These plots illustrate how the spatially 
averaged erosion rate curve (Figs. 4 and S3) was calculated. For example, the spatially averaged 
erosion rate at 10 Ma before present is estimated by calculating the harmonic mean of erosion 
rates for those color bars that pass over then 10 Ma point on the x-axis, with data for all four 
plots combined for this estimate. 
 
  



 
Fig. S5. Simplified version of Fig. 3. This figure compares the technique used to generate the 
probability density curves in the lower four panels of Fig. 3. Blue lines are based on the cobble 
lag time while gray lines use all individual AHe grain ages, weighted on a per-cobble basis 
(i.e., replicate ages for each cobble sum to have a unit sample weight). The close agreement 
between the blue and gray curves demonstrates that our minimum-age estimation has only a 
minor influence on the estimated distributions. Note that the gray curves in this plot are the same 
as those in fig. S2.  



 
 
Fig. S6. Age2edot output. (A) Cooling age and (B) effective closure depth for the He apatite 
system as a function of erosion rate. The four curves show the sensitivities of these functions to 
different specifications of the basal boundary condition for the thermal calculation in the 
age2edot program. He apatite diffusion parameters are from Farley, 2000 and based on an 
effective spherical radius of 60 µm.  



 
 

Fig. S7. Evolution of the closure depth in response to an instantaneous increase in erosion 
rate. The simulations are based on a long period of slow and steady erosion, at 0.1 km/Ma for 
time <0 Ma, followed by a transition to faster erosion rates of 0.5, 1, and 2 km/Ma for time >0 
Ma. The y-axis is the velocity ratio for the closure depth, defined as the vertical velocity of the 
closure depth relative to the vertical material velocity caused by erosion, with all velocities 
relative to a fixed land surface. The velocity ratio peaks just after the onset of erosion and drops 
to values <0.1 within 2 Ma. These examples demonstrate that a quasi-steady solution for cooling 
ages is appropriate for changes in erosion rate that occur on a time interval longer than ~1 Ma. 
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