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Abstract
Liquid–liquid phase separation is an emerging mechanism for intracellular organiza-
tion. This work presents a mathematical model to examine molecular mechanisms that
yield phase-separated droplets composed of different RNA–protein complexes. Using
a Cahn–Hilliard diffuse interface model with a Flory–Huggins free energy scheme, we
explore howmultiple (here two, for simplicity) protein–RNA complexes (species) can
establish a heterogeneous droplet field where droplets with single or multiple species
phase separate and evolve during coarsening. We show that the complex–complex
de-mixing energy tunes whether the complexes co-exist or form distinct droplets,
while the transient binding kinetics dictate both the timescale of droplet formation
and whether distinct species phase separate into droplets simultaneously or sequen-
tially. For specific energetics and kinetics, a field of droplets driven by the formation
of only one protein–RNA complex will emerge. Slowly, the other droplet species will
accumulate inside the preformed droplets of the other species, allowing them to occupy
the same droplet space. Alternatively, unfavorable species mixing creates a parasitic
relationship: the slow-to-form protein–RNA complex will accumulate at the surface
of a competing droplet species, siphoning off the free protein as it is released. Once this
competing protein–RNA complex has sufficiently accumulated on the droplet surface,
it can form a new droplet that is capable of sharing an interface with the first complex
droplet but is not capable of mixing. These results give insights into a wide range
of phase-separation scenarios and heterogeneous droplets that coexist but do not mix
within the nucleus and the cytoplasm of cells.
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1 Introduction

Liquid–liquid phase separation (LLPS) has emerged as a common mechanism for
intracellular organization in both the cytoplasm and the nucleus (Langdon and Glad-
felter 2018). These membrane-less compartments exhibit properties similar to those
of liquid-like droplets (Hyman et al. 2014, Elbaum-Garfinkle et al. 2015) and it is
hypothesized that these droplets create localized environments to facilitate cellu-
lar processes, such as those performed by RNA–protein complexes (Langdon and
Gladfelter 2018). Many proteins involved in LLPS are intrinsically disordered with
polyglutamine (polyQ) tracts (Schaefer et al. 2012), prion-like domains (Tetz and Tetz
2017), or low-complexity sequences that promote phase separation (Lee et al. 2015;
Molliex et al. 2015; Feric et al. 2016; Pak et al. 2016). Additionally, these intrinsically
disordered domains are commonly adjacent to RNA-binding domains (Molliex et al.
2015, Chong et al. 2018). Due to the multivalent nature of these proteins and the RNA
they bind with (Lin et al. 2015, Banani et al. 2017, Langdon et al. 2018), there may be
highly complex combinations of protein–RNA complexes within the cell and the dis-
tributions of these different forms of complexes likely vary throughout the dynamics
of the LLPS process.

Within the cellular environment, intrinsically disordered RNA-binding proteins
can interact with many different species of RNA. Depending upon the RNA sequence
involved, the droplets formed by the RNA–protein complexes can have different prop-
erties and functions in cells (Lee et al. 2013a, b, Lee et al. 2015, Langdon et al.
2018).One example arises in themultinucleatedbranching fungal cell,Ashbyagossypii
(Gladfelter 2006). In Ashbya, the protein Whi3 can bind with several different RNA
sequences, including but not limited to a cell cycle factor CLN3 that encodes a cyclin
protein (Lee et al. 2013a), and a cell polarity factor BNI1 that encodes an F-actin
nucleator (Lee et al. 2015). Droplets formed between the binding of CLN3 to Whi3
are located around the different nuclei in the cell and are involved in maintaining
asynchronous nuclear division (Lee et al. 2013a). Droplets formed due to the interac-
tions between BNI1 and Whi3 are located at the tips and branching sites of the cell
and are involved in cellular polarity (Lee et al. 2015). Through in vitro experiments,
the Gladfelter Lab established that CLN3-Whi3 droplets have a higher viscosity than
BNI1-Whi3 droplets (Zhang, Elbaum-Garfinkle et al. 2015). Additionally, it was fur-
ther shown that CLN3-Whi3 droplets exclude the BNI1-Whi3 complex, forming two
distinct droplet species. This lack of mixing is due to conformational changes in the
RNA structure, partially induced by the RNA interactions with Whi3 (Langdon et al.
2018). This simple “two RNA, one protein” system is an excellent model system to
build a mechanistic understanding of how the molecular identity of droplets is estab-
lished—the focus of this paper.

Phase separations and the molecular interactions that promote them have been
extensively explored throughmathematical modeling. Thesemodels utilize both sharp
and diffuse interface techniques to understand how transient protein–RNA interac-
tions can create both microscopic and macroscopic changes within the cytoplasmic
or nuclear environment (Glotzer et al. 1995; Lee et al. 2013a, b; Zwicker et al. 2017;
Berry et al. 2018; Gasior et al. 2019). Analogous dynamic chromosomal architectures
due to transient gene–gene crosslinks have been predicted and experimentally vali-
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dated using stochastic molecular dynamics models of entropic polymers (Hult et al.
2017; Walker et al. 2019). Further, recent work by Gasior et al. (2019) established a
modeling framework to understand how bivalent interactions between a protein and
single RNA species can influence intra-droplet patterning. Using the Cahn–Hilliard
diffuse interface model (Cahn and Hilliard 1958) paired with a modified double-well
free energy, this phase-field model examined how competition for a shared resource
and the bivalent nature of protein–RNA complexes can create a shell-core intra-droplet
pattern both at the onset of phase separation and in the subsequent behavior of the
system. The main conclusion of the study was that the molecular interaction rates,
combined with phase-dependent diffusion, dictate spatial patterning and organization
within the droplets.

While Gasior et al. focused on the competition between bivalent RNA–protein
interactions that tunes intra-droplet patterning, here we examine a different molecular
relationship known to occur in cells: the sharing of a common protein-binding partner
by multiple RNA species. In this work, we seek to mechanistically understand how
multiple RNA species can localize to distinct, individual droplets, creating a hetero-
geneous droplet field, despite the fact that they share a common binding partner. As in
[19], we use the Cahn–Hilliard diffuse interface model (Cahn and Hilliard 1958; Qin
and Bhadeshia 2010). However, instead of a modified double-well chemical potential,
here we use the Flory–Huggins free energy scheme (Dudowicz et al. 2004; Brang-
wynne et al. 2015; Berry et al. 2018; Weber et al. 2019). In doing so, we are able
to explore the diversity of scenarios that result from the mixing/de-mixing energy
between distinct protein–RNA complexes, as well as the complex mixing propensity
with the surroundingmatrix. Additionally, this free energy scheme allows us to explore
how these relationships, coupled with the transient binding kinetics of the complexes,
regulate the membrane-less compartments whereby distinct complexes can individu-
ally phase separate into distinct droplets, co-exist within the same droplet, or evolve
into droplet pairs with a shared interface where proteins are drawn from one complex
to populate the other.

Ultimately, this work shows that multiple molecular mechanisms work together to
establish a heterogeneous droplet field. In particular, we find that the de-mixing energy
between the two complexes (χK1K2 ) determines whether different species co-localize
in a single droplet, while the binding kinetics dictate the timescale onwhich the droplet
field develops. The twoRNA–protein complexesmust favor de-mixing fromeach other
to observe the emergence of distinct droplet species. However, with certain binding
dynamics, we still may observe only a single droplet species initially driving phase
separation. The initial emergence of a single droplet species concentrates the shared
protein resource and, in a system that favors the de-mixing of the two complexes, a
parasitic relationship subsequently develops. The slow-to-formprotein–RNAcomplex
will accumulate at the surface of a competing droplet species, siphoning off the free
protein as it is released. Once this competing protein–RNA complex has sufficiently
accumulated it fails to mix with the RNA–protein species and, instead, forms its own
droplets via budding or Ostwald ripening. Thus, while a single species initiates phase
separation, there is a subsequent emergence of the second complex that can share an
interface with the initial species; within that interface, the protein mixes between the
droplets while the complexes remain separated.
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Fig. 1 (Color figure online) Diagram describing a biological system with two species of RNA competing for
a pool of shared protein. The K1 complex is formed when the first RNA (R1) interacts with a free protein.
Similarly, the K2 complex is formed when the second RNA species (R2) interacts with a free protein. Both
protein–RNA complexes are capable of driving phase separation and forming distinct droplets

2 Model

We present a model that examines the sharing of a common protein-binding partner by
multiple RNA species. While proteins and RNAs are capable of multivalent interac-
tions, we assume for simplicity in this model that a reversible monovalent interaction
occurs between each RNA and the protein species it binds with. As illustrated in Fig. 1,
a single protein is capable of binding to an RNA from species 1 or 2 to form the K1
or K2 complex, and the complexes unbind at some rate. Each complex is capable of
driving phase separation to form droplets.

As shown in Eqs. (1)–(8), this model couples the Cahn–Hilliard diffuse interface
phase fieldmodel, the Flory–Huggins free energy scheme, and reversible protein–RNA
interactions (under detailed balance) to describe the binding and unbinding of protein
and RNA to form complexes capable of phase separation. The system evolves within
a 2D rectangular domain [0 Lx ] × [

0 Ly
]
, where Lx and Ly are the length in the

x and y directions. Initially, we assume that there are no preformed protein–RNA
complexes (K1(x, y, 0) � K2(x, y, 0) � 0). The initial distribution of protein was
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Table 1 Model parameter definitions

Parameter Definition Value Units

λP Diffusion rate of free protein 37.5 × 10−1
µm2/s

λR1 Diffusion rate of free RNA1 5.8 × 10−1
µm2/s

λR2 Diffusion rate of free RNA2 1.45 × 10−1
µm2/s

λK1 Diffusion rate of the K1 complex 5 × 10−1
µm2/s

λK2 Diffusion rate of the K2 complex 1.39 × 10−1
µm2/s

c1 Binding rate of protein and RNA1 to form K1 1.0 × 100 1/s

c2 Disassociation rate of K1 1.0 × 10−2 1/s

c3 Binding rate of protein and RNA2 to form K2 1.0 × 100 1/s

c4 Disassociation rate of K2 1.0 × 10−2 1/s

B1 Scaled mobility of the K1 complex in a droplet 2.97 × 10−3 –

B2 Scaled mobility of the K2 complex in a droplet 4.45 × 10−3 –

taken to be random. After discretizing the domain, the amount of protein at each
grid point was initialized to independent and identically distributed samples from a
uniform distribution between zero and one. As the two RNA species must compete
for a shared pool of free protein, the initial amount of each RNA species across the
entire domain was calculated to be half the initial amount of protein (R1 � R2 �
(1−P)

2 ). Further, it is assumed that the total amount of protein and RNA are conserved,
resulting in a system wherein K1 and K2 formation is limited by the initial conditions,
such as would exist in an in vitro experiment. The parameter definitions are given in
Table 1. The diffusion coefficients for P, R1, R2, K1, and K2 were weighted against
each other using the molecular weights of~1600 nucleotide RNA (R1) and~4800
nucleotide RNA (R2), as well as a 78 kDa protein. We denote the volume fractions
for the two protein–RNA complexes and the solvent as K1, K2, S, and we denote the
non-dimensional concentrations of free protein and free RNAs as P, R1, and R2.

∂K1

∂t
� ∇ ·

[
λN1M(K1, K2)∇

(
δF

δK1

)]
+ c1PR1 − c2K1 (1)

∂K2

∂t
� ∇ ·

[
λN2M(K1, K2)∇

(
δF

δK2

)]
+ c3PR2 − c4K2 (2)

∂P

∂t
� ∇ · [λPM(K1, K2)∇P] − c1PR1 + c2K1 − c3PR2 + c4K2 (3)

∂R1

∂t
� ∇ · [

λR1M(K1, K2)∇R1
] − c1PR1 + c2K1 (4)

∂R2

∂t
� ∇ · [

λR2M(K1, K2)∇R2
] − c3PR2 + c4K2 (5)
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F �
∫

Ω

(
ε2

2

[
|∇K1|2 + |∇K2|2

]
+ A · (K1 ln K1 + K2 ln K2 + S ln S

+χK1K2K1K2 + χK1SK1S + χK2SK2S
))
dx (6)

K1 + K2 + S � 1 (7)

We impose reflecting boundary conditions on the boundary of the rectangular
domain with

∇ δF

δK1
· n � 0, ∇ δF

δK2
· n � 0, ∇K1 · n � 0, ∇K2 · n � 0,

∇P · n � 0, ∇R1 · n � 0, ∇R2 · n � 0 (8)

This model also assumes that the binding of protein to RNA does not result in major
structural changes that would impact the hydrodynamic radius and affect kinetic rates
or diffusivities. However, 0 < M(K1, K2) ≤ 1 is a mobility function that scales
linearly with the volume fraction of each complex in a phase-dependent and complex-
dependent manner, as shown in Eq. 9. With this mobility function, diffusion within
the droplet is reduced by a factor of 103 compared to the surrounding matrix. Further,
using the viscosities of twoRNAcomplexes that share the sameprotein-bindingpartner

(Zhang et al. 2015), the ratio of B1 to B2 is equal to
(
K2 Viscosity
K1 Viscosity

)
.

M(K1, K2) � (1 − (K1 + K2)) + B1K1 + B2K2. (9)

In Eq. (6), F is the Flory–Huggins free energy, where A� 0.2 is a scaling factor and
each χ is an interaction parameter (Weber et al. 2019). In particular, the parameters
χK1S , χK2S , and χK1K2 describe the mixing/de-mixing interactions between solute—
solvent and solute–solute components. In Gasior et al. for simplicity, the solvent was
not explicitly tracked, only mono- and bivalent protein–RNA complexes and their
mixing energies. In the present model, the parameters χK1S , χK2S , and χK1K2 control
mixing kinetics between each complex and the solvent and between complexes. The
logarithmic bulk potential in the Flory–Huggins free energy was regularized using the
techniques developed in (Yang et al. 2018). We used a second-order finite-difference
scheme for spatial discretization and second-order semi-implicit backward difference
formula, as well as the stabilizing technique in (Shen and Yang 2010), for time dis-
cretization. Numerical schemes used are further outlined in Appendix A of (Gasior
et al. 2019).

3 Results

We now explore the involvement of two classes of molecular interactions in the estab-
lishment and maintenance of a heterogeneous droplet field: the pairwise de-mixing
energies (χK1S , χK2S , χK1K2 ) and the association and dissociation rates of the two
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Fig. 2 (Colour figure online) Influence of the complex–solvent de-mixing energy on the behavior of the
system. We assume: weak de-mixing of K1 and K2, imposed by χK1K2 � 1; the reversible molecular
interaction rates are identical (c1 � c3, c2 � c4); and, K1-solvent and K2-solvent de-mixing are equal, i.e.,
χK1S � χK2S � χS . Once χS crosses the threshold value of χS � 2.3 the system can phase separate.
Increases in χS shorten the time for phase separation and sharpen the interface between droplets and the
surrounding matrix

RNA–protein complexes (ci , i � 1..4). We illustrate, by selected sampling of this
7-parameter space, how the development of a heterogeneous droplet field can arise
consisting of bothK1 andK2 droplets, two species of droplets that can coexist without
allowing their components to co-localize within the same droplet space. We assume
the complex–solvent de-mixing energies are equal (χK1S � χK2S � χS). Recall that,
in general, χ > 0 indicates that the matrix acts as a poor solvent (Brangwynne et al.
2015; Berry et al. 2018), so that K1 and K2 favor de-mixing with solvent.

3.1 The Strength of Complex–Solvent De-Mixing Energy Allows for Phase
Separation of Droplets

Figure 2 shows the influence of the complex–solvent de-mixing energy, χS. In this
initial system, using the parameter values from Table 1, we assume a weak de-mixing
energy between the K1 and K2 complexes (χK1K2 � 1) and then examine the K1 + K2
volume fraction. The reversible molecular interactions for K1 and K2 are identical (c1
� c3, c2 � c4), thus allowing both complexes to form and accumulate through time.
For 0 < χS < 2.3, the de-mixing energy is insufficient for the complexes to phase
separate from the solvent. Instead, as shown in Panels 1 and 2 of Fig. 2, we observe a
well-mixed system. However, for χS ≥ 2.3, the de-mixing energy is sufficient for the
system to phase separate, as shown in Fig. 2 Panel 3 with χS � 3. When increased
further to χS � 4 (as in Fig. 2 Panel 4) the complexes separate faster, more completely
from the solvent, with a sharper interface between the complex-rich droplets and the
solvent.
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Fig. 3 (Color figure online) Using the binding dynamics from Table 1 and χS � 4.25, we examine the
effect of the K1–K2 de-mixing energy (χK1K2 ) on droplet composition. For χK1K2 � 1, the system has
well-mixed droplets with equal amounts of K1 and K2 occupying the same droplets at the time of phase
separation. With χK1K2 � 2.5, K1 and K2 are well mixed within the same droplets at the time of phase
separation but undergo asymmetric organizational changes as time increases. This asymmetric organization
is then maintained long term (up to t � 1000 s). Finally, for χK1K2 � 4.5, there are distinct K1 and K2
droplets at the onset of phase separation. As the system evolves, it maintains a heterogeneous droplet field
at t � 1000 s and does not ripen into a single droplet state

3.2 The Strength of the K1–K2 De-Mixing Energy Establishes Distinct Droplets
Unique to the RNA Species Involved in RNA–Protein Complex Formation

To achieve a system wherein the K1 and K2 complexes form and maintain their own
individual droplets, χK1K2 must be sufficiently large so as to exclude the competing
protein–RNA complex species. Using the results from Fig. 2, we assume a strong de-
mixing energy between a complex and the solvent (χS � 4.25), and we use identical
reversible molecular interactions for K1 and K2 formation, as defined in Table 1. For a
low value ofχK1K2 (χK1K2 � 1), there is a weak de-mixing energy between theK1 and
K2 complexes. With this inter-complex de-mixing energy, both complexes share the
same droplets, as shown in Fig. 3, Panel 1. At an intermediate value ofχK1K2 (χK1K2 �
2.5),K1 andK2 initially occupy the same droplet but exhibit asymmetric protein–RNA
complex organization as the protein–RNA complexes accumulate and fail to fully
separate themselves (Fig. 3, Panel 2). Finally, high values of χK1K2 (χK1K2 � 4.5) the
two complexes form separate droplets (Fig. 3, Panel 3).

Figure 4 further highlights how theK1–K2 de-mixing energy affects the distribution
of the two complexes within the same droplet. Using the droplet systems from Fig. 3
at t � 1000 s, Fig. 4 examines a cross section of the K1 + K2 volume fraction. As
χK1K2 increases, the overlap of the K1 and the K2 volume fractions decreases until,
at χK1K2 � 4.5, the system achieves a complete exclusion and separation of K1 and
K2 into distinct droplets.
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Fig. 4 (Color figure online) Using the binding dynamics from Table 1 and χS � 4.25, a cross section of a
droplet at t� 1000 s is shown. ForχK1K2 � 1,K1 andK2 mixwithin a single droplet. ForχK1K2 � 2.5, the
two complexes begin to separate from each other but cannot form two separate droplets. For χK1K2 � 4.5,
K1–K2 interactions are sufficiently unfavorable that they form distinct droplets with a shared interface
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Fig. 5 (Color figure online) The total population of droplets is comprised of K1 and K2 droplets. This state
diagram examines the influence of reversible molecular interactions on the percentage of K1 droplets at the
time of phase separation (with χS � 4.25 and χK1K2 � 4.5). This state diagram contains four sections of
behavior. For high values of c2 and low values of c3, the system is unable to phase separate. For low values
of c2 and c3, there is a homogeneous droplet field of only K1 droplets at the time of phase separation.
Conversely, high values of both c2 and c3 produce a homogeneous droplet field of only K2 droplets. But,
for intermediate values of c2 and c3, we observe a transitional area wherein the percentage of K1 droplets
present in the droplet field is between 0 and 100%. For reference, the droplet field explored in Figs. 3 and
4 is marked with a black dot. Representative examples marked with A, B, and C are shown in Fig. 6

3.3 Reversible Molecular Interactions Control Time Scale and Emergence
of Droplet Field Heterogeneity

While the K1–K2 de-mixing energy (χK1K2 ) plays a crucial role in separating the two
protein–RNA complexes into distinct droplets, the reversible molecular interactions
between the protein and theRNAare equally important in establishing a heterogeneous
droplet field. Using sufficiently high complex–solvent and K1–K2 de-mixing energies
(χS � 4.25, χK1K2 � 4.5), Figs. 5 and 6 explore how different RNAs are able
to establish a heterogeneous droplet field despite the fact that they share the same
binding partner: free protein (P). Due to the monovalent nature of the protein and
RNA interactions in this model, it is sufficient to examine two of the four reversible
molecular interaction rates: we have chosen c2 and c3. Values for c1 and c4 from
Table 1 indicate that K1 is a quick-to-form complex while K2 is slow to dissociate.
Varying c2 and c3 allows us to understand how sharing of the free protein between
the two complexes can tune the dynamics of phase separation and the emergence of
distinct droplet species.
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Fig. 6 (Color figure online) Three representative examples are shown (marked as a, b, and c in Fig. 5). For
binding dynamics that favor the formation of one complex over the other, such as K1 in system a and K2 in
system c, we see only one type of protein–RNA complex in the droplet field at the onset of phase separation.
Systems that exist in the intermediate region of Fig. 5, such as b, have both K1 and K2 droplets at the onset
of phase separation. Note that, even if a system only has one type of droplet at the onset of phase separation,
latent droplets of the other species can form, creating a long term heterogeneous droplet field, as in systems
a and c

Figure 5 presents a state diagram of the percentage of K1 droplets in the droplet
field at the time of phase separation. Three regimes are indicated (A, B, and C) in
Fig. 5, each of which is illustrated in Fig. 6. For different values of c2 and c3, there
are four general behaviors that this system can adopt. If the rate of dissociation for K1
(c2) is too high while, simultaneously, the rate of association for K2 (c3) is too low, a
sufficient level of complex is never reached, and the system will not phase separate.
For low values of c2 and c3— where the K1 complex breaks apart slowly, and the K2
complex forms slowly— there is a homogeneous droplet field of only K1 droplets at
the time of phase separation (an example of this is shown in Fig. 6a). Conversely, for
high values of both c2 and c3— when the both complexes are quick to form, the K1
complex is unstable, and the K2 complex is stable—there is a homogeneous droplet
field of only K2 droplets at the time of phase separation (an example of this is shown
in Fig. 6c). But, for intermediate values of c2 and c3 (like the system presented in
Fig. 6b), the percentage of K1 droplets present in the droplet field at the time of phase
separation varies between 0 and 100%. In this intermediate regime, the exchange of
free protein creates a heterogeneous droplet field at the time of phase separation.

3.4 Phase Separation Can Occur onMultiple Time Scales

Even if a system does not start out as a heterogeneous mixture of K1 and K2 droplets
at the time of phase separation, it is possible for the system to become one in the
long term. One example of this is shown in Fig. 6a, where the K1 complex is quick-
to-form and stable while the K2 complex is slow-to-form and stable. At the time of
phase separation, there are only K1 droplets in the system. But, as time evolves, the
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K2 complex accumulates and, eventually, a K2 droplet forms. Further, the formation
of this new K2 droplet establishes a heterogeneous droplet field with 1 droplet of
each protein–RNA complex species in the long term (t � 1000 s). Similar behavior is
observed in Fig. 6c but, in this case, it is the K2 complex that drives phase separation
and the K1 complex droplets slowly emerge over time. Therefore, it is the binding
dynamics for the formation of K1 and K2 that determine the latent appearance and
overall time scale for the formation of distinct and coexistingK1 andK2 droplets when
the K1–K2 de-mixing energy is sufficiently high.

The latent appearance of a second droplet species can occur through one of two
methods in the system. Using the binding dynamics featured in Fig. 6a, Fig. 7 outlines
these two potential methods: budding andOstwald ripening. In Fig. 7a, theK1 droplets
sequestermuch of the protein during the initial phase separation and droplet formation.
As time progresses, R2 binds with the free protein as it escapes the K1 droplets,
allowing the accumulation of K2 at the surface of the K1 droplets. Over time, K2
continues to build up but cannot mix into the K1 droplet due to the high χK1K2 value.
Instead, the accumulated K2 ultimately buds off the K1 droplet to form a separate K2
droplet that still shares an interface with the initial K1 droplet. Figure 7b highlights
the second method of latent droplet formation. As the system matures, K2 continues
to build up at the interface between the K1 droplets and the surrounding cytosol. With
Ostwald ripening of K1 droplets, the smaller K1 droplets dissipate and the K2 on the
surface becomes highly concentrated, allowing it to form a standalone droplet in the
space previously occupied by the shrinkingK1 droplet. Hence,K1 droplets effectively
nucleate the formation of K2 droplets without initially sharing a boundary.

4 Discussion

In this work, we have shown how different parameters can be tuned to create andmain-
tain a stable, heterogeneous droplet field wherein two droplets with distinct molecular
complexes can co-exist. Alternatively, the distinct molecular complexes can co-exist
within the same droplet, or the complexes can be sequestered in separate droplets that
are attached via a shared interface. While strong interaction energies cause the distinct
protein–RNA complexes to de-mix from both the surrounding matrix and from each
other, it is the relative timescales of the reversible molecular binding rates that dictate
the dominance of specific complexes and whether their distinct droplets coexist to
create a heterogeneous droplet field. These parameters have physiological relevance
in cells through variable binding affinities of proteins for different RNAs, depending
on the valency and structure of RNAs.

In a de-mixed system, there are two general sets of reversible molecular interactions
that can result in a droplet field occupied by two species of protein–RNA droplets.
Either of these interaction rates indicate a system where there is true competition for
the free protein so both complexes can accumulate and drive phase separation, or, a
single protein–RNA species dominates at the time of phase separation, followed by
the later appearance of a second droplet species due to the slow accumulation of the
second RNA–protein complex. This latent droplet formation can occur at the interface
of a droplet from the competing RNA–protein complex species via budding or at the
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Fig. 7 (Color figure online)Using the binding dynamics from system a in Figs. 5 and 6,we show twodifferent
ways a homogeneous droplet field can develop into a heterogeneous droplet field. In both (a) and (b), only
K1 droplets are formed at the time of phase separation. a As the K2 complex continues to accumulate, it
builds up at the interface between the K1 droplets and the matrix. Due to the high χK1K2 value, the K2
complex cannotmix into theK1 droplets. Therefore, after enoughK2 has accumulated, separateK2 droplets
bud off the interface of the K1 droplet. b As smaller K1 droplets undergo Ostwald ripening, they bring the
K2 at the interface into close proximity. The K2 can then concentrate itself and form a droplet where the
smallerK1 droplet once was. As time progresses and theK1 droplets continue to undergo Ostwald ripening,
the single K2 droplet continues to grow
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site of a dissipating smaller droplet from the competing species as Ostwald ripening
occurs. In both cases, the interface of the protein–RNA droplet becomes important for
the accumulation of its competitor: this interface is where the competing protein–RNA
complex can accumulate until it is capable of forming its owndroplet. Further, although
the dissipation of a droplet from one species can give rise to a stand-alone droplet of
the competing species, if two droplets of competing protein–RNA species eventually
come in contact with each other, they will continue to share that interface rather than
breaking apart.

Droplet species that share a portion of their interface could be a mechanism to
prolong the stability of smaller droplets. Without an energy input or an emulsifier,
the system will eventually reach a state with a single droplet for each species. There
are two main factors that lead to a decrease in droplet number: droplet merging and
Ostwald ripening. An active area of investigation for how droplets might be stabilized
is through arrest of Ostwald ripening by way of non-equilibrium chemical reactions or
gelation. While interface sharing is not sufficient to stabilize droplet size and number,
our results show it is an alternative mechanism to transiently stabilize a droplet field.

When two RNA species compete for a shared pool of free protein as their common
binding partner, the establishment of a shared interface between distinct and different
droplets could potentially enhance or inhibit resource access for each protein–RNA
complex species.Within themodel, diffusion of components in the surroundingmatrix
is on the order of 103 times higher than it is within the droplet environment. Two
droplets sharing an interface and limiting the contact each has with the surrounding
matrix could ultimately limit the availability of resources and subsequently limit the
formation of additional complexes. Or, conversely, this bumper-to-bumper behavior
of the droplets could nucleate the formation of additional complexes by locally con-
centrating free protein. Determining the effect of boundary sharing behavior on a
system with competing protein–RNA species will be crucial: the localization and seg-
regation of free protein that is needed by both complexes could ultimately promote or
inhibit necessary intra-droplet biochemical interactions that lead to largermacroscopic
changes.
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