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ABSTRACT

How populations use social media in disasters is essential for evaluating the representation of subpopulations
while analyzing social media data for emergency response and disaster research. Existing machine learning
models can extract, characterize and make sense of digital trace data from social media, but are unable to ac-
count for diversity in population groups and use of social media. Consequently, the reliability of their decision-
making ability remains questionable. This paper presents an exploratory analysis of empirical household survey
data on the information seeking, sharing activity, and perceptions of information reliability on social media
platforms across different population groups during three major hurricane storm events in the United States
between 2017 and 2018. The results of this analysis suggest significant associations between social media use
and socioeconomic factors: (1) Socioeconomic factors along with geographic effects play a role in determining
not only platform uptake but both motivations for information seeking and the action of information sharing on
social media, (2) The type of social media platform influences the type of information people seek, (3) House-
holds from lower socioeconomic and minority backgrounds were more likely to use social media platforms to
sought out different information on social media than their peer, (4) perceptions of information reliability are
also influenced by social divides, where households in rural areas, lower income groups, and racial minorities
were more likely to report greater unreliability in social media information. These findings provide new insights

into the roles of social media use in creating or dismantling the digital divide during disasters.

1. Introduction

During Hurricane Harvey, first responders witnessed unusual activ-
ity on social media by individuals seeking assistance due to overloaded
911 calling systems [1]. In addition to contacting for emergencies, the
general public turned to social media for situation awareness (infor-
mation checking) [2,3], information sharing [4], rescue coordination,
and volunteer efforts. According to the Structural Influence Model of
Communication (SIM) [94] applied in health disparity research, any
differences among social and racial-ethnic groups in the use of
communication channels, such as social media platforms, could result in
both an indirect and direct effect on risk exposure and impact in the
context of health outcomes. As a result, existing disparities among
vulnerable groups can be exacerbated due to differences in social media
access and use [5,6,96]. In disaster situations, it is not likely to be very
different as “the fundamental issues of inequality and stratification at
the heart of sociology are usually at the margins of communication

studies” [7].

While social media platforms (Facebook, Twitter, Nextdoor) have
become powerful tools used by the public to cope with disasters, re-
searchers in the field are becoming acutely aware of the potential pop-
ulation biases and misrepresentations [8] inherent to digital trace data
from social media platforms. Machine learning techniques have been
applied to classify and characterize data from social media in the context
of disasters and analyzing the nature of information dispersion and
networks during disasters [9-15]. Some research has used social media
data (such as tweets) to determine social media usage disparities. Their
conclusions suggest that because certain population groups are not
active on social media during disasters, based on their metrics, they are
at greater risk due to communication gaps [16,17].

Differences in population representation across social media plat-
forms are well-documented in research conducted over the last decade
from gender representation [96] and across factors such as race,
ethnicity, and parental educational background [18]. Several studies
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have recognized the presence of population bias in digital trace data
from Twitter and its problematic implications [19-21]. Social and de-
mographic factors have been found to influence preferences for social
media platforms [19,21,97]; as well as the use of platform mechanisms
[22]. However, a significant pitfall of machine learning algorithms for
social media data is that they tend to assume uniform usages of social
media across population groups and accurate representations of the
target population. Making such assumptions not only misrepresents
certain groups of users but also influences the performance of various
prediction models [23]. Therefore, research outcomes are at risk of
informing discriminatory decisions [22], which is in complete contra-
diction to an overarching goal to achieve social equity and remove
barriers and disparity in disaster recovery and resiliency of
communities.

Similarly, the digital divide due to uneven access to social media
platforms and different motivations for social media use can distort the
situational awareness created during disasters [13] and lead to signifi-
cantly underestimated needs of the population and compromise the
external validity of research and performance of algorithms that make
inferences about social media data [22]. There are further concerns over
the reliability of the information derived from social media sources [24,
25]. As a result, decisions made based on models and studies using data
with skewed population representation can result in unintended out-
comes such as disparities in the emergency response and protection of
disaster victims in a given area [6].

To date, few empirical studies exist which rigorously document the
digital divide in social media and the user experience during situations
like a disaster [26,98]. Conversely, research has been geared more to-
wards the needs of emergency response workers [12,27] and organiza-
tions [28] in terms of using social media data to make decisions and less
on the users that are creating content and developing tools to manage
social media data and how software can better support the social media
needs of emergency managers [12]. Eismann et al. [29] conducted a
systematic literature review on collective behavior in social media in
disaster situations, finding that disaster characteristics do, in fact, col-
lective influence behavior in social media in response to the respective
disasters.

2. Research scope

More robust methodological investigations about the nature of
population representation in social media are needed to produce an
empirical understanding of digital divide issues [30,31] related to ex-
periences during disasters. This paper builds upon existing research of
social media bias and inequality by examining the social and geographic
factors influencing the digital divide in different areas impacted by a
crisis. Cross-sectional data on the use of social media platforms (Face-
book, Twitter, Nextdoor) by different population groups in the after-
math of three major U.S. hurricanes occurring between 2017 and 2018
(Harvey, Florence, and Michael) was collected through three separate
household surveys. Using descriptive statistics, ANOVA testing, and
fitting regression models, an analysis of social media uptake, social
media platform use, social media behaviors and purpose of use, and
information reliability across social groups and locations impacted is
presented.

The research will unfold the underlying social and geographic de-
terminants for using social media platforms during disasters. Under-
standing the usage of social media used by households to gather and
share information helps identify population needs and target platforms.
In terms of addressing social media data biases, the results may address
findings from studies using social media data that find the underrepre-
sentation of minority groups and support empirical evidence for social
media data biases. Findings from this paper will provide valuable in-
sights into the geographic disparities of social media use during di-
sasters. They will expand knowledge on the roles of social media use in
creating or dismantling social and geographical disparities during
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disasters. The outcomes of this research also intend to inform advanced
methods of data mining of social media data to produce useful and valid
scientific information and minimizing biases. The current analysis could
confirm whether the reported results based on social media data are
valid. The analysis focused on identifying the determinants of social
media use and behaviors across different population segments and
contexts and how social media platforms influence information-seeking
behaviors among users. More specifically, our guiding research ques-
tions are:

(1) To what extent do information sharing and seeking behaviors
differ across different social groups and geographic locations?

(2) How does the perception of social media information vary by
different social factors and platforms?

(3) To what extent is the social media platform associated with the
information people seek during disasters?

(4) To what extent social media use vary across different disaster-
afflicted regions (i.e., Harvey vs. Michael vs. Florence) and
urban versus rural settings?

The following section will discuss the latest findings in social media
usages during disasters, documented disparities in digital uptake and its
repercussions in the communication of information at a general level,
and information sharing and checking actions and reliability of the in-
formation on social media.

3. Background
3.1. Disaster communication and social media

Communication is central to facilitating community resilience dur-
ing disasters [32-34]. A disaster can be traced back to a crisis in the
communication process or the result of a communication breakdown
[35]; p. 479). Mass mediated disaster communication generally consists
of disaster warning messages and mass media news coverage of disasters
disseminated through official government organizations on the radio or
television. Rodriguez et al. [35]; p. 482) contend that mass media
coverage of disasters’ has a significant influence on how people and
governmental organizations perceive and respond to disaster events
[35]; p. 479). Hence, disaster communication has the power to influence
individual disaster knowledge, attitudes, and behavior, which control
one’s “situation awareness.” Situation awareness is defined as “all
knowledge that is accessible and can be integrated into a coherent pic-
ture, when required, to assess and cope with a situation” [36]. During
disasters, traditional media and other communication channels are often
unavailable, lack timely response, and insufficient given the urgent
needs of those seeking information [37]. At the same time,
mass-mediated coverage of disasters through traditional channels is
limited in that it usually involves messages created by a single source
and disseminated to large audiences, with little opportunity for audience
response and participation.

Web-based social media has become an influential platform for
disaster communication and has been considered advantageous over
traditional media outlets [32]. Compared to traditional media,
web-based social media technologies have greater capacity, depend-
ability, and interactivity, which would help enhance disaster commu-
nication. Social media also has advantages in information flow,
information control, adaptability, relevance for residents, intelligence,
empowerment, dependency on the power grid, cost, accessibility, and
timeliness of information [38]; p. 52). As a result, social media platforms
have become critical spaces for situational awareness, or people to
receive and share information about events unfolding [39]. A key
advantage the platforms offer is delivering real-time emergency infor-
mation to the affected people on time [40]. Having timely access to
factual information is crucial for actors to learn what is happening on the
ground [41,42]. During earthquakes and floods, providing and receiving



J.S. Dargin et al.

information about disaster response activities and opportunities using
social media is highly cited as recognized by Ref. [43]. Social media has
been used to communicate warnings [43-46] and preparedness infor-
mation [45,47], raise awareness of the disaster and promote fundraising
[47,48,105], and seek and provide emotional support [47]. [32] intro-
duced a disaster social media framework of users and uses based on a
comprehensive literature review. Their paper thoroughly discusses the
various types of users (organizations, individuals, communities) active
on social media during a disaster and the users’ various uses of social
media. It illustrates the variety of entities that employ and produce
disaster social media content.

While advantageous for real-time situation monitoring, the
“avalanche” of data is a common pain-point for emergency response and
humanitarian relief organizations interested in using information
derived from social media platforms [49]. Data from social networks is
noisy: most social media posts do not include new or useful information
and unverified, where many repeat information that is already available
through other channels. Filtering through the mass amount of infor-
mation is overwhelming [50], and as a result, impractical for agencies to
make use of for real applications [51].

3.2. Social media platforms: Facebook, Twitter, Nextdoor

At present, various social media platforms are used in disaster-
related communication, including popular platforms such as Face-
book, Twitter, and Flickr [28,39], but also disaster-specific applications
[52]. Social media characteristics can help explain the structure and
functions of interactions that take place on specific platforms [53]. For
example, Facebook and Twitter have different text limitations and fea-
tures for posting information, which controls how users interact on the
platform’s space. Kane et al. [53] identified four primary features of all
social media platforms which help to distinguish them from one another:
(1) The degree to which the platform allows unique “digital profiles” or
user profiles, (2) The platform’s “search and privacy” mechanisms
which control how users access content on the platforms, (3) How users
build and develop “relational ties”, (4) How the platform allows
“network transparency.”

The different features made available by social media platforms can
give way to different types of information or content or different per-
spectives of events happening during a disaster. This is an essential
factor in assessing social media platform usage during disasters and
determining platform divides, which may contribute to a disparity in
information awareness and understanding of events. This study focuses
on the use of Facebook, Twitter, and Nextdoor, which have been
extensively used in recent disasters in the U.S.

3.2.1. Twitter

Twitter is the social media platform referred to most often in disaster
and crisis informatics research [15] and is often used to exchange
disaster-related information by all social units in all disaster categories.
It is beneficial for disaster relief professionals as it is easy to use and
monitor, facilitates quick information dissemination, and can be upda-
ted anywhere [54]. Based on a review of literature, Twitter has been
used for various protective action and disaster response efforts,
including warnings [44,45,55], situational awareness updates [44,46,
48,56-59]. Twitter is also used for functions that require two-way
communication [58]. Such as inquiring about another’s well-being
[55,58] and discussing events and their consequences [58,103,116].
An advantage of Twitter as a social media platform is its feature of
sharing short messages and the ability to publish direct and indirect
updates [58]. Twitter has shown to be useful in reporting breaking news
[99,117], in some cases, faster than mainstream media outlets [107].

3.2.2. Nextdoor
Nextdoor is a hyperlocal social media platform that connects its
members based on geography, a unique relational tie, and network
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transparency feature not part of Facebook or Twitter’s platform capa-
bilities. Unlike Facebook or Twitter, the process for creating a Nextdoor
account is less straightforward. Users must register using a verified
address and are connected with nearby users based on geocoded ad-
dresses. In recent disasters (such as Hurricane Harvey), Nextdoor was
used by residents to communicate and coordinate relief and rescue ef-
forts in neighborhoods [1]. Recognizing how their platform can be a
helpful tool during disaster situations, the official website of Nextdoor
details how users of the platform can take advantage of the platform’s
features to get help and stay safe during hazardous situations. The above
evidence shows that different social media platforms are being used in
disasters. However, little is known about the extent to which different
sub-populations use these social media platforms and how they use it.
This understanding is essential for public officials and emergency
managers to utilize social media during crises effectively and also for
researchers to examine better data obtained from the different social
media platforms [60].

3.2.3. Facebook

Relative to Twitter, Nextdoor, and other existing social media plat-
forms, Facebook is considered more “static” [58] and offers a broader
audience base while enabling longer messages. In general, it is preferred
for functions that require longer text messages and active communica-
tion. On this platform, the functions that prevail include relief coordi-
nation, keeping in touch with others, discussing events and
consequences, and seeking advice [37]. Bird et al. [61] argue that
Facebook (p. 32) “can be used to effectively and efficiently disseminate
emergency information on the occurrence of hazards; location of evac-
uation centers and road closures; fundraising opportunities; volunteer-
ing; and reassuring people about the safety of family and friends.” On
Facebook, users can also express preferences and publish status updates.
Facebook allows users to connect, facilitating establishing, and preser-
ving relationships [62]. Facebook’s Safety Check feature allows users to
signal to those in their circle that they are safe or need help [63].

3.3. The digital divide: communication gaps

Differences among social and racial-ethnic groups in the use of
communication channels, such as social media platforms, could result in
both an indirect and direct effect on risk exposure and impact in the
context of health outcomes, according to the Structural Influence Model
of Communication (SIM) [5]. The model was tested in the context of
health communication and health disparities, where it was found that
health outcomes were positively correlated with communication in-
equalities [64,94]. Another study confirmed the theory of the SIM:
communication gaps between different social groups, including socio-
economic status, psychological perspectives, geographic factors, and
social media use, were found to lead to unequal protection across society
during an influenza pandemic [6]. Therefore, it is proposed that existing
disparities among vulnerable groups could be exacerbated due to dif-
ferences in social media access and use [5,6,95].

In disaster situations, the same social groups face similarly height-
ened risks and vulnerabilities. Given the role of social media platforms
as tools for people to share and retrieve information during disaster
events, it is imperative to assess the extent of the digital or social media
divide among population groups concerning their use of and activity on
social media platforms during disasters. Different social groups have
different abilities to generate, disseminate, and use information and
access, process, and act on it [94]. Differences in population represen-
tation across social media platforms have been well-documented in
research conducted over the last decade from gender representation
[95] and race, ethnicity, and parental educational background [18,65].
Social factors have been found to influence social media platforms [21]
and use platform mechanisms differently [22].

Locational factors (urban vs. rural) have also been cited in the dis-
cussion of the “digital divide” and disaster resilience disparity. Looking
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at the difference in social media use patterns across urban and rural
settings is important because the challenges in urban areas are different
from those in rural places [66]. Rural areas typically lack sufficient
human and financial resources compared to their urban counterparts,
consequently comprising their resilience [67]. However, at the same
time, and perhaps due to the limited resources available, rural places
tend to become self-reliant and have stronger intra-community ties and
social networks, enhancing resilience [67]. Finally, the impact of di-
sasters is experienced differently in urban and rural settings: while
property losses are more significant in urban areas because of the den-
sity and value of structures, the relative impact of those losses might be
more significant in rural areas [51]. Fatalities and injuries might also be
greater in urban areas for some hazards (e.g., heat, earthquakes) but not
for others (lightning, flooding) [66].

However, little is known about the determinants of social media
access and use among different sub-populations and the extent to which
inequalities exist for vulnerable populations in disaster situations. Based
on the study of health outcomes disparities due to inequalities in health
communication due to various social and geographic factors hints at
possible severe disparities in disaster impact due to similar communi-
cation gaps resulting from different social media use habits and platform
access. Having this context and understanding is vital because most
models assume universal uses. If we have empirical information about
the differences in social media use according to different contexts and
population groups, we can develop more accurate models to lead to
more impactful decisions.

3.4. Information checking or seeking

Information seeking or checking is a sense-making process where a
person retrieves information that fits his or her point of view [68].
During disasters, people need information that will enable them to make
sensible decisions and protective actions that ensure their well-being
and safety. Bird et al. [61] and Ryan (2013) [100] explored motiva-
tors for social media use during disaster situations during flash flooding
events in Australia. The most common reasons for use were to get in-
formation on the community’s well-being and friends and family, share
information, and offer assistance to others [61]. People were further
seeking information regarding various infrastructure service disrup-
tions, including road closures and power outages, and work closures
[100].

As noted earlier, social media platforms also have use for commu-
nicating information, online participation, social capital exchange, and
visibility, all of which may be unevenly distributed among different
social groups [69]. Education and income were the most significant
factors for variation in Internet use among population groups [70].
Hargittai [71] forewarned a ‘second-level digital divide’ concerning
how people use web platforms from the types of activities they conduct,
their digital skills, and the opportunities they can access [69]. These
activities or behaviors are influenced by one’s perception of information
reliability and credibility, socioeconomic background [69], social
network, and trust [72]. In other fields, literacy, and
information-seeking behaviors play substantial roles in health outcome
improvements [73]. In their study, it was found that compared with the
high-income population, low-income population groups were less likely
to turn to healthcare professionals as their first source for health infor-
mation, and overall, had more difficulty understanding the health in-
formation found. Individual, community, and content-level factors each
influence a person’s sharing and seeking activities. Variations in our
social networks lead to different degrees of information salience and
review and differences in information uptake and sharing [101,109].

3.5. Information sharing and perceived reliability

Information sharing is an action to provide information to other
community members who may need it [74,75]. The second-level digital
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divide discussed by Hagittai [71] helps explain why certain population
groups, based on socioeconomic status, are better-informed than others.
Some are more socially connected, which influences the extent to which
information is available and its quality. There are differences in how,
when, and with what information is shared, which help maintain situ-
ation awareness inequalities [76,112]. It is proposed that the sharing
and checking activities of subgroups of a population vary, reflecting
their unique needs during a disaster. Disparities in the
information-sharing matter, especially in the context of disasters. As
presented by the social media platforms’ descriptions, each platform has
unique sharing options and ways that users can gather or seek infor-
mation. In the distribution of information during a disaster, people need
the information that will enable them to make sensible decisions about
their and their families’ well-being and safety.

A key aspect of information finding lies in the reliability of the in-
formation. The extent of reliability a person perceives information is
dependent on several factors and is related to social factors [110]. These
studies did not look into how information distributing behaviors might
have differed concerning social contexts and the context of different
disaster or hurricane characteristics. It is proposed that information
sharing and seeking are unique to different population groups and
indicate their specific needs. It would further highlight uniformity in
machine learning models using social media data, which assume users
have uniform uses.

It is proposed that the unique features of social media platforms
provide different information sharing and checking capabilities that
might influence the extent of an individual’s sense-making process. As a
component of this analysis, information checking purposes will be
assessed and compared across different factors.

4. Methodology

Several factors influence a person’s ability to make decisions during
a disaster and the type of decision made. As noted, the type and structure
of information provided may differ across different social media plat-
forms. Furthermore, different social use backgrounds may influence
one’s perspective on information shared, and types of important infor-
mation differ by household. This study, therefore, conducted an
empirical analysis of how social, geographic, and disaster characteristics
collectively influence a household’s: (1) Use activities on social media
and different social media platforms, (2) Perceived information reli-
ability, (3) Information sharing; and (4) Information checking. The
study approach was designed to examine variations in these four groups
of social media use attributes for households across different social,
geographic, and disaster contexts. This section explains the study con-
texts, survey development, data measures, and statistical approaches
and models to derive answers to these research questions.

4.1. Study regions

The proposed research questions will be explored in a cross-sectional
study of households impacted by hurricanes in the continental United
States. Between 2017 and 2018, the Gulf Coast, Carolinas, and the Pan
Handle were hit by record-breaking hurricanes. Three separate hurri-
cane events were selected for this study. Each hurricane event has
unique characteristics in terms of the storm’s intensity, geographic
location, and communities, each bringing to the study different contexts
to test our research questions.

Hurricane Harvey made landfall along the Texas coast in late August
2017 as a category four storm, impacting all 4.7 million inhabitants of
Harris County, the most populous county in Houston and Texas. Wide-
spread and devastating flooding caused by record-breaking rainfall
made 22 of Houston metro’s significant freeways impassable during, and
nearly 300,000 households lost power [77].

Hurricane Michael hit the Florida Panhandle and Big Bend region as
a Category 5 hurricane. Strong winds and storm surge caused
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catastrophic damage to buildings, hospitals, and schools [78]. In addi-
tion to extensive structural damage, hurricane-force winds caused
widespread power outages across the region, where nearly 100% of
households across a large portion of the Florida Panhandle lost power,
with some of these outages lasting weeks [78]. Inland flooding associ-
ated with Hurricane Michael was relatively limited because the storm as
the hurricane tracked rapidly across the area [79]. The highest amount
of rainfall was observed near Crossroads, GA (Quitman County) at a total
of 6.84 inches, with the second-highest amount for the region recorded
in Calhoun County, FL, with 6.66 inches [79].

Hurricane Florence made landfall near Wrightsville Beach, N.C. as a
Category 1 hurricane, in mid-September 2018. It was the single wettest
hurricane on record for the Carolinas and cost $24 billion [80]. It pro-
duced extensive wind damage along the North Carolina coast from Cape
Lookout, across Cartert, Onslow, Pender, and New Hanover counties.
Thousands of downed trees caused widespread power outages to nearly
all of eastern North Carolina. The hurricane produced a record-breaking
storm surge ranging from 9 to 13 feet and intense rainfall of 20-30
inches, causing life-threatening flooding. The hardest-hit areas included
New Bern, Newport, Belhaven, Oriental, North Topsail Beach, Jack-
sonville, and Downeast Carteret County [80].

4.2. Household surveys

Three web-based surveys were developed and distributed to house-
holds in the impacted regions via Qualtrics, an online survey panel
software company that matches respondent panels with demographic
quotas. To represent the vulnerable population groups in each study
area, the authors provided quotas created from U.S. Census Bureau data
to draw a sample from the study regions based on age, race/ethnicity,
income, and health status. All survey participants were required to be 18
years or older who had directly experienced the service disruptions,
meaning that these households did not evacuate before the disaster
made landfall. Meeting this criterion, 1075 survey respondents were
analyzed for Hurricane Harvey, 573 survey respondents were analyzed
for Hurricane Florence, and 706 survey respondents were analyzed for
Hurricane Michael, combining to a total of 2354 responses. According to
power analysis, this is a sufficient sample for conducting inferential
statistics that systematically examine associations within the survey
data. The purpose of the survey was to collect information on the reli-
ability of social media information and the uses and behaviors of social
media users during disaster events concerning geographic characteris-
tics (urban vs. rural), storm severity and characteristics, and population
characteristics (race, health condition, income) (Table 1). Having
enough demographic diversity in the sample to provide a sound test of
the relationships in the correlation analysis is more important than the
degree to which sample means and proportions are representative of the
study area population [81].

4.3. Data

Upon retrieving the data, survey responses were modified into either
binary or ordinal indicators for statistical modeling and analysis of the
survey results. We adopted eight socioeconomic variables and eight
social media variables shown in Table 1, which summarizes all measures
and their original and converted values used for our statistical analysis.
The vulnerable populations determined the social groups in disasters.

4.3.1. Household sociodemographic factors

Social variables for location, race, education, and health were made
into binary variables, where positive values represented their respective
target group. Income level groups were converted to an ordinal scale
between 1 and 6, where increasing values correspond to higher income
group brackets. The storm, education, and urban classification were
each coded as binary variables (Table 1). Household sociodemographic
characteristics may describe vulnerable groups often at a disadvantage
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Table 1
Measures used in statistical analysis.
Category Survey Variable Survey Data type
question name Response
Social Media Did you use Social Media  Yes (1) Binary
social media Use No (0)
during the
disaster?
Which social Social Media  Facebook Categorical
media Platform Use  Twitter
platforms did Nextdoor
you use? Other
Which of the  Information Flooding Categorical
following Type status
reasons did (Information ~ Damages
you use social ~ Seeking) Road
media for? conditions
Weather
forecast
Service status
Supermarket
closures
How reliable  Perceived Not at all Categorical
was the Information reliable,
information Reliability Somewhat
from social unreliable,
media? Neutral
Somewhat
Reliable
Very Reliable
Did you use Information Yes (1) Binary
social media Sharing No(0)
to share
information
about the
storm?

Sociodemographic =~ Which of the ~ Race Black One-hot-
Measures following Asian encoded
options would Latino
best describe Other
your White

household’s
race and
ethnicity?
Please specify = Income >$25 K (A) Categorical
your $25 K-$50 K
household (B)
annual $50 K-$75 K
income from ©
all sources $75 K-$99 K
before the D)
hurricane $100 K- $125
landed. K (E)
$125 K+ (F)
Did anyone in  Health Disability Binary
your (Yes-No);
household Chronic Binary
have a mental illness (Yes-
or physical No)
disability, or
chronic
medical
condition
before the
hurricane
landed?
What is the Education College Categorical
highest Educated &
education Beyond,
level among High School
your Diploma &
household Equivalent,
members? No H-S.
Other
Geographic “Based on Hurricane Harvey Categorical
Measures reported zip Impact Michael
code Region Florence

(continued on next page)
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Table 1 (continued)

Category Survey Variable Survey Data type
question name Response
“Based on the ~ Urban Yes Binary
reported No (Rural)
county

@ Asterisk indicated data retrieved outside of the household empirical surveys.

while preparing for, responding to, and recovering from disaster events
[115]. For this analysis and to maintain consistency with the social
vulnerability index (SVI), households have been classified into sub-
groups according to reported ethnic identity, health status, and income
level. Age was not used as a factor in the analysis due to the biases
introduced by the survey respondents representing households, not in-
dividuals. The survey did not differentiate between white Hispanic and
non-white Hispanics. Additionally, the ‘other’ racial category represents
households that identified as mixed-race or ethnicity in addition to Pa-
cific Islanders and Native Americans. Pacific Islanders and Native
American households were grouped into the Other category because of
the low population samples. Most statistical analyses require sample
sizes to be greater than or equal to 10. The income group levels were
divided into three brackets (low, middle, high), according to recent
census data on median household income in Texas [82]. Sub-categories
were combined, as shown in Table 1.

4.3.2. Social media use factors

Social media measures focused on collecting information broadly, on
the respondent or respondent’s household’s use of social media during
the disaster, the choice of social media platform, information seeking
habits, information checking activity, perceived reliability of the infor-
mation found on social media platforms. These measures were similarly
converted in binary or ordinal indicators where applicable. Response to
social media information reliability was converted to a dummy variable
for each categorical response (Not at all reliable, Somewhat unreliable,
Neutral, Somewhat Reliable, Very Reliable).

4.4. Statistical approach

First, univariate statistics of the survey question results were deter-
mined and summarized as an absolute frequency concerning each storm
event and as a whole (combining all three storm events). Proceeding this
step, Welch ANOVA 1-way tests were used to assess the statistically
significant differences in household 1) Social Media Use, 2) Social Media
Platform Choice, 3) Social Media Information Reliability, and 4) Infor-
mation Sharing on Social Media across different social and geographic
characteristics and storm events, as measured by the eight socioeco-
nomic variables described in Table 1. As the ANOVA test is significant,
we also computed Tukey HSD (Tukey Honest Significant Differences) to
perform multiple pairwise-comparisons to determine if the mean dif-
ference between specific pairs of groups is statistically significant. Re-
sults from this analysis component allowed us to formally determine
whether or not significant differences in the behaviors and use of social
media exist across different population groups. This information informs
about whether vulnerable groups are not active on social media during
disasters. Some research has used social media data (such as tweets) to
determine disparities in social media usage, and their conclusions sug-
gest that because they are not active in social media during disasters
based on their metrics, they are at greater risk due to communication
gaps [16]. The current analysis could confirm whether the reported
results based on social media data are valid.

In the next step, multinomial logistic regression models were used to
analyze relationships between social media usage and activity and social
characteristics in further depth using the multinom function from the
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nnet Package in R [83]. The level of the outcomes that we used as our
baseline is specified in Table 1. All analyses were performed using R
version 3.6, using <0.05 as the statistical significance level. The models
tested are shown below, according to the variables summarized in
Table 1.

Model:

P(Yuos=1)\_ .
In m floodingstatus, +weatherforecast, 4 supermarketclosures 3
n==xX
+roadcondition 3-+damages 5

+servicesstatus

Where X, = information type-checked and Y,;; = social media platform
used, Y, = race and ethnicity, Y,3 = storm event. The input X, of this model
is a vector with binary values regarding the types of information. This
model’s output is the probability of the specific social media platform (i.
e., Facebook, Twitter, Nextdoor), racial and ethnic groups, and the
purpose of information checking during the disasters. Using the storm
events as a predictive variable, the outcome of this model will determine
the association between storm events and certain information seeking
purposes to determine whether or not the purpose of information
seeking differs for the storm event.

5. Results & discussion
5.1. Survey results

Table 2 of the Appendix summarizes the survey respondents’ socio-
demographic characteristics from each storm event. Harvey’s subjects
had greater ethnic and racial diversity compared to Michael and Flor-
ence and had the most significant number of households without a
college education or beyond. This distinction is essential in discussing
the underlying factors of social media platform uptake to be detailed
further into the discussion of the statistical analysis results. The majority
of survey respondents used social media during each hurricane event:
about 62% of respondents impacted by Michael, 67% from Harvey, and
74% from Florence used some form of social media during the storms
(Table 2, Appendix). Consistent with reports [84], Facebook was the
dominant social media platform for social media users across all three
hurricane events (Table 2, Appendix).

5.2. Results summary

The research presented in this paper analyzes several aspects sig-
nificant to understanding the social media use of population groups
during disasters. We first present an overview of the key findings from
the presented statistical analysis, followed by subsections which detail
the statistical results along with a discussion of their implications in
existing literature and real-world applications.

Table 3 summarizes the statistically significant results from the
analysis of variance (ANOVA) tests across social and geographic location
groups and social media characteristics analyzed. The interpretation of
these results is presented below using the results of the Tukey Honest
Significant Differences tests. Each cell in the table marked with an “X”
signifies a social media characteristic that was determined to have dif-
ferences when considering different population groups. For an example,
Table 3 explains that general social media uptake (S.M Use), Twitter
(TW) and Nextdoor (ND) use, and perceived reliability of social media
information (Reliability) depends on one’s level of educational attain-
ment. Empty cells in the table signify that there is no statistically sig-
nificant difference in the social media characteristics among different
population groups.

Social media uptake was generally uniform across most subdivisions
of the population apart from Race and Ethnicity. The only statistically
significant difference found from the analysis of variance occurred
among White households: they were less likely to be social media users
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Table 3
Reported disparities among population groups concerning social media characteristics according to ANOVA 1-way tests.
Group Social Media Characteristics
S.M Use F-B. W ND Info. Sharing Reliability Reason for Use
Education X X X
Income X X X X
Race & Ethnicity X X X X X X
Geographic Location Urban X X X X
Storm Event X X X
Health Chronic X
Mobility Issues X

*S.M. (Social Media), F.B. (Facebook), T.W. (Twitter), N.D. (Nextdoor).

at all, compared to other racial groups. Facebook is still the most popular
and frequently used social media platform (Duggan & Smith, 2013).
During Hurricane Harvey, social media users were more likely to be
users of multiple platforms than users in Florence and Michael. Inter-
estingly, while statistically significant differences among households of
different educational status groups existed, the relationships between
education attainment and social media use were not precisely linear.
Households with a college degree or higher and households with no
degree were more likely than households with a high school diploma to
use social media. While this result seems counterintuitive, it is not un-
founded in other researchers studying the disparities in social media use
across population groups with similar “found patterns” that counter the
traditional digital divide [69,114].

Recent studies on social networking sites (SNS) suggest that because
of the wide adaption of social media platforms across all population
groups, a users’ social background is no longer a significant predictor of
participation or access to social media [69]. While the difference in
whether an individual will use social media or not is not significant, the
difference is more likely to be found concerning the information seeking
and sharing behaviors and actions, as we confirm in this study’s analysis.
Social content is more likely to be created by lower-income or racial
minorities [118]. Additionally, different social backgrounds trigger
different motivations and methods for the use of social media platforms
[69]. Found that Teenagers from ‘lower-income’ families are more
enthusiastic about the communication and relational features of these
sites while their more elite peers were more interested in the “capital
enhancing opportunities” offered by social media platforms and are
characterized by limited activity on the platforms to display “a critical
stance" [69]

Respondents in the Harvey-impacted region demonstrated a more
diverse use of social media platforms. This can indicate a few connec-
tions. First, respondents from the Harvey-impacted region were all
classified as ‘urban-dwellers.” In general research regarding social media
users, Urban residents are more likely to be active across other social
media platforms, particularly Twitter and Instagram [84]. The broader
and more diverse use of social media platforms in the Harvey region is
possibly reflective of their urban environment. People residing in urban
areas are more likely to be exposed to new technologies and uptake new
technologies earlier and quicker than their suburban and rural coun-
terparts. As a result, the broader use may increase the extent of exposure
to information surrounding disaster events instead of individuals or
households that rely on only one social media platform. Another sig-
nificant finding was that social media use was less during Michael than
both Florence and Harvey. This might be explained by another finding
that White households, in general, were less likely than other ethnic and
racial groups to be social media users. As other research suggests, social
media platforms or social networking sites are more likely to be used by
individuals from less-advantaged socioeconomic or cultural back-
grounds [69].

5.3. Geographic and urban-rural disparities in social media and platform
uptake

Using an analysis of variance (ANOVA), urban and rural geographic
factors were not found to have statistically significant effects on the use
of social media during the hurricane events in (F (df = 1, N = 2354) =
0.487, p = 0.485). However, statistically, significant differences were
observed concerning urban and rural households and the type of plat-
forms used by households (Table 3). A posthoc Tukey test showed that
households in urban areas were more likely to be active on Twitter and
Nextdoor than their rural counterparts (M = 0.123 + 0.034, p < 0.001;
M = 0.095 + 0.187, p < 0.001). Similarly, Facebook was not as prom-
inent as a social media platform choice in urban areas (M = —0.042 +
—0.120, p < 0.001). The extent of social media use was different across
households according to the storm event classification (F (2,2351) =
3.951, p = 0.019). Using the posthoc test there were fewer social media
users among households impacted by Hurricane Michael compared to
both Harvey (M = —0.103 + 0.005, p = 0.075) and Florence (M =
—0.133 £+ 0.009, p = 0.021). The difference between social media users
among households impacted by Harvey and Florence was not statisti-
cally significant (p = 0.660). Similarly, statistically significant differ-
ences were found regarding the platform used (Table 4a, Appendix). The
amount of Twitter users was statistically significant and greater among
households impacted by Harvey than Florence (M = 0.010 + 0.113 p =
0.016), which may indicate the fact that Harvey-impacted areas were all
classified as urban. Nextdoor found less use in the Michael-impacted
areas compared to that of both Florence and Harvey (M = —0.149 +
—0.030, p < 0.001; (M = —0.174 + —0.070, p < 0.001).

Recent statistics of Nextdoor use in the United States show that the
platform is active in 175,000 neighborhoods across the country, most
prominent in its founding location, San Francisco [85]. To date, no
publicly available data would reveal regional uptake trends in Nextdoor
use to rule out ‘hot spot” areas for Nextdoor use. However, Nextdoor
likely has more prominence in areas or places where residents feel the
need to be more socially connected to their communities or have a sense
of belonging. It is interesting to note that the racial and income disparity
in the Michael-impacted population was far more significant than the
populations surveyed in Harvey and Florence. Considering the finding
that Nextdoor users were more likely to be from more educated, White,
and higher-income groups, the racial and income gap in the Michael
impacted region could be a likely reason for the lack of Nextdoor use
during the storm event. Literature shows that residents in rural areas go
online less frequently than their urban and suburban counterparts [84].
Nearly three-quarters (76%) of adults living in rural communities re-
ported using the internet on at least a daily basis, compared to more than
eight-in-ten of those in suburban (86%) or urban (83%) areas. Mean-
while, 15% of rural adults say they never go online, compared with less
than one-in-ten of those who live in urban communities (9%) and those
who live in the suburbs (6%) [84]. If social media becomes the dominant
and prominent means for dispersing information during a disaster event,
then there are concerns that households in rural areas are at a
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disadvantage in terms of knowledge collection and having a digital
voice.

5.4. Sociodemographic disparities in social media and platform uptake

Some studies have identified a ‘reproduction’ of social inequalities
and ethnic divisions in the patterns of social media platform adoption
displayed by teenagers and young people: the specific social media
platforms on which youth choose to create a profile tends to reflect their
social class and ethnic background [69]. Sociodemographic variables
(parental education, socioeconomic status, and ethnicity) do not explain
young people’s general use (or non-use) of social media platforms.
Rather, they are associated with the particular SNSs they embrace [18].
One social media platform’s choice over another is influenced by a
mechanism of distinction that reproduces class and ethnic differences.
Below are the statistical results from our study which support existing
literature on social class disparities in social media platform use and
uptake.

5.5. Educational attainment

Similar to geographic disparities, a statistically significant difference
in social media uptake was found across different levels of a household’s
highest educational attainment level (F (2,2354) = 5.821; p = 0.003).
Interestingly, the relationship between educational attainment and so-
cial media use was not strictly linear. Households in which the highest
educational attainment was a high school degree statistically signifi-
cantly more significant in social media use than households that did not
have a high school level degree (M = —0.310 + 0.013, p = 0.080).
Interestingly, social media users were greater among households whose
highest educational attainment was a Highschool Diploma compared to
both households without a Highschool diploma and a college degree
(Table 5a). Nextdoor users were more common among households with
a college degree or higher, with the difference between educational
attainment groups being statistically significant compared to the High-
school Diploma group (M = —0.155 + —0.048, p = 0.000). Conversely,
there was also a statistically significant difference in social media use
among households with a college degree or higher and households with
only a high school degree, where use was more significant in the latter
group (M = 0.020 + 0.136, p = 0.005). There was no statistically sig-
nificant difference between the college and beyond and no high school
diploma groups (p = 0.400).

5.6. Racial and ethnic groups

A significant difference among racial and ethnic groups concerning
social media use was also found (F (2352, 4) = 2.361, p = 0.051). The
amount of Facebook users among White households was greater
compared to Asian households (M = 0.007 + 0.325, p = 0.035), while
considerably larger compared to Black households (M = —0.059 +
0.107, p = 0.068). A higher prevalence of Nextdoor users was also found
among White households than Black and African Americans and
households of Other race and ethnicity groups (M = 0.022 + 0.150, p =
0.002; M = 0.029 + 0.249, p = 0.005). Twitter use was statistically
significantly higher among Latino and Black households compared to
White households (M = —0.210 + —0.027, p = 0.004; M = —0.153 +
—0.029, p = 0.001).

White households were less likely to be social media users overall
across all storm regions. Tukey tests revealed that the difference in use
was statistically significant compared to Latino Households, which has
the greatest use of social media than all racial and ethnic groups, holding
all other variables constant. This has significant implications for disaster
informatics since most current algorithms used are designed to extract
English language tweets or other forms of information only. In areas of
high Latino populations, social media information is likely shared or
created in Spanish, similarly for other ethnic minorities. There are
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several limitations for the analysis conducted only on English tweets.
One might miss some crucial situational information during disasters
when developing algorithms or techniques to detect and map disaster
situations. Two, it might misrepresent the Latino population’s needs
when they are in need or at risk. Hence, multi-linguistic techniques are
needed to get a complete picture of disaster impacts and cover all pop-
ulations’ needs at risk.

5.7. Income level

The digital divide is also found for income groups and educational
attainment, and even health status (Table 5a, Appendix). Lower-income
households were associated with being Facebook users, where the dif-
ference between E and C (M = —0.204 + —0.022, p = 0.006) and F and C
(M = —-0.173 + —0.017, p = 0.001) were statistically significant.
Higher-income households were associated with being Nextdoor users,
for all income groups apart from group B were statistically significantly
greater than households in income group A (Table 5a). There was not a
statistically significant difference among income groups concerning
Twitter use (F (5, 1551) = 0.96, p = 0.441).

5.8. Health status

Households with residents having health problems related to limited
mobility were less likely to be Facebook users (M = —0.092 + —0.002, p
= 0.039) and 0.094 times more likely to be Twitter users (M = 0.043 +
0.145, p < 0.001). There were no statistically significant differences
among households with chronically ill members and social media use or
platform use. Literature shows that individuals with mobility difficulties
were more likely to be poorly educated, living alone, impoverished,
obsess, and having problems conducting daily activities [86]. Con-
ducting post-analysis, we observed a positive correlation between
households with limited mobility issues and Black and African-American
households (r = 0.09, p = 0.012).

5.9. Differences in information-seeking activity

5.9.1. Disparities across storm events

Logistic and general regression models were employed to test for
significant relationships between social media information-seeking ac-
tivity and storm and sociodemographic characteristics. Tables 6-8 of the
Appendix section summarize the estimate coefficients, standard error,
odds ratio, and p-value of significance for each indicator and its pre-
dictors. Different ethnic groups reported different use-applications for
social media during the storms. In general, minorities were less likely to
report using social media for information about Damages and the Status
of Service Disruptions during Michael and Florence. Variations in usages
by the population became more evident when narrowing down to the
choice of platform used by households and using social media during the
storms. Racial minorities expressed interest in finding information on
supermarket closings on social media. On Nextdoor, there was a positive
correlation between the use of the app and searching for supermarket
closings. However, racial minorities were less likely to be users of this
platform. Social media users during both Harvey and Florence were
most concerned about finding information regarding road conditions
and flooding status, while those impacted by Michael were more likely
to use social media to check the on-road status and physical damages
(Fig. 1). This finding indicates an association between storm charac-
teristics and information seeking. From this finding, we can infer the
critical characteristics of Hurricane Michael. Given that there was minor
inland flooding caused by the hurricane, it makes sense that impacted
households did not highly demand information on flooding. Regression
models were used to determine the nature of (negative or positive) the
relationships between the specific storm impact attributes (information
seeking purpose) and the storms themselves (Table 9). The results show
that for Michael, households were concerned most with storm damage
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Fig. 1. Information types checked on social media during storms (%).

Table 9
Information checked during storms.
Storm Info. Checked Estimate Std. Error t-value Sig.
Michael Intercept 0.321 0.033 9.880 <0.001
Flooding Status —0.595 0.027 —22.100 <0.001
Weather 0.037 0.022 1.660 0.096
Super Market —0.014 0.021 —0.639 0.523
Road Condition 0.019 0.026 0.738 0.461
Damages 0.149 0.022 6.783 <0.001
Service Status 0.280 0.038 7.267 <0.001

Residual standard error: 0.3871 on 1538 degrees of freedom
Multiple R-squared: 0.2665, Adjusted R-squared: 0.2636
F-statistic: 93.13 on 6 and 1538 DF, p-value: < 2.2e-16

Harvey Intercept 0.501 0.038 13.100 <0.001
Flooding Status 0.511 0.032 16.200 <0.001
Weather —0.014 0.026 —0.524 0.600
Super Market 0.057 0.025 2.270 0.023
Road Condition —0.042 0.031 —1.380 0.169
Damages —0.189 0.026 —7.320 <0.001
Service Status —0.291 0.045 —6.440 <0.001
Residual standard error: 0.455 on 1538 degrees of freedom
Multiple R-squared: 0.171, Adjusted R-squared: 0.168
F-statistic: 52.97 on 6 and 1538 DF, p-value: < 2.2e-16

Florence Intercept 0.178 0.037 4.890 <0.001
Flooding Status 0.084 0.030 2.780 0.006
Weather —0.023 0.025 —0.934 0.351
Super Market —0.043 0.024 —1.810 0.071
Road Condition 0.023 0.029 0.783 0.434
Damages 0.040 0.025 1.610 0.108
Service Status 0.011 0.043 0.260 0.795

Residual standard error: 0.4351 on 1538 degrees of freedom
Multiple R-squared: 0.01291, Adjusted R-squared: 0.009058
F-statistic: 3.352 on 6 and 1538 DF, p-value: 0.002759

(# = 0.149, p < 0.001) and the status of infrastructure services (f =
0.280, p < 0.001). Interestingly, the use of social media for information
on flooding during Michael was negative (f = —0.594, p < 0.001). From
this finding, we can infer some key characteristics of Hurricane Michael.
Given that there was minor inland flooding caused by the hurricane, it
makes sense that impacted households did not highly demand infor-
mation on flooding. Conversely, Hurricane Harvey is infamous for its
disastrous flooding. Households were about three times as likely to use
social media to check for updates on flooding (# = 0.511, p < 0.001) but
were less interested in information on infrastructure damage (§ =
—0.189, p < 0.001) or service disruptions (f = —0.291, p < 0.001).
Previous research has found that the secondary characteristics of
disaster impact, its duration, scope, and magnitude, influence the extent
to which actors utilize social media in disasters [29]. The results of the
models explored in this analysis support this finding to an extent. There
is a slight significance in Hurricane Harvey and households seeking in-
formation about supermarket closures’ status (4 = 0.057, p = 0.023).
Households impacted by Florence were more likely to check for flooding
information ( = 0.084, p = 0.006).
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5.9.2. Differences across social media platforms

The relationship between social media platforms and information
sought was also explored to determine whether there is a statistically
significant difference in platforms’ usage purposes. This information can
also inform us about the types of information about a disaster present on
one social media platform and not another and demonstrates the pur-
pose of the use and role that platforms have during disasters. Certain
population groups are more likely than others to use specific platforms
than others, therefore it is important to look at the difference in infor-
mation seeking activity across platforms. It was found that for house-
holds using Facebook, Weather, Damages, and Service Status were most
often checked (Table 10). For Twitter, only checking for Weather up-
dates was statistically significant (f = 0.065, p = 0.047). For Nextdoor
Users, Supermarket, Service status, and road closures were positively
correlated to the use of Nextdoor (Table 10). However, only supermar-
ket status was statistically significant (8 = 0.068, p = 0.041).

Prior studies indicate that different racial/ethnic populations display
varying internet and social media use trends over time. The use of social
networking applications increased across all ethnicities, where English-
speaking Latino and African American internet users were on social
media platforms at higher rates than White users between 2010 and
2013 [87]. Since 2013, English-speaking Latinos’ use of social
networking websites has been statistically significantly higher than
other races [88]. Among Internet users, racial and ethnic minorities
regularly access these platforms at higher rates than Whites [108].

Table 10
Social media platform and information seeking activity.

Social Media Info Checked  Estimate  Std. t-value Sig.
Platform Used Error
Facebook Intercept 0.787 0.026 30.500 <0.001
Flooding —0.028 0.021 —1.290 0.199
Status
Weather 0.061 0.018 3.450 0.001
Super —0.029 0.017 -1.690  0.091
Market
Road —0.015 0.021 —0.729  0.466
Condition
Damages 0.073 0.018 4.190 <0.001
Service 0.065 0.031 2.110 3.492
Status
Residual standard error: 0.310 on 1538 degrees of freedom
Multiple R-squared: 0.026, Adjusted R-squared: 0.022
F-statistic: 6.848 on 6 and 1538 DF, p-value: 3.474e-07
Twitter Intercept 0.161 0.030 5.410 <0.001
Flooding —0.012 0.025 —0.487 0.626
Status
Weather 0.039 0.020 1.940 0.053
Super 0.016 0.020 0.814 0.416
Market
Road —0.046 0.024 —1.910  0.056
Condition
Damages —0.014 0.020 -0.712  0.477
Service 0.007 0.035 0.205 0.837
Status
Residual standard error: 0.355 on 1538 degrees of freedom
Multiple R-squared: 0.005, Adjusted R-squared: 0.001
F-statistic: 1.307 on 6 and 1538 DF, p-value: 0.2506
Nextdoor Intercept 0.117 0.031 3.820 <0.001
Flooding 0.064 0.025 2.540 0.011
Status
Weather —0.057 0.02084 —2.711  0.007
Super 0.062 0.020 3.074 0.002
Market
Road 0.034 0.024 1.385 0.166
Condition
Damages —0.050 0.020 —2.200  0.027
Service 0.020 0.036 0.527 0.598

Status

Residual standard error: 0.355 on 1538 degrees of freedom
Multiple R-squared: 0.005, Adjusted R-squared: 0.001
F-statistic: 1.307 on 6 and 1538 DF, p-value: 0.251
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While Facebook maintains its spot as the most popular platform, young
African-Americans are twice as likely to use Twitter, and Latinos are
more likely to engage in instant messaging applications in comparison to
Whites [88]. Whereas inequality in online access has begun to decrease,
use purposes and ‘navigation competence’ remain a source of division
societally [108]. Variations in usages by the population became more
evident when narrowing down to the choice of platform used by
households and using social media during the storms. Racial minorities
expressed interest in finding information on supermarket closings on
social media. On Nextdoor, there was a positive correlation between the
use of the app and searching for supermarket closings. However, racial
minorities were less likely to be users of this platform. This could imply
potential communication and information gaps that would help mitigate
hardship and well-being impacts due to a disaster.

5.10. Disparities in perceived reliability of information on social media

ANOVA 1-way tests were used to determine if vulnerable population
groups (Race, Income, Education, Urban/Rural, health condition) were
more likely to report information unreliability on social media
(Table 11a). Regression was not used in this part of the analysis to allow
for a focused assessment of the response to each category. The analysis
found that there is a statistically significant difference among income
groups their perception of information reliability on social media plat-
forms, particular across the group experience somewhat reliable infor-
mation (F (5,1539) = 4.375; p = 0.001). Each group income group B, C,
D, and F were statistically significantly greater compared to group A in
experiencing reliable information (M = —0.001 + 0.218, p = 0.050; M
=0.047 +0.274, p < 0.001; M = 0.042 £+ 0.301, p = 0.002; M = 0.142
=+ 0.015, p = 0.018). While not statistically significant, African Amer-
ican households were more likely to report ‘somewhat unreliable in-
formation” compared to White households (F (4,1540) = 2.43, p =
0.046; M = —0.093 + 0.001, p = 0.056), and neutral (F (4, 1540) =
5.099, p < 0.001), M = —0.147 + —0.01, 6, p = 0.006). ‘Other’
households were similarly less likely than White households to report
Neutral experience with information reliability (—0.229 + 0.004, p =
0.038). White households were more likely than both Black and African
American and Other households to have a Somewhat Reliable experi-
ence (F (4, 1540) = 13.15, p < 0.001); M = 0.130 £+ 0.301, p < 0.001, M
= 0.021 + 0.314, p < 0.001). Yet, they are also more likely than White
households to report Very Reliable information (F (4, 1540) = 3.525, p
= 0.007, M = —0.170 £+ —0.008, p = 0.022). Households with a high
school education and below were more likely to report highly unreliable
information (F (2, 1539) = 7.62, p < 0.001; M = 0.001 + 0.042, p <
0.001or neutral information ((F (5, 1539) = 3.948, p = 0.020; M =
—0.210 £ —0.066, p < 0.001). Increasing the highest educational
attainment of the household tended to correlate with higher levels of
reliability.

These findings have significant underlying implications related to
the social connectivity and network of households. According to other
studies, the judgment of misinformation and or information reliability
narrows down to the level of trust an individual has with the information
sharer [89]. This study demonstrates that who shares an article on a
social media site like Facebook has an even more significant influence on
whether people trust what they see. A trusted sharer has more signifi-
cant effects on beliefs about the news than a reputable media source
[89]. Furthermore, education plays a crucial role in the perception of
information from social media. Viswanath (2006) [94] published
insightful research on the differential use of social media and informa-
tion sharing across social groups concerning health information and its
correlation to health outcomes in different population groups. Individ-
ual characteristics, particularly education status, have a substantial
impact on one’s ability or capacity to process and act on information; it
provides the necessary confidence, sense of efficacy, and knowledge in
enabling someone to navigate complex systems, like disasters [94]. This
is an important finding because machine learning algorithms generally
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assume uniform usage and social media users’ behavior.

News consumers often see news filtered through others who share
the content rather than directly to the reporting source [69]. This leads
to concerns about misinformation infiltrating these networks and
spreading across the public sphere. Given the less structured and more
participatory information environment, what can we say about people’s
trust in the news on social media: people are more likely to trust an
article on social media if it is shared by a public figure they trust than by
one they do not trust [89]. They are also more likely with a trusted
public figure sharing news to say they would engage with the article in
ways like sharing it or recommending the source to friends or family
[89]. If people do not know a source, they approach its information
similar to how they would become sources they know and trust [89].
People’s trust in the news they see on social media is strongly related to
who shares it.

5.11. Disparities in information-sharing across sociodemographic and
geographic characteristics

Information sharing through social media was found to be different
across the storm events (F (2, 1542) = 6.334, p = 0.002). Information
sharing through social media was more prominent during Hurricane
Harvey compared to both Michael (M = —0.143 + —0.008, p = 0.023)
and Florence (M = 0.025 + 0.164, p = 0.004)). Similarly, information
sharing was statistically significantly higher in urban areas compared to
rural areas (F (1,1542) = 10.12, p = 0.001); (M = 0.037 + 0.158, p =
0.002), Chronic Health problems (F (1,1543) = 3.197, p = 0.074). No
statistically significant differences were found among racial groups (p =
0.226), income (p = 0.841), mobility health issue groups (p = 0.143), or
education attainment groups (p = 0.41). However, ANOVA tests were
conducted to assess group difference while controlling for each storm
event. The results illustrate a different narrative. During Hurricane
Florence, disparities in information sharing were found among racial
and ethnic groups (F (4,392) = 3.224, p = 0.013). During Hurricane
Florence, households identifying as both Other and White reported more
information sharing activity compared to Black and African American
households (M = —0.007 + 0.357, M = 0.0.046 + 0.630, p = 0.014). No
statistically significant differences were found across other racial and
ethnic groups during Florence or Harvey (F (4,704) = 1.709, p = 0.146);
(F (4, 434) = 0.700, p = 0.592). During both Hurricane Harvey and
Michael, households with chronic health patients were more likely to
share information on social media compared to households without a
chronic health member (F (1, 437) = 3.042, p = 0.082); M = —0.011 +
0.180; p = 0.082).; member (F (1, 707) = 2.881, p = 0.090); —0.009
0.134; 0.090). No statistically significant differences were found among
income groups (F (5, 153) = 0.411; p = 0.840), education (F (2, 1542) =
0.893, p = 0.410), mobility (F (1, 1543) = 2.148, p = 0.134).

Information sharing through social media was more prominent
during Hurricane Harvey compared to both Michael and Florence. It is
not possible to conclude whether this is due to more extensive damages
or impact from the survey information. Other possible explanations can
be related to the communication network disruptions, connectivity, and
strength of households’ social ties, which was not included in this
analysis. In general, there were no significant variations in information
sharing among different population groups. However, White and Other
racial and ethnic households were statistically more likely to have
shared information compared to Other racial or ethnic groups in Hur-
ricane Florence. During Hurricane Harvey, Black households were found
to share more information than other groups; however, the difference
was not statistically significant. During Harvey and Michael, households
with chronic health patients were more likely to share information on
social media compared to households without a chronic health member.
This is a significant finding as it contradicts studies using digital trace
data from social media, which have found certain population groups in
communities to be underrepresented during disasters [16]. Further-
more, this can indicate that they had a greater need for information
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(about healthcare facilities, etc.) and utilized social media for informa-
tion seeking. Examples of using social media platforms for emergency
help were well-documented during Hurricane Harvey. This is a signifi-
cant bias to address in future work using social media data to analyze
different disaster phenomena.

As noted, different platforms have different features that influence
the type and format of information shared. While studying disaster
impact disparities, the concern is regarding communication and/or
knowledge gaps that exist in communities due to gaps in social media
use and platform. Another significant phenomenon of social media
assessed in this study was the act of information sharing; vulnerable
population groups were less likely to report using social media to share
information, except for households with chronically ill household
members. On the other side, it is apparent that households used social
media as passive users, meaning that they used the platforms to collect
information about the storm instead of sharing information. Under-
standing the usage of social media and the platforms used by households
to gather and share information during disasters helps identify the
population needs, the most efficient platforms for sharing information,
and ensuring it is dispersed to the right audience. With respect to ma-
chine learning algorithms and techniques for disaster informatics, the
results highlight discrepancies in the outcomes of these models. Blank
(2013) [118] observed that sharing ‘social and entertainment content’
online is influenced by income, but with an inverse pattern to what we
might expect: users with higher incomes produce less content online
[69]. Education is only moderately associated with the use of SNSs;
those without high school education are more likely to use SNSs than
high school graduates [111]. A nationwide survey in the U.S. showed
that individuals of lower socioeconomic status are more frequent users
of Facebook than those of higher status [102]. Teenagers whose parents
hold a high school diploma are more likely to use SNSs than those with
college-educated parents [119].

This information can give insight into the needs and priorities of
different population groups during a disaster. Prior studies indicate that
different racial and ethnic populations display varying internet and so-
cial media use trends over time. Moreover, between 2010 and 2013, the
use of social networking websites increased across all races, with
English-speaking Latino and African American Internet users accessing
social media platforms at higher rates than White users. Since 2013,
English-speaking Latinos’ use of social networking websites has been
statistically significantly higher than that of other races [87]. While the
gap access to the internet is quickly closing, the use purposes and
internet literacy remain a source of social division [108].

6. Conclusion

This paper explored the relationship between population groups and
their behavioral patterns related to using social media during disasters.
The analysis in this study is conducted in the context of three primary
disaster events, Hurricane Harvey, Florence, and Michael. A robust
empirical understanding of social media users’ characteristics and their
activity on social media platforms during disaster events is essential for
addressing the digital divide and equitable resilience. Social media is
becoming a key platform for information dispersion during disasters;
therefore, any disparities or gaps in the use can lead to gaps in
communication and understanding of disaster impacts. From the
exploratory analysis presented in this paper, it is clear that social and
location factors play significant roles in the uptake of social media
platforms and the determinants of information seeking and information
sharing during disasters. Results from this analysis confirm the
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following: (1) Socioeconomic factors along with location and regional
effects play a role in determining not only platform uptake but both
motivations for information seeking and the action of information
sharing on social media, (2) The type of social media platform influences
the type of information people seek, (3) Households from lower socio-
economic and minority backgrounds were more likely to use social
media platforms to sought out different information on social media
than their peer, (4) perceptions of information reliability are also
influenced by social divides, where households in rural areas, lower-
income groups, and racial minorities were more likely to report
greater unreliability in social media information. These findings provide
a deeper empirical understanding regarding social media usage and
differences among various sub-populations for information seeking and
sharing during disasters.

This study’s findings provide important insights for practice related
to information communication in disaster management and intend to
inform advanced data mining methods of social media data. First, this
study identifies the geographic and population disparities of using social
media, which may lead to unequal information access and situation
awareness. This signifies that different people have various levels of
capabilities to resistant the negative impacts of disasters. Existing
disaster management does not consider such disparities and may cause
unequal resource allocation and relief supports. Second, different people
require different types of information by using social media. Based on
such understanding, social media platforms can distribute different in-
formation to different groups of people to enhance their accessibility of
certain types of information. First responders and relief organizations
can also use social media platforms to share the information needed by
people to enhance their situational awareness in disasters. As discussed
in the literature review and introduction, the increasing use and reliance
on data from social media platforms in data mining and machine
learning models require techniques that are “discrimination-aware”
[90].

From the presented analysis, we have uncovered several key dis-
parities related to sociodemographic and geographic factors in the social
media users, their purpose for using social media during disasters, and
perception of information shared across the platforms. Therefore, the
empirical findings of this study can guide the development of algo-
rithmic models that consider such biases. For example, developers may
opt for specific pre-processing methods that omit possible bias to pre-
vent the new model from learning discriminatory behaviors [90].
Furthermore, in developing models and data mining, there is a need to
“keep the human in the loop.” Humans have a critical role in providing
insight, guided by empirical research, for improving fairness in model
outcomes [90].
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Appendix

Table 2
Percent of social media users from total households across hurricane events

Subgroup Population Hurricane Event
Harvey Michael Florence Total
# (%) # (%) <# (%)
Race White 640 (60) 488 (69) 397 (74) 1525
Black-African American 208 (19) 164 (23) 97 (18) 469
Asian 394) 10(1) 3 52
Latino-Hispanic 128 (12) 12 (2) 28 (5) 168
Other 60 (6) 32(5) 48 (9) 140
1075 (100) 706 (100) 573 (100) 2354
Income < $25,000 160 (15) 178 (25) 112 (21) 450
$25,000 - $49,999 232 (22) 188 (27) 140 (26) 560
$50,000 - $74,999 240 (22) 138 (20) 138 (26) 516
$75,000 - $99,999 144 (13) 92 (13) 65 (12) 301
$100,000- $124,999 94 (9) 46 (7) 47 (9) 187
$125,000- $149,999 78 (7) 27 (4 33 (6) 138
> $150,000 127 (12) 37 (5) 38(7) 202
Education Bachelor’s Degree or Higher 851 (79) 512 (73) 471 (88) 1834
High School or Equivalent 195 (18) 175 (25) 97 (18) 467
None 23(2) 16 (2) 5 44
Other 6 (1) 3(0) 4D 13
Health Chronic 329 (31) 271 (38) 184 (34) 784
Disability 134 (12) 94 (13) 88 (16) 316
Social Media Used Yes 721 (67) 439 (62) 397 (74) 1557
Social Media Platform Facebook 406 (38) 267 (38) 234 (44) 907
Twitter 126 (12) 15 (2) 42 (8) 183
Nextdoor 146 (14) 13 (2) 64 (12) 223
Other 75 (7) 15 (2) 22 (4) 112
Geographic Location (Urban-Rural) 1076 (100) 442 (62) 397 (69) 1915
Table 4a
Difference in Social Media Platform according to Geographic Factors
Group Platform DF Sum Sq Mean Sq F-Value P
Storm Event Nextdoor 2 4.21 2.1057 15.81 1.5%e-07
R:1542 R:204.71 R:0.133
Twitter 2 1.07 0.5370 4.28 0.014
R:1554 R:194.95 R:0.1255
Facebook 2 0.53 0.26407 2.719 0.0662
R:1544 R:149.23 R: 0.097
Urban-Rural Nextdoor 1 4.84 4.835 36.44 1.96e-09
R:1543 R:204.71 R: 0.133
Twitter 1 1.51 1.5081 12.02 0.001
R:1554 R:194.95 R:0.1255
Facebook 1 1.55 1.552 16.16 6.1e-05
R:1543 R:148.18 R: 0.096

**R = residual error.

Table 5a
Income, Education, and Health(Mobility) ANOVA-1 Results
Social Media Platform Group Df Sum Sq Mean Sq F value Pr (>F)
HEALTH: Mobility Nextdoor 2 0.01 0.01437 0.106 0.745
R:1551 R:200.0 R:0.1290
Twitter 2 3.23 0.8076 6.501 3.46e-05
R:1554 R:192.79 R:0.124
Facebook 2 2.16 0.4320 4.489 0.001
R: 1543 R: 149.32 R: 0.0968
EDUCATION Nextdoor 2 2.76 1.381 10.30 0.000
R:1542 R:206.78 R:0.134
Twitter 2 0.604 0.302 2.397 0.0913
R:1542 R:194.40 R:0.1261
Facebook 2 0.040 0.022 0.231 0.794
R:1542 R:149.69 R:0.097
INCOME Nextdoor 5 10.5 2.099 16.28 1.12e-15
R:1551 R:200.0 R:0.129
Twitter 5 0.640 0.127 1.001 0.411
R:1539 R:194.42 R:0.126
Facebook 5 2.16 0.4320 4.527 0.000
R:1539 R:147.56 R:0.096

**R = residual error.
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Table 11a
Disparities in Information Reliability on Social Media, ANOVA-1 Way Test

Reliability Group Df Sum Sq Mean Sq F value Pr >F)
RACE& ETHNICITY Not at all 4 0.072 0.018 1.407 0.229
1540 19.669 0.013
Somewhat unreliable 4 0.690 0.172 2.43 0.046
R: 1540 R:109.15 R:0.071
Neutral 4 2.84 0.711 5.099 0.000
154 214.73 0.139
Somewhat reliable 4 12.5 3.121 13.150 1.56e-10
R:1540 R:365.6 R:0.237
Very Reliable 4 2.86 0.716 3.525 0.007
R:1540 R:312.69 R:0.203
EDUCATION Not at all 2 0.193 0.097 7.629 0.001
R:1542 R:19.548 R:0.013
Somewhat unreliable 2 0.11 0.053 0.746 0.475
R:154 R:109.73 R:0.071
Neutral 2 1.11 0.554 3.948 0.020
R:1542 R:216.46 R:0.140
Somewhat reliable 5 5.30 1.060 4.375 0.001
R:1539 R:372.8 R:0.242
Very Reliable 2 211 1.054 5.184 0.006
R:1542 R:313.44 R:0.20
INCOME Not at all 5 0.089 0.018 1.396 0.223
1539 19.652 0.013
Somewhat unreliable 5 0.36 0.071 1.004 0.414
R:153 R:109.48 R:0.071
Neutral 5 0.6 0.121 0.858 0.509
R:1539 R:217.0 R:0.141
Somewhat reliable 5 5.3 1.060 4.375 0.001
R:1539 R:372.8 R:0.242
Very Reliable 5 0.39 0.080 0.382 0.861
R:1539 R:315.16 R:0.205

= residual error.

Table 6
Information seeking activity during storms by racial and ethnic group; Hurricane Harvey

Info Checked Estimate Std. Error Wald Sig. OR

Asian Intercept —3.400 0.740 —4.590 <0.001 0.033
Flooding Status —1.160 1.150 —1.010 0.313 0.314
Weather 0.165 0.469 0.353 0.724 1.180
Supermarket -1.130 0.494 —2.280 0.023 0.324
Road Condition 0.526 0.611 0.860 0.390 1.692
Damages 0.894 0.470 1.900 0.057 2.444
Service Status 1.040 1.300 0.799 0.424 2.833

Black and African American Intercept 0.717 0.661 1.080 0.278 2.048
Flooding Status 0.126 0.220 0.572 0.567 1.134
Weather 0.145 0.213 0.680 0.496 1.156
Supermarket —0.378 0.260 —1.450 0.147 0.685
Road Condition 0.285 0.210 1.360 0.175 1.330
Damages —0.745 0.726 —1.030 0.305 0.475
Service Status -1.610 0.402 —4.020 0.000 0.199

Latino and Hispanic Intercept 1.490 1.060 1.400 0.160 4.419
Flooding Status 0.169 0.274 0.618 0.536 1.184
Weather 0.420 0.262 1.600 0.110 1.522
Supermarket —0.356 0.327 —1.090 0.277 0.700
Road Condition 0.134 0.258 0.519 0.604 1.143
Damages —1.510 1.130 —1.340 0.181 0.221
Service Status —3.920 1.040 —3.770 <0.001 0.020

Other Intercept 0.612 1.090 0.563 0.574 1.844
Flooding Status 0.052 0.394 0.131 0.896 1.053
Weather 0.474 0.365 1.300 0.194 1.606
Supermarket —0.538 0.463 —1.160 0.245 0.584
Road Condition 0.684 0.401 1.700 0.089 1.981
Damages 0.756 1.490 0.506 0.613 2.131
Service Status —3.400 0.740 —4.590 <0.001 0.033

*OR = Odds Ratio.
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Table 7
Information seeking activity during storms by racial and ethnic group; Hurricane Michael

Info Checked Estimate Std. Error Wald Sig. OR
Asian Intercept —16.000 0.652 —24.500 <0.001 <0.001
Flooding Status 0.884 1.52 0.580 0.562 2.420
Weather 0.884 1.520 0.580 0.562 2.420
Supermarket —1.690 1.360 —1.250 0.213 0.185
Road Condition 0.181 1.400 0.126 0.900 1.200
Damages 13.400 0.652 0.200 <0.001 6.89 x 108
Service Status -1.170 1.610 —0.726 0.468 0.311
Black and African American Intercept —0.482 1.300 —0.369 0.712 0.610
Flooding Status -1.170 1.610 —-0.726 0.468 0.311
Weather —0.434 0.357 —-1.220 0.224 0.648
Supermarket 1.040 0.278 3.750 <0.001 2.830
Road Condition —0.752 0.271 —-2.770 0.006 0.471
Damages -0.327 0.266 -1.230 0.219 0.721
Service Status 0.801 0.266 3.010 0.003 2.230
Latino and Hispanic Intercept —0.752 0.271 -2.770 0.006 0.471
Flooding Status —0.052 0.295 —-0.174 0.862 0.950
Weather —0.707 0.365 —1.940 0.053 0.493
Supermarket —3.130 1.180 —2.660 0.008 0.044
Road Condition 0.947 0.806 1.180 0.240 2.580
Damages -0.779 0.732 —1.060 0.287 0.459
Service Status 1.270 0.838 1.510 0.130 3.560
Other Intercept 1.320 1.090 1.210 0.226 3.760
Flooding Status —1.510 0.757 —1.990 0.047 0.222
Weather -1.120 1.090 —1.020 0.305 0.326
Supermarket —1.990 0.665 —3.000 0.003 0.136
Road Condition 0.274 0.537 0.511 0.609 1.320
Damages 0.060 0.504 0.119 0.905 1.060
Service Status —0.088 0.518 —0.170 0.865 0.916

*OR = Odds Ratio.

Table 8
Information seeking activity during storms by racial and ethnic group; Hurricane Florence

Info Checked Estimate Std. Error Wald Sig. OR
Asian Intercept —2.390 1.260 —1.900 0.058 0.092
Flooding Status 12.200 0.674 18.100 <0.001 2.02x 108
Weather 0.117 1.460 0.080 0.936 1.120
Supermarket 14.900 0.674 22.100 <0.001 3.02 x 108
Road Condition —0.675 2.010 —0.335 0.737 0.509
Damages —19.000 <0.001 —3.56 x 108 <0.001 <0.001
Service Status —26.900 0.674 —40.000 <0.001 <0.001
Black and African American Intercept —0.728 0.474 —1.540 0.124 0.483
Flooding Status 0.424 0.456 0.931 0.352 1.530
Weather —0.005 0.321 —0.017 0.987 0.995
Supermarket 0.920 0.322 2.850 0.004 2.510
Road Condition —0.950 0.407 —2.340 0.019 0.387
Damages -0.277 0.331 —0.835 0.404 0.758
Service Status —0.607 0.626 —0.970 0.332 0.545
Latino and Hispanic Intercept —2.290 0.818 —2.800 0.005 0.101
Flooding Status —0.600 0.583 —1.030 0.304 0.549
Weather 0.218 0.499 0.437 0.662 1.240
Supermarket —0.003 0.482 —0.005 0.996 0.997
Road Condition 0.248 0.659 0.377 0.706 1.280
Damages —-0.720 0.489 —1.470 0.141 0.487
Service Status 0.365 0.926 0.395 0.693 1.440
Other Intercept —1.680 0.613 —2.740 0.006 0.186
Flooding Status 0.191 0.680 0.280 0.779 1.210
Weather 1.210 0.530 2.270 0.023 3.340
Supermarket —0.446 0.466 —0.958 0.338 0.640
Road Condition —0.557 0.541 —1.030 0.303 0.573
Damages —0.251 0.461 —0.544 0.586 0.778
Service Status -0.973 0.792 —1.230 0.219 0.378
*OR = Odds Ratio.
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