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ABSTRACT

While research on human-robot interaction is ongoing as robots become more readily
available and easier to use, the study of interactions between a human and a team
of multiple robots represents a relatively new field of research. In particular, how
multi-robots could be used for everyday users and how the characteristics of multi-
robots would affect human perception and cognition has not been explored. In this
paper, we specifically focus on physical affordances generated by the movements
of multi-robots, and investigate the effects of deictic movements of multi-robots
on information retrieval by conducting a delayed free recall task. We conclude with
further discussion of how the movements of the multi-robot reshape the way of people
perceiving information and what should be considered to design a multi-robot based
display.

KEYWORDS
Multi-robot systems; Deictic cues; Information retrieval; Delayed free recall task;
Human multi-robot interaction; Human-robot interaction

1. Introduction

Recent trends and advancements in robotics and automation have enhanced the pres-
ence of autonomous systems in human society and made robots part of our everyday
lives. This has in turn increased interest in and focus on human-robot interaction.
Robots are being used as social partners (Ahmad et al., 2017; Logan et al., 2019), ed-
ucational assistants (Kanda et al., 2004), care-givers (Khosla et al., 2017), and more.
These scenarios mostly involve interactions between a human and a single robot; how-
ever, while a single robot can handle a number of applications and issues, they are at
times not so effective in handling complex scenarios. This has led to a growing role
for multi-robots which are “composed of large numbers of robots that can evolve in
formation and adapt easily to multiple environments” (St-Onge et al., 2019, p.2).

In a multi-robot system, agents can share information, which can enhance the fault
tolerance of the entire system. Due to this flexibility and robustness to failure, multi-
robots can perform laborious and dangerous tasks more efficiently than single robots,
and have been applied in a broad range of applications such as reconnaissance, con-
struction, environmental monitoring, exploration search, and infrastructure support
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Figure 1. A multi-robot based interface for deictic communication contexts.

(Kolling et al., 2016). Most studies to date have focused on functional aspects of
multi-robots and the design and deployment of effective multi-robot systems, namely
developing efficient methods to control multi-robot systems (Becker et al., 2013; Setter
et al., 2015). However, only a few have considered how multi-robots could be used in
human everyday life (Kim and Follmer, 2017; Ozgiir et al., 2017). Moreover, there is
less understanding of human perception and cognition in the context of multi-robot
usage; the interactions between humans and multi-robots are less considered in multi-
robot studies (Kim and Follmer, 2019; Kolling et al., 2016). One potential area in
which multi-robots could be embedded in everyday life is information display, tak-
ing advantage of the unique characteristics of multi-robots to present information in
new ways (Le Goc et al., 2018; Suzuki et al., 2019). In contrast with digital displays
such as projectors and digital signage, a multi-robot being a group of physical objects
can describe a 3D representation with its dynamic formation, including guiding com-
munication by highlighting key information. To effectively use a multi-robot in such
context, it is important to examine how the multi-robot affects human cognition and
how people perceive the multi-robot. Several studies have examined how the move-
ments of multi-robots affect emotion in the context of human-multi-robot interaction
(Le Goc et al., 2016; Santos and Egerstedt, 2019), but to the best of our knowledge,
none have investigated the effects of multi-robots on cognition, particularly in the
context of information retrieval.

In this study, we conduct a user study with a multi-robot based interface (see Figure
1). We particularly focus on the movement of a multi-robot which can creates a deictic
cue to highlight specific information. With a delayed free recall task, which is a basic
paradigm in the psychological study of memory, we investigate how a deictic movement
of the multi-robot affects human cognition. The main contributions of this work are
as follows: 1) developing a multi-robot-based interface for deictic communication, 2)
designing experimental settings to investigate the effect of multi-robots on information
retrieval using a delayed free recall task, 3) combining quantitative and qualitative
findings to investigate how a multi-robot reshapes the way people perceive information,
and 4) presenting design variables that should be considered to develop a multi-robot
based display.



2. Related works

2.1. Multi-robot systems

The study of multi-robot systems covers design, control, and implementation of a team
of multiple robots (Lucidarme et al., 2002; Parker, 1996; Xi et al., 1993); this research
field started in the early 2000s and is still actively being studied. Especially from early
2010 to the present, the study of multi-robot systems has made rapid progress; it has
become easier to create and control many robots due to the development of open source
software, the Robot Operating System (ROS) (Quigley et al., 2009), communication
technologies (Wang et al., 2003), and the miniaturization and dissemination of robot
hardware (Sassone et al., 2016). In fact, with the advanced technologies, multi-robots
have become more diverse and the scope of their applicability has also increased.

A number of studies have recently been conducted on human interaction with the
multi-robots, called human multi-robot interaction. For example, Setter et al. (2015)
and Cacace et al. (2016) examined how multi-robots could execute commands and
provide feedback to human operators. Moreover, several researchers have focused on
the impacts of multi-robots on human psychological states. Podevijn (2017) examined
how the number of robots in a multi-robot system affected human physiological sta-
tus. They found that the participants’ physiological measures (e.g., heart rate and skin
conductance level) were higher when interacting with 24 robots than 1 and 3 robots,
as well as reported higher arousal values in a Self-Assessment Manikin (SAM) ques-
tionnaire. Santos and Egerstedt (2019) explored the effects of multi-robot movement
and shape on human psychological state for integrating into the control system of
the multi-robot. In order to stimulate fundamental emotions (e.g, happiness, surprise,
sadness, fear, disgust, and anger), they designed swarm behaviors by controlling speed
and smoothness of movement of the multi-robot.

These studies provide positive recognition of multi-robot potential. However, the
body of research on human multi-robot interaction is still very small compared to
that for single robots. Two particular topic areas where research on human multi-
robot interaction is lacking are in the context of human everyday life and the impact
of multi-robots on human perception and cognition. With those gaps in mind, this
paper, which examines human perception and cognition in the context of multi-robot
usage, is very important and timely.

2.2. Deictic cues

In communication contexts, people use various non-verbal cues such as facial expres-
sions, eye contact, and hand gestures to deliver their messages; these cues help convey
one’s emotion and emphasize what people want to communicate (Fillmore, 1982). One
of the prototypical non-verbal cues is to refer an object by pointing out with a finger
which provides a visual prominence on the object. The function of a deictic gesture is
not just to orient another’s attention towards a specific object but also to help them
understand a relation between objects and contexts (Bernardos et al., 2016; De Koning
et al., 2009). Similar strategies are also used to build visual prominence in information
visualization, for example highlighting an object by enlarging its size, changing its
color, or adding an outline (Carenini et al., 2014; Robinson and Center, 2006). High
perceptual salience can also be built on essential information by employing a dynamic
visual representation that temporally changes its appearance or position (Hoffler and
Leutner, 2007; Tversky et al., 2002). As simultaneous configuration of the properties



of physical objects is limited, such dynamic representations have mostly been used to
design virtual objects in digital contexts (Stusak, 2016).

Attempts to design and develop a deictic cue with a dynamic representation have
been extended to physical and tangible objects, which could incorporate physical af-
fordances depicting their cognitive advantages (Klemmer et al., 2006). Follmer et al.
(2013) developed a dynamic shape display that can change its physical structure to
guide a viewer’s attention to a physical object. Recently, the interest in developing a
physical visualization medium have come to concentrate on the collective behaviors
of multi-robot systems and several researchers have presented a new type of inter-
faces with a multi-robot which can effectively deliver information (Le Goc et al., 2016,
2018; Suzuki et al., 2019). Suzuki et al. (2019) designed shape-changing multi-robots
that enhanced the flexibility and scalability of visualization; the authors focused on
the hardware implementation and application scenarios. Alonso-Mora et al. (2012)
developed an intuitive display that used multi-robots with controllable colors to visu-
alize images and animations. The system allows real-time rearrangement of the robots,
hence enhancing smooth motion of the multi-robot.

To date, no investigation has been made into using the kinesthetic movements of
multi-robots as deictic cues, nor into how the perception of information using a multi-
robot compares against other deictic cues that have been well-used in communication
and visualization contexts. In this paper, we study how multi-robot systems can be
used as a visual display capable of creating dynamic cues to emphasize textual informa-
tion, how display using multi-robots affects human information retrieval in particular,
and how humans perceive the deictic cues created by the multi-robot.

3. Our approach

With a delayed free recall task, we investigated the effect of deictic cues created by a
multi-robot on information retrieval. A 2x2x2 within-subjects design was employed
with three factors corresponding to a manual highlight (without and with a hand-
drawn circle), an automatic highlight (without and with a multi-robot), and word
frequency (low and high frequency) (see Figure 2). The first two factors were to create
different types of deictic cues, and the last factor was to adjust task difficulty. All
participants performed delayed free recall tasks in eight different conditions.
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Figure 2. An experimental design with three within-subject factors; Two deictic
cues: 1) a manual highlight by a hand-drawn circle and 2) an automatic highlight by
a multi-robot, respectively, and task difficulty by controlling word frequency.
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Figure 3. Experimental protocols.

3.1. Free recall task

In the typical delayed free recall tasks, each item to be memorized is presented alone
for few seconds, and participants are asked to recall the items later without any hint
(Murdock, 1974; Tulving, 1968). Based on the classical paradigm of a delayed free
recall task, we designed the delayed free recall tasks with four phases: preparation (10
seconds), encoding (60 seconds), distraction (60 seconds), and retrieval (60 seconds)
(see Figure 3). However, we modified the typical delayed free recall task a little bit to
investigate the effect of different types of deictic cues on information retrieval.

First, we presented a list of items at the same time in the encoding phase. Specifi-
cally, for each task, a word set of 10 words was presented on designated locations of the
whiteboard of the multi-robot interface. Among the 10 words, one word was randomly
selected and denoted as a bonus word. Second, we asked participants to complete a
dual-task: memorizing both a word set of 10 words and particularly a bonus word. In
the retrieval phase, the participants were required to answer two questions: first, recall
the word sets as fast as and as many as possible ( “Can you recall the 10 words?”),
and second, recall the bonus word only ( “What was the bonus word?”). The partici-
pants were asked to answer the second question after they had responded to the first
question. With the experimental settings, we tried to consider a trade-off effect on the
task performances. Note a full demonstration of our modified delayed free recall tasks
is available in the video!. In this subsection, we further elucidate how we applied the
three within-subjects factors to design the delayed free recall tasks.

The way of presenting the bonus word was defined by the two within-subjects fac-
tors: 1) a manual highlight (i.e., with a hand-drawn circle) and 2) an automatic high-
light (i.e., with a multi-robot). In this study, we used six commercial mobile robots to
set a team of a multi-robot. To design a control condition of presenting a deictic cue
with a hand-drawn circle and a multi-robot, we employed a common deictic gesture
to highlight information, which is when a person points out the keyword with their
index finger for few seconds (Neggers and Bekkering, 2001). As a result, four different
conditions were defined by the way of highlighting a bonus word (see Figure 4); con-
trol condition: a deictic gesture of the experimenter (i.e., pointing out with their index
finger for 5 seconds), condition without a hand-drawn circle but with a multi-robot: au-
tomatic highlight by a multi-robot, condition with a hand-drawn circle but without a
multi-robot: manual highlight by a hand-drawn circle, and condition with a hand-drawn
circle and a multi-robot: highlight by both a multi-robot and a hand-drawn circle. To
simply present these four conditions with the contextual descriptions, we refer them

Youtube link: https://youtu.be/EOETeqvvxPk


https://youtu.be/E0ETeqvvxPk

(C) Weircte WORobots (d) WcircieW Robots

Figure 4. Four different conditions to define a bonus word; (a): a deictic gesture of the
experimenter, (b): a multi-robot, (c): a hand-drawn circle, and (d): both a hand-drawn
circle and a multi-robot.

to as Control condition, WOcirceWRobotss Wcircte W ORobots, and Weircie W Robotss T€-
spectively. Due to different characteristics of the deictic cues, the exposure time of the
bonus word had to be different over conditions. For the conditions with a hand-drawn
circle (i.e., Weircte W ORobots and Weireie Wrobots), the bonus word was pre-marked
with the red circle, and participants could recognize and memorize the bonus word for
a whole 60 seconds. For the control condition, the bonus word was presented from the
beginning but only for 5 seconds. Therefore, the participants had to keep memorizing
what the bonus word is. Whereas, in the condition when the bonus word was only
highlighted by a multi-robot (i.e., WOgircie Wrobots ), the participants were required to
memorize the bonus word within 45 seconds. This is because it took about 15 seconds
for the multi-robot to reach the bonus word from its initial position (we further eluci-
date how the multi-robot moves to the bonus word from its initial position in Section
3.2). Therefore, the participants had a different amount of time to memorize the 10
words and bonus word depending on the conditions. In this regard, the two factors to
highlight a bonus word with a deictic cue were not only different in their visual forms
but also in their presentation modes. Although these four conditions did not generate
the same situation for the participants to memorize the words, we focused on compare
the effects of multi-robots to the deictic cues that people frequently use in daily lives.

The last factor was to adjust the task difficulty by presenting different frequency of
words. As high-frequency words are easier to recall than low-frequency words (Hall,
1954; Sumby, 1963), we defined the task difficulty in terms of the word frequency.
With Kuéera and Francis (K-F) frequency norms (1967), we selected 40 low-frequency
words (average and standard deviation of K-F frequency: 168.78, 83.13, respectively)
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Figure 5. Details of the multi-robot interface used in this study; (a) a multi-robot
platform, (b) an interactive testbed for multi-robots, and (¢) ROS system diagram.

and 40 high-frequency words (average and standard deviation of K-F frequency: 6.63,
3.45, respectively) from the Toronto Word Pool Friendly et al. (1982). To set up word
sets for eight tasks, we randomly set four groups of 10 words from the high-frequency
words and another four groups of 10 words from the low-frequency words.

3.2. Design of a multi-robot interface

We developed a multi-robot based interface where a multi-robot could present a deictic
cue with its dynamic movement (Jo et al., 2019). In this section, we briefly describe
how we designed the multi-robot interface and elucidate how we create deictic move-
ments of a multi-robot in WOg;rcie WRobots and Weircie Wrobots- The hardware system
consists of a commercial mobile robot platform (see Figure 5(a)) and an interactive
testbed (see Figure 5(b)). The multi-robots used in this study consist of six commer-
cial mobile robot platforms. The robot platform has differential wheels operated by
DC (Direct Current) motors. The overall size of the robot is 35mmx30mm x40mm
(width x height xdepth) and its weight is 30g. The robots can detect objects using in-
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Figure 6. Example of the image-processing procedures; (a) initial positions of the
robots, (b) a thinning algorithm (skeletonization), (c¢) a corner detection algorithm,
(d) robot allocation with Hungarian algorithm, and (e) results of the example study
in case of WCirCleWRobotS

frared (IR) sensors mounted on the platform and automatically avoid collisions and
maintain relative distances from one another. The robots are controlled by the main
computer system via Bluetooth communication (Kim et al., 2008).

For the interactive testbed platform, there is a square whiteboard where a multi-
robot can move and people can present a word set which was printed on magnetic
papers to attach on the board and draw a manual deictic cue (i.e., a hand-drawn
circle) using a marker pen. The overall size of the testbed platform is 1.3mx3mx1.3m
(width x height xlength) which weighs about 50kg. Additionally, PVC pipes are used to
build the testbed frame where an overhead camera (i.e., an USB camera) is mounted.
The overhead camera consistently streams the global view of the whiteboard into the
main computer, and then the streamed images are used for image processing techniques
using open computer vision (OpenCV) libraries (Bradski and Kaehler, 2008) to track
ArUco markers and recognize a hand-drawn circle on the whiteboard. The overall
system is processed in the main computer having an Intel Core i7 CPU and 4 GB
RAM and utilizes the Robot Operating System (ROS). The ROS is one of the popular
middlewares in the robotics field that is to enable various nodes (or programs) to share
data using pre-defined protocols called standard_message with a global timer for data
synchronization (Quigley et al., 2009).

In our system, we designed four nodes in the ROS system to enable multi-robots
to move from their initial positions to the bonus word (i.e., WO¢ircie Wrobots) Or to
the hand-drawn circle (i.e., Weircie Wrobots) as shown in Figure 5(c): robot position
node, color recognition node, robot allocation nodes, and robot controller node. First,
the robot position node was to continuously track robots’ current position (x;,y;) and



heading angle (60;),i € 1,..,n where n = 6, through an ArUco marker on the top of each
robot. The marker was to assign the robot’s identifier and coordinate (Garrido-Jurado
et al., 2014). The initial positions of the robots were set to six positions where are 10cm
away from the edge of the word set as shown in Figure 6(a). The color recognition
node was applied to recognize the position of the hand-drawn circle for Weircie W Robots -
As the first step, the image data obtained from the overhead camera were classified
according to the color of the hand-drawn circle. Next, a thinning algorithm (or skele-
tonization) was applied on the targeted color label data to remove redundant pixels
as depicted in Figure 6(b). Then, a corner detection algorithm was applied to ex-
tract distinct points from the image data (Bradski and Kaehler, 2008) as shown in
Figure 6(c). The six distinct points became the goal positions for the robots in this
study. However, the color recognition node was not necessary in WOgircie WRobots 88
the bonus word was only presented by a multi-robot. Instead, we used predetermined
six positions around the bonus word to define the goal positions of the multi-robot.
Second, the robot allocation node was to allocate each robot to the short-distance-
based optimal goal position (z}, yJ, 07) calculated by the Hungarian algorithm (Kuhn,
1955), where the goal positions were the six distinct points extracted from the color
recognition node. As the initial positions of the multi-robot were dispersed (i.e., 10
cm away from the edge of the words) and the goal position was relatively located in
the center of the board, the multi-robot moved from outside to inside of the white-
board as illustrated in Figure 6(d). Next, the robot controller node was to generate
each wheel velocity (v!, v!) using a proportional-integral-derivative controller (PID)
based on the kinematic model of the mobile robot, which is one of the traditional
control methods in the robotics field (Mihelj et al., 2019). Lastly, the PID controller
was designed to enable multi-robots to reach their goal positions by minimizing the
position errors between their current positions (x;,v;, 6;) and the goal positions (z7,
yr, 07). As a result, the multi-robot can autonomously reach the pre-defined positions
in WOgireieWRobots OF the allocated goal positions extracted from the robot allocation
node in Weirere Wrobots 10 highlight a bonus word on the whiteboard within about 15
seconds as shown in Figure 6(e).

3.3. Participants

40 participants (22 males and 18 females, average age: 25.15) were recruited through
flyers and snowball sampling Biernacki and Waldorf (1981). All participants were ei-
ther undergraduate or graduate students who were fluent in English. When we asked
their previous experience with robots, 20 participants had experienced to interact with
robots. They did not have any neurological disorders or any other conditions that may
have affected their performance in the experiment. Each participant was compensated
$5 for participating in the study. This study was approved by the University’s Insti-
tutional Review Board (Purdue IRB Protocol: #1902021821).

3.4. User Study Procedure

Before engaging with the main experiment, participants received an overview of the
study from an experimenter and signed the informed consent form. After signing their
consent form, participants were asked to fill out a demographic questionnaire about
gender, age, education level, self-reported English fluency, and previous experience
with robots. Then, the participants were guided into the experiment space where the



multi-robot interface was set up. The experimenter further elaborated on the entire
procedures constituting eight delayed free recall tasks. Each delayed free recall task
was composed of four different phases: preparation (10 secs), encoding (i.e., presenting
a word set) (60 secs), distraction (60 secs), and retrieval (60 secs) (see Figure 3). The
materials for the preparation and distraction phases were presented on the screen which
was on an opposite side of the multi-robot interface. Therefore, the participants had
to turn around whenever they completed the preparation and encoding phases. This
was purposely designed to strictly control the time for each phase. The participants
were informed that the bonus word would be presented in four different ways in the
encoding phase (see Figure 4) and they would be asked to answer two questions after
the distraction phase: 1) “Recall the 10 words as fast as and as many as possible”,
and 2) “Recall the bonus word only.” However, they did not know the difficulty of
tasks would be controlled. To help the participants get familiar with the experimental
settings, especially for the four different ways to highlight a bonus word, a trial task
was conducted prior to the main experiment. The trial task was based on 1 out of the
8 different cases from the main task.

In the main experiment, participants were given the eight tasks in random order
to avoid carry-over effect. During the preparation phase, the participants were asked
to focus on the screen for 10 seconds. Then, they were asked to turn around towards
to the multi-robot interface for starting the encoding phase. In the encoding phase,
ten words were presented on the whiteboard of the multi-robot interface. Among the
words, one word was defined as a bonus word by the four different ways. The partici-
pants were asked to memorize the word set for 60 seconds, and a timer was presented
for the participants to keep a track of the time. After 60 seconds, they were asked
to turn around towards the screen again, and the distraction phase started. In the
distraction phase, the participants were asked to verbally answer a series of arithmetic
questions which were presented on the screen for 60 seconds. In the retrieval phase,
the experimenter asked the two questions to the participants : 1) “Can you recall the
words as fast as and as many as possible?”, and 2) “What was the bonus word?”. Time
limit (60 seconds) was given to the participants to answer each question. Once all the
eight tasks were completed, participants were asked to complete a post-questionnaire
about their preference over the four different deictic cues to emphasize the bonus word.
Based on the answers of the participants on the questionnaire, we conducted the semi-
structured interview with a lead-off question to understand their overall experience
with the multi-robot interface (e.g., “Could you briefly share your experience with the
entire experiment?”) and follow-up questions (e.g., “What made it easy or difficult to
complete the tasks”, “Do you think that the four deictic cues affect your task perfor-
mance?”, “Did you use any particular strategies to memorize the words?”). The entire
experiment took around 45 minutes, and the participants were individually tested. All
sessions were audio/video recorded for further data analysis to track the participants’
performance to recall the words and analyzing interview.

4. Measurements

To investigate the effect of each condition on memorizing word sets, we collected both
quantitative and qualitative data. With the behavioral data, we analyzed participant’s
task completion time and the number of correct responses regarding 10 words and a
bonus word to compare their performance in each condition. For understanding the
participant’s subjective experience in the different deictic cues, we analyzed the survey
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and interview results. In Sections 4.1 and 4.2, we describe the measurements that we
used to analyze overall and particular performance of participants, respectively. In
Section 4.3, we explain how we examined the subjective preference of the participants
over different strategies by analyzing survey and interview data.

4.1. Performance on recalling a word set

For evaluating the general performance, we used two measurements that have been
used in traditional memory tasks: an accuracy (the number of correct answers) and
time that it took for the subject to make the response (called response time (millisec-
onds)) (Kahana and Loftus, 1999). With those two units of analysis, we compared the
overall performance of participants across the conditions to recall 10 words as fast as
and as many as possible: 1) throughput (unit: 1/msec) and 2) the first recall latency.
First, to compare the overall performance of each condition, we used throughput units
(= the number of correct answers / task completion time) that could compromise
speed-accuracy trade-off (Drake et al., 1996; Thorne, 2006). Second, to look into how
different conditions affect the participants’ search process, we selected the first recall
latency on participants’ successive recalls in each condition which is defined by amount
of time to recall the first word from the start (Rohrer and Wixted, 1994). A long pause
before participants verbally recall words means that the participant took time to find
the search set/process, and it is a prominent feature of the free recall (Rohrer and
Wixted, 1994; Unsworth, 2008).

4.2. Performance on recalling a bonus word

We applied two different approaches to analyze how different conditions particularly
affect the participants’ recall on the bonus word. First, we examined whether the
participant recalled the bonus word or not, the accuracy, which is either a 0 or 1.
Second, we considered the order of recalling a bonus word when the participants
retrieved the 10 words, instead of examining the response time to recall the bonus word.
This is because participants tended to verbally recall the bonus word immediately after
the experimenter asked them. Therefore, it was hard to record the response time due
to technical limitations. Based on the previous studies that have shown recall order
tends to align with the encoding order (or original order of presentation) (Kintsch,
1970; Mandler, 1969), we particularly examined whether the different deictic cues had
an influence on recall order of the bonus word. In this regard, we defined the recall
order of bonus words by dividing the recall order of a bonus word into the total number
of recalled words. For instance, if the bonus word was recalled at the second order and
the participant recalled total eight words, the recall order of a bonus word was 0.25

(= 2/8).

4.3. Participants’ subjective experience

With the results of the post-questionnaire, we conducted a non-parametric test to
investigate the participants’ general preference on the four different deictic cues. The
survey results presented the participants’ preference on the conditions but did not
provide an in-depth understanding of the reasons why participants performed better
in particular tasks beyond the statistical findings. To investigate the reasons behind
their preference and to understand why the participants performed better in specific
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Figure 7. Comparing throughput and first recall latency across the conditions; error
bar represents one standard deviation.

conditions, we performed a thematic analysis (Braun and Clarke, 2006) to analyze
the interview data. Specifically, we coded the interview data based on the reasons
why they felt that a particular task was difficult or easy to complete and how they
perceived the multi-robot.

5. Results and analysis

In this section, we will describe statistical findings and present interview results. As
we were not able to include data of Participant 5 [P5] due to the technical errors,
we analyzed 39 participants’ behavioral and subjective responses. In a preliminary
phase of data analysis, we inquired whether the data followed a normal distribution.
When data did not satisfy the normality assumption, we transformed the data to get
normality or conducted a non-parametric test. All data were rounded to two decimal
places except the throughput which were rounded to five decimal places. All statistical
analysis was performed with IBM SPSS Statistics 26. With interview data, we will
elucidate why the statistical outcomes were driven in a qualitative way. To do so, we
present several quotes from the participants to support our findings.

5.1. Performance on recalling a word set

To compare the participants’ performance on recalling a word set across the conditions,
we conducted a three-way within-subject analysis of variance (ANOVA). We logl0-
transformed for the first recall latency since it did not follow a normal distribution.
A Greenhouse-Geisser correction was used to adjust for violations of the sphericity
assumption (Winer et al., 1971) and the original degrees of freedom were presented
with 771% . We used a Bonferroni correction to perform a post-hoc analysis (Kirk, 1974).
In this subsection, we present the results of the throughput and the first recall latency
which were examined to the effect of different conditions on the participants’ perfor-
mance on recalling a word set (see Figure 7). The displayed values in the graphs are
not log-transformed.
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5.1.1. Throughput

We found the main effect of manual highlight on the throughput (F(1, 38) = 4.20, p =
.047, 772% = .10). The participants performed significantly better when the experimenter
pointed out the bonus word with their finger than when the bonus word was manu-
ally highlighted by a hand-drawn circle (average of throughput: 0.00052 and 0.00046,
respectively) (see Figure 7(a)). Interestingly, there was no significant difference in the
participants’ performance when the bonus word was automatically highlighted by a
multi-robot, but the throughput was slightly higher when the multi-robot was used
to emphasize the bonus word than when it was not used. For the word frequency, as
expected, participants outperformed when word sets of the high-frequency words were
presented than when those of the low-frequency words were presented (F(1, 38) =
9.90, p = .003, 72 = .21).

5.1.2. First recall latency

Participants tended to spend more time to recall the first word when the bonus word
was visually highlighted by a multi-robot (without a multi-robot: 1862.09 msec, with
a multi-robot: 2041.74 msec) and a hand-drawn circle (without a hand-drawn circle:
1819.70 msec, with a hand-drawn circle: 2089.30 msec) and when the low-frequency
words were presented (low-frequency: 1905.46 msec, high-frequency: 2041.74 msec)
(see Figure 7(b)). However, we only found a main effect of (automatic highlight by)
the multi-robot on the first recall latency (F(1, 38) = 4.88, p = .033, o7 = .11). It
took longer time to recall the first word when the bonus word was highlighted by the
multi-robot than the control condition in which the bonus word was only noted by the
experimenter.

5.2. Performance on recalling a bonus word

We employed two different approaches to examine the participants’ performance on
recalling a bonus word. For the recall rate of a bonus word, we conducted a Friedman
test (Friedman, 1937) as the data did not satisfy the normality. For the recall order
of a bonus word, we only considered 32 participants’ performance who successfully
recalled the bonus word in all sessions and performed a repetitive ANOVA.

5.2.1. Recall rate of a bonus word

When the bonus word was highlighted by the hand-drawn circle, the recall rate of
the bonus word was higher than any other conditions (average of the recall rate: 1.00
(low-frequent word sets), 0.97 (high-frequent word sets)) (see Table 1). However, there
were insignificant differences between the conditions (x? = 3.74, degree of freedom =
7, p = .81).

5.2.2. Recall order of a bonus word

As to the recall order of a bonus word, we found a significant interaction between two
within-subjects factors that were applied to present different ways of highlighting the
bonus word: a manual highlight and an automatic highlight (F(1, 31) = 9.98, p =
004, 72 = .24) (see Figure 8). When the bonus word was not highlighted by a hand-
drawn circle, the participants recalled the bonus word significantly later when there
was a multi-robot than they did in the conditions without the multi-robot (Control
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Table 1. Recall rate of a bonus word

Within-subject factors Low-frequency words High-frequency words
A hand-drawn circle A multi-robot Avg (std)? Avg (std)?

. Without 0.92 (0.27) 0.95 (0.22)
Without With 0.95 (0.22) 0.92 (0.27)
With Without 1.00 (0.00) 0.97 (0.16)

With 0.92 (0.27) 0.95 (0.22)

2 Average and standard deviation of recall rate on a bonus word.

Multi-robot

= Without @ multi-robot
—— With a multi-robot

08

06

04

Recall order of a bonus word

02

Without a hand-drawn circle With a hand-drawn circle
Manual Highlight

Figure 8. Comparing recall order of a bonus word within two within-subject factors:
manual highlight versus automatic highlight by a multi-robot; error bar represents one
standard deviation.

condition: avg = 0.37, std = 0.03, WOcircie WRobots: avg = 0.59, std = 0.05, p = .002).
On the other hand, when a bonus word was highlighted by a hand-drawn circle, the
participants recalled the bonus word slightly earlier if the multi-robot also surrounded
the bonus word, but we could not find a significant difference between these two
conditions (Weirae W ORropots: avg = 0.62, std = 0.06, Weirce Wrobots: avg = 0.48, std
= 0.04, p = .06).

5.3. Participants’ subjective experience

In this subsection, we will present the results of the post-questionnaire and elucidate
the statistical findings with interview data. Additionally, we will share several notable
quotes that show how the multi-robot affects the participants’ performance to mem-
orize a word set and a bonus word. Before describing these topics, we want to share
the strategies that participants employed to memorize words. Although we did not
ask them to apply strategies to perform tasks better, they naturally employed several
distinct strategies to memorize the words. They mostly tended to categorize words
based on their common features which is well-known strategies to enhance memory
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(Dunlosky et al., 2013; Yang et al., 2013). 88% of participants tried to find semantic
association between words and make stories with the words. 40% of participants tried
to make phonetic association by checking initial of each words or considering sound of
words. 70% of participants said they tried to recall a word by imagining the position
of the word on the board.

5.8.1. Preferences on different deictic cues

With the outcome of questionnaire, we performed a Friedman test to investigate the
participants’ preference in the four different conditions (see Figure 4). There was a
statistically significant difference in their preference depending on the experimental
conditions (x? = 7.60, degree of freedom = 3, p < .001). For the pair-wise comparisons,
Wilcoxon signed-rank tests were conducted with a Bonferroni correction applied (i.e., a
significant level at p < .0125). There were no significant differences between conditions
WCircleWORobots and WCircleWRobots (WCifrcleWORobots - WCircleWRobots: 7 = 2197 p
= .03), and the control condition and WOgiyce WRobots (Control - WOgircie W Robots:
Z = 2.11, p = .04). However, the participants significantly preferred conditions with a
hand-drawn circle than conditions without it. Participants preferred a clear and long-
lasting cue to recognize the bonus word at the beginning of the tasks regardless of
the existence of a multi-robot. For instance, P33 mentioned, “I know already what the
bonus word s, so I did like ‘I know this is the bonus word, let’s stuck in my mind’ and
I moved on.” When it comes to the control condition, participants felt the condition
was too weak to inscribe the bonus word on the memory as it did not last for whole
60 seconds.

5.8.2. Participants’ perception of a multi-robot

While we conducted the interview, there were various comments on participants’ per-
ception on the multi-robot. Based on the thematic analysis, we classified the comments
based on design factors of the multi-robot: sounds, motion paths, and movements. Al-
though the motion paths could be under the characteristics of multi-robot movements,
we did not merge the theme to the movements as it showed a different tendency of
the participants preferences.

Sound of a multi-robot. The sound of a multi-robot was one of the main reasons why
participants did not prefer the conditions with a multi-robot (i.e., WOgircie WRobots
and Weircle Wrobots). Due to the DC motors of the multi-robot, the noises were gen-
erated whenever the multi-robot was moving. The participants were sensitive to the
sound as they tried to concentrate on the situation to memorize the words.

Motion paths of a multi-robot. Beyond the noise issues with a multi-robot, participants
complained that motion paths of a multi-robot distracted them from focusing on the
words on the whiteboard. Specifically, the participants pinpointed that the motion
paths of the multi-robot sometimes occluded the words while the robots were moving
toward the bonus word (“It was distracting because the robots sometimes covered the
word. so I had to wait until the robots moved. that was why I chose the condition
only with a circle is the most helpful.” [P17]). Those reasons made them prefer the
Weircte W ORobots Which presented the bonus word in simple and clear ways. Although
participants gave harsh comments on the sounds and motion paths of the multi-robot
as it distracted them from concentrating on the tasks, there were conflicting comments
on the movement of the multi-robot in overall.

Movement of a multi-robot. Due to the gradual changes of multi-robot movements,
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participants felt that they wasted time to memorize the words in WOg¢rcie W Robots
when the bonus word was only presented by the multi-robot. This is because they
need more time to figure out what the bonus word is in WOg;rcie WRobots @s it took
time for the multi-robot to reach the bonus word (“They (multi-robot) took time to get
there and I want to look at the robots instead of the words.” [P27]). It implied the move-
ment of the multi-robot definitely draw their attention to figure out the bonus word
but was not helpful for them to memorize other words (“It was bothering my process
of memorizing. So they’re like approaching to the bonus word. I couldn’t like focus on
the others until they reach out to the word.” [P19]). Participants who tended to check
the bonus word at the beginning claimed these tensions more frequently and preferred
other conditions such as the control condition, Weirere WO Rovots, and Weirere W Robots
when the bonus word was presented at the beginning of the tasks by other methods
rather than the multi-robot. The side effect of presenting a bonus word with the multi-
robot was alleviated when the bonus word was already presented in earlier stages just
like in WeireleWRobots- These findings could explain the results in Section 5.2.2 that
people recalled the bonus word earlier in the control condition than WO¢;re1e W Robots
and Weirae Wrobots than Weirce W O ropots as they perceived the bonus word earlier in
those conditions. However, some people who did not try to check the bonus word first
felt comfortable with spending time to wait for the multi-robot (“I didn’t remember
the bonus word first begin with. So it (multi-robot) didn’t really make a difference.”
[P36]).

While participants felt the multi-robot distracted due to its noise and motion paths,
they said that the multi-robot was also helpful for them to memorize the bonus word. In
interview with P10, he mentioned that the movement of the multi-robot was distracting
but helpful for him to check the bonus word. Specifically, they compared the other
deictic cues used in the experiments and emphasized that the multi-robot gave more
salient affordances to recognize the bonus word (“Highlighting is just a static thing.
But when I'm memorizing the words, the robots, they’re coming and moving. It makes
the thing more lively. So it gives me a sense of more concentration to the word.” [P40]).
Moreover, several participants mentioned that the dynamic movement of the multi-
robot guided them to draw a mental image which could help them to recall the whole
picture of the board when they tried recalled the word set (“Motion of the robots is
helpful. While I tried to recall, I have an image in my head.” [P12]). The redundant
cues in Weircie Wrobots Were also enhanced the positive effect of the multi-robot on
memorizing the word set (“In Weircle WRobots, the bonus word was ingrained in with
my visual memory. I didn’t really (try to) remember the word but I remembered.”
[P38]).

6. Discussion

We conceive that a multi-robot can present a new way of highlighting information.
With this in mind, we summarize important findings and discuss implications that
shed lights on the value of the multi-robot as a new type of a display in which a
deictic cue can be presented through its dynamic movements.

6.1. The movement of a multi-robot

In this subsection, we further discuss the possible reasons that would lead our statis-
tical findings based on our interview data and emphasize the effect of a deictic cue
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created by a multi-robot on information retrieval. In this study, we asked the partici-
pants to perform a dual-task: memorizing 1) a word set of 10 words and 2) the bonus
word. In this regard, we applied different approaches to investigate the effect of the
multi-robot on the overall and partial performance of memorizing words by compar-
ing to other deictic cues (i.e., a pointing gesture and a hand-drawn circle). The reason
why we set up two different ways to measure the task performances was to consider
a trade-off effect of highlighting information. When a specific part of information is
visually highlighted, it not only draws people’s focal attention but also hinders people
from having a holistic view in the situation (De Koning et al., 2009).

As the exposure time of the deictic cues for a bonus word was different across
the conditions, the participants had benefited from the conditions with a hand-drawn
circle to memorize the bonus word as it was presented for the longest time (i.e., 60
seconds). However, we could not find any significant main effects of different deictic
cues on the recall rate of the bonus word. This result might be driven because the task
difficulty of recalling a bonus word was not high enough. Nonetheless, it implies that
the participants could compensate the disadvantage in some ways as the bonus word
was presented in a shorter period of time in those two conditions (i.e., highlighting
the bonus word with a gesture of the experimenter and with the multi-robot, which
are the control condition and WOg;ycie WRobots )- Interestingly, the deictic cues in these
conditions rather significantly affected the participants’ performance of memorizing 10
words. Specifically, in terms of the throughput, the hand-drawn circle impeded their
performance when we compared to the control condition in which the bonus word was
pointed out by a gesture of the experimenter. However, the multi-robot did not hinder
the participants’ recall on the word set.

When we considered that participants spent a significantly longer time to recall
the first word in conditions with the multi-robot, this result can be elucidated that
the participants recalled more words within a shorter time. In other words, the multi-
robot would make them encode the word set as a whole picture. It led to longer latency
to recall due to the larger search set (Wixted and Rohrer, 1994). These results may
imply that the hand-drawn circle stimulated the participants’ selective attention on
the bonus word, but it would rather hinder people from making connections between
the words by semantic associates (Dunlosky et al., 2013). According to our interview
data, the participants tried to memorize the words by making a semantic connection
between words such as making a story and creating a new word with the first letter
of the words which are helpful to recall the words later (Nelson et al., 1979) (see
Section 5.3). To make a semantic cluster of words, participants needed to see the
whole picture of 10 words. In this regard, the multi-robot might be a helpful medium
for this purpose (i.e., memorizing a specific information in a holistic view). That is,
the multi-robot may support them to efficiently deploy their distributed attention
on the words on a whiteboard (Chong and Evans, 2011). We also found that this
interpretation also corresponded with what participants mentioned in the interview.
One participant described that he could recall the whole picture of the whiteboard
with 10 words when the bonus word was highlighted with the multi-robot: “Motion
of the robots is helpful. While I tried to recall, I have an image in my head.” [P12].
Although the movement of the multi-robot did not highly impact on the participants’
performance to recall the words, we could find that the multi-robot would reshape the
way people perceive information and help them use their cognitive resources effectively
when they have to complete a dual-task.
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Figure 9. Recall order of each word on the whiteboard; the position of the bonus
word is indicated by a black-colored cell, and the recall order of each word is marked
with a number in each cell.

6.2. Encoding and presenting order

Based on the previous studies that have shown the recall order tends to be aligned
with the encoding order (Kintsch, 1970; Mandler, 1969), we examined whether different
deictic cues had an influence on the recall order of the bonus word in Section 5.2.2.
We found that a multi-robot was helpful for the participants to recall the bonus word
earlier only if the bonus word was already highlighted by a hand-drawn circle. Through
the interview with the participants, we noted that the recall order of words was also
affected by how the words were presented on the whiteboard which corresponded with
the previous studies (Kintsch, 1970; Mandler, 1969) , because one of the main strategies
that participants used to memorize the words was related to the location of the bonus
word on the whiteboard.

In this subsection, we present an additional analysis to investigate how different
deictic cues would guide the recall order of the words by considering the position of
the words. We visualized the recall order of the 10 words based on their positions
on the whiteboard and investigated whether there were particular patterns between
the position of the bonus word and the way of recalling the 10 words. We did not
consider the factor for the word frequency because there was no significant difference
on the recall order of a bonus word. Therefore, we compared the recalling patterns
across the four different conditions regarding two factors: 1) manual highlight with a
hand-drawn circle and 2) automatic highlight with a multi-robot (see in Figure 4). To
investigate the effect of different deictic cues on the recall patterns, we first classified
cases based on the position of the bonus word. We focused on the representative
cases which occupied more than 25% of the overall cases. In WOgircie WRobots and
Weirce W ORrobots,we could select one representative case respectively as there were
prominent cases composing more than 80%. However, we chose two cases respectively
in the control condition and Wy cie Wrobots due to the similar occurrence in each case.
Second, for each scenario, we calculated the average of the recall order of words on
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each position of the whiteboard by dividing the sum of the recall order of the words on
the designated position into the occurrence of successfully recalling the words. Third,
we ranked the ten positions in order of the average. Lastly, we visualized the recall
order and investigated the patterns (see Figure 9).

Overall, we found that participants tended to recall the words just similar to how
the words were presented on the whiteboard. As shown in Figure 9, participants opted
to recall the words from top right to bottom left in all conditions except when the
bonus word was surrounded by both a hand-drawn circle and a multi-robot. We found a
different pattern of the recall order in Wegre1e Wropots- The participants have a tendency
to recall the words that were located near the bonus word in this condition. As we
only analyzed the participants’ behavioral data for this analysis and the position of
the bonus word was different across the conditions, we could not draw a concrete
conclusion. Nonetheless, we could find that the prominent highlights created by the
multi-robot and the hand-drawn circle led different patterns of the recall order. This
would be further explored in future studies to validate the effects of movements of the
multi-robot on information encoding.

7. Conclusion

Going beyond the functional aspects of the multi-robot system which have benefits
for the efficient performance of complex tasks, we were particularly interested in a
potential application of multi-robots in everyday life where people use a deictic cue to
draw attention to specific information in order to express their intentions. To realize
this, we developed a multi-robot-based interface that can be used as a new type of
visual display in which a deictic cue is presented through the dynamic movements of
the multi-robot. In this study, we examined the effect of the multi-robot on informa-
tion retrieval by applying a basic paradigm from the psychological study of memory.
Specifically, we investigated whether a deictic cue created by the multi-robot aided
people in information retrieval and conducted a user study consisting of free recall
tasks with three within-subjects factors were considered: 1) manual highlight, 2) au-
tomatic highlight, and 3) word frequency. First two factors were to create a deictic
cue either by a hand-drawn circle or a multi-robot. The last factor was to control task
difficulty.

Although there was no significant difference in participant’s retrieval rate of the
bonus word between different deictic cues, we found a significant interaction effect
between the manual and automatic highlight on recall order of the bonus word. If
there was no a hand-drawn circle, the participants recalled the bonus word earlier
if the bonus word was presented at the beginning (i.e., Control condition) than if
the bonus word was presented with a dynamic movement of the multi-robot (i.e.,
WOcirele WRobots)- However, when a deictic cue was already presented with a hand-
drawn circle, the existence of the multi-robot did not affect the recall order of a bonus
word. We also found that participants took significantly longer to recall the first word
in the conditions with a multi-robot (i.e., WO¢ircie Wrobots and Werireie Wrobots) but
this did not cause a significant difference in their overall performance at recalling the
word set (i.e., throughput). This means that the multi-robot would be helpful to recall
as many as words after the first recall. We also noted standard deictic cues (i.e., a
hand-drawn circle) to have side effects that rather hindered participants recall of the
work set; however, the deictic cue created using the multi-robot did not affect overall
performance.
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While we did not identify a significant effect of the multi-robot cue on information
retrieval, the interview data provided several implications that could enhance our
results in future studies. Participants commented that the kinesthetic movements of
the multi-robot helped them to recognize the bonus word and recall the whole image of
the board; that is, the multi-robot created a prominent affordance. However, they also
reported the multi-robot irritated them with its sound and occlusion issues (one of the
limitations of our study), thus the basic need to focus on the task was not adequately
supported. As people felt less distracted when they knew the direction or goal position
of the multi-robot, it is also important to consider auxiliary information that could
lessen user concern regarding the multi-robot. Moreover, how the characteristics of the
multi-robot affect information encoding and retrieval should be further investigated
because the movement and formation of the multi-robot when it presents information
would affect a user’s cognitive and emotional status (Le Goc et al., 2016; Santos and
Egerstedt, 2019). In future studies, we would like to explore how a multi-robot can
guide the information encoding process by using eye tracking information. We hope
that our study can extend interest in designing a multi-robot system as a platform to
present information and guide communication by using dynamic formations to provide
prominent cues.
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