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We report here an extension of the measurement of the all-particle cosmic-ray spectrum with IceTop to
lower energy. The new measurement gives full coverage of the knee region of the spectrum and reduces the
gap in energy between previous IceTop and direct measurements. With a new trigger that selects events in
closely spaced detectors in the center of the array, the IceTop energy threshold is lowered by almost an
order of magnitude below its previous threshold of 2 PeV. In this paper we explain how the new trigger is
implemented, and we describe the new machine-learning method developed to deal with events with very
few detectors hit. We compare the results with previous measurements by IceTop and others that overlap at
higher energy and with HAWC and Tibet in the 100 TeV range.

DOI: 10.1103/PhysRevD.102.122001

I. INTRODUCTION

Cosmic rays are charged particles that reach Earth
from space with energies as high as hundreds of EeV.
The sources of high energy cosmic rays and their accel-
eration mechanism are not fully known, but they are
reflected in the all-particle cosmic-ray energy spectrum
measured by ground-based air shower experiments. The
differential energy spectrum is characterized as a power law,
dN
dE ∝ E−γ, where γ is the differential spectral index. Features
in the spectrum correspond to changes in γ. Around
3 × 1015 eV, γ increases from ∼2.7 to ∼3.0 and creates a
kneelike structure, first mentioned in 1958 by Kulikov and
Khristiansen [1]. Similarly, around 5 × 1018 eV, γ decreases
from ∼3.0 and creates an anklelike structure [2,3]. This
analysis covers the energy region around the knee.
The transition from galactic to extragalactic sources

happens somewhere between the knee and the ankle, but
the exact nature of the transition is unknown. The ankle is
believed to be the energy region above which cosmic rays
are mostly coming from extra-galactic sources [4]. Since
propagation and acceleration both depend on magnetic
fields, the spectra of individual elements are expected to
depend on magnetic rigidity [5].
The cosmic-ray energy spectrum and its chemical

composition are measured directly up to 100 TeV using
detectors in satellites and balloons. The flux decreases

sharply as energy increases, so indirect measurements with
large arrays of detectors on the ground are needed for
higher energies. There are several ground-based cosmic ray
detectors sensitive to cosmic rays above a few TeV. For
example, HAWC [6,7] is a ground-based gamma ray and
cosmic ray detector that measures cosmic rays from 10 TeV
to 500 TeV [8]. The threshold of Tibet III [9] is 100 TeV,
and its measurement extends through the knee region.
KASCADE [10] and KASCADE-Grande [11] measure the
energy spectrum in the range of hundreds of TeV to EeV
[11,12]. The Telescope Array [13] and the Pierre Auger
Observatory [14] detect ultrahigh energy cosmic rays with
energy higher than 100 PeV [15,16]. The low-energy
extension of TA (TALE) [17] connects these ultrahigh
energy measurements with the knee region. The combined
energy spectra from all detectors provides an overview of
the origin and the acceleration mechanism of cosmic rays.
The IceTop energy spectrum thus far covers an energy

region from 2 PeV to 1 EeV [18,19]. The goal of this
analysis is to lower the energy threshold of IceTop to
reduce the gap with direct measurements. A new trigger
was introduced in May 2016 to collect small events in the
more densely instrumented central area of the array. In this
way the threshold of IceTop has been reduced to 250 TeV.
Events are reconstructed using a random forest regression
[20,21] process trained on simulation.
This paper is divided into five sections. Section II

describes the IceTop detector and the new trigger imple-
mented to collect low-energy cosmic ray air showers. Next,
we describe the experimental and simulated data in Sec. III.
Section IV describes the reconstruction of air showers
based on machine learning and reports the result of the all-
particle cosmic-ray energy spectrum. This section also
describes details of the analysis, including quality cuts,
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the unfolding method, pressure correction, and systematic
uncertainties. Section V summarizes the results.
Appendix A includes tables of systematic uncertainties
and numerical values of the spectrum, and Appendix B
includes plots that illustrate the ability of the Monte Carlo
to reproduce details of the detector response.

II. DETECTOR

IceTop is the surface component of the IceCube Neutrino
Observatory [22,23] at the South Pole. The IceTop array, at
an altitude of 2835 m above sea level, consists of 162 tanks
filled with clear ice distributed in 81 stations spread over an
area of 1 km2 as shown in Fig. 1. Each station has two
tanks separated by 10 m. Having two tanks in a station
allows for the selection of a subset of events in which both
tanks have signal above threshold (hereafter called a “hit”),
suppressing the background of small showers hitting only
one tank (∼2 kHz). Details of signal thresholds and other
aspects may be found in the IceTop detector paper [23].
Stations are arranged in a triangular grid with typical
spacing of 125 m. In addition, IceTop has a dense infill
array where the distance between stations is significantly
smaller. In this analysis, we refer to stations 26, 36, 46, 79,
80, and 81 as infill stations.
Data collected by IceTop are primarily used to measure

the cosmic-ray energy spectrum [18,19,24,25], to study the
mass composition of primary particles [19], and to calibrate
the IceCube detector [26]. Reference [19] describes an
analysis using 3 years of data (henceforth referred to as “the
3-year IceTop analysis”). IceTop has also been used in

searches for PeV gamma rays [27,28], solar ground level
enhancements [29], and solar flares [29]. Another analysis
[30] includes single tank hits to identify the component of
∼GeV muons in large showers for studies of primary
composition. Finally, IceTop also serves as a partial veto to
reduce the background for astrophysical neutrinos [31].
The fundamental detection unit for the IceCube Neutrino

Observatory, including IceTop, is the Digital Optical
Module (DOM). Each DOM is a glass pressure sphere
of 33 cm diameter containing hardware to detect light,
analyze and digitize waveforms, and communicate with the
central data analysis system of IceCube. The photomulti-
plier tube (PMT) [32] is the entry point of light into the data
acquisition system (DAQ) [33]. Each IceTop tank contains
two DOMs running at different gains. The DOMs are
partially immersed in the clear ice with the PMT facing
downward. Charged particles entering IceTop tanks and
photons that convert in the ice produce Cherenkov light that
is captured by the PMTs. IceTop DOMs are fully integrated
into the IceCube DAQ. More details of IceTop construction
and operation may be found in Ref. [23].
The standard IceTop trigger, with a requirement of five or

more stations with signals, is suitable for detecting cosmic
rays in the energy range from PeV to EeV. The six more
closely spaced stations in the center of the array (see
Fig. 1), are sensitive to cosmic rays with lower energy. The
two-station trigger implemented to collect lower energy
events is an adaptation of a volume trigger that selects
events with hits within a cylinder in the deep array of
IceCube. The two-station trigger uses 4 pairs of closely
spaced infill stations for which the separation between
stations is less than 50 m (see Table I). (Note that the four
pairs are formed with six stations.)
The trigger condition is satisfied when any of the 4 pairs

of infill stations is hit within a time window of 200 ns. For
this to occur, both tanks at each station of the pair must
have signals. Once the trigger condition is fulfilled, the
readout window starts 10 μs before the first of the four tank
signals and continues until 10 μs after the last. This readout
window is sufficient to collect all signals in the entire array
of IceTop. The two-station event sample thus includes a
subset of events with ≥ 5 stations. As a consequence, a
subset of the two-station sample can be used to compare the
two-station spectrum with the result of the standard IceTop
analysis in an overlapping energy region above 2 PeV.

FIG. 1. IceTop geometry with positions of all tanks. The
marked boundary in the center includes the six stations used
to define the two-station trigger.

TABLE I. Four pairs of infill stations and distance between
each pair in meters. Each IceTop station has an assigned number
from 1 to 81 as shown in Fig. 1.

Stations Distance [m]

46, 81 34.9
36, 80 48.9
36, 79 40.7
79, 26 41.6
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III. DATA AND SIMULATIONS

The energy of cosmic rays detected by a ground-based
detector is determined indirectly from the signals measured
on the ground. In this analysis, energy is reconstructed by a
random forest algorithm trained with CORSIKA [34]
simulations, as described below.

A. Data

Experimental data were collected from May 2016 to
April 2017 (IceCube year 2016) with a live time of
330.5 days. IceCube data are collected in contiguous 8 hour
runs with occasional shorter runs and ≈1% of down time.
The live time for each run is determined by fitting the
distribution of times between adjacent events to an expo-
nential distribution and obtaining the live time per run as
the number of events multiplied by the average time
interval between events for the run. This data set is
sufficient to be limited by systematic rather than statistical
uncertainty. After all quality cuts, a total of 37,503,350
two-station events survive, of which 7,420,233 lie in the
energy region of interest above the 250 TeV threshold of
reconstructed energy.
The signal in each tank is given by the energy deposited,

which is calibrated in units of vertical equivalent muons
(VEM). The VEM is defined as a total integrated charge of
the waveform from the energy deposited by a single vertical
muon passing through an IceTop tank. Details of signal and
timing calibration for the IceTop detector are given in [23].

B. Simulations

CORSIKA simulations require a representation of
the atmospheric density profile and an event generator
for the hadronic interactions that make the shower. The
atmospheric profile is described below in Sec. IV D. The
hadronic interaction model for the main analysis is
Sibyll2.1 [35]. We also compare results obtained with
QGSJetII-04 [36].
CORSIKA simulations of proton, helium, oxygen, and

iron primaries ranging from 10 TeV to 25.12 PeV in energy

are used for this analysis. To increase statistics, the same
CORSIKA shower is resampled multiple times by changing
its core position. For primary energy> 100 TeV, the initial
simulation generates approximately 2000 events for each
0.1 log10ðE=GeVÞ energy bin. After resampling, there are
approximately 100,000 showers per bin. The zenith angle θ
is sampled up to 65°, except for heliumand oxygenprimaries
between10TeVand100TeV, forwhich themaximumzenith
angle is 40°. Events are generated uniformly in sin2θ bins. In
the zenith region of interest (cos θ ≥ 0.9, about θ < 26°),
there are approximately 24,000 events in each bin of
0.1 log10ðE=GeVÞ. Sibyll2.1 is used as the base hadronic
interaction model for this analysis so that we can compare
the final energy spectrumwith the energy spectrum from the
3-year IceTop analysis [19]. CORSIKA showers with
QGSJetII-04 as hadronic interaction model are also pro-
duced with 10% of the statistics compared to that of
Sibyll2.1 for a comparative study, to be described in
Sec. IV F.
Simulations play a vital role in training the random forest

reconstruction algorithm. The quality of reconstruction
depends on the quality of simulation. There must be a
good agreement between simulations and experimental
data. To check the quality of simulation, each feature
of the experimental data used for the random forest
regression is compared to simulation. As an example,
Fig. 2 shows comparison between data and Monte Carlo
for three features after the quality cuts described below in
Sec. IV B have been applied to both data and simulation.
The left and middle panels show, respectively, the distri-
bution of x and y coordinates of tanks with hits. The right
panel shows the distribution of the number of tanks with
hits. Simulations are normalized to the total number of
events in each case. Remaining differences at large distance
and for Nstation > 35 are a consequence of the lack of
simulation above 25.12 PeV and do not affect the analysis,
which extends only to 10 PeV. Similar comparisons for all
other features are shown in Appendix B. Differences
between data and simulation are at the few percent level
in the energy region of interest and can therefore be used

FIG. 2. Histograms of x (left) and y (middle) coordinate of tanks hit, and number of stations (right) with signals in data compared with
simulations. The differences between experimental data and simulation in the outer regions of coordinates and the higher number of
stations arise from the lack of simulation with energy higher than 25.12 PeV.
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with good confidence to support the random forest regres-
sion for reconstruction of showers.
In this analysis, each simulated event is weighted based

on a 4-component version of the H4a [37,38] cosmic ray
primary composition model. Figure 3 shows the distribu-
tion of true core position of simulated events after weight-
ing by the primary spectrum model and applying the
quality cuts described in Sec. IV B below. Most events
lie within the boundary of the infill area marked in Fig. 1.

IV. ANALYSIS

This section describes the machine learning technique
and features that are used to reconstruct the core position,

zenith angle and energy of two-station events. Quality cuts,
iterative Bayesian unfolding, pressure correction, and
systematic uncertainties are discussed and the cosmic-ray
flux is presented.

A. Reconstruction

Four separate random forest (RF) regressions are used
for shower reconstruction. Two RFs are used to reconstruct
the x and y coordinates of the shower core. A third RF is
used to reconstruct the zenith angle, and then a fourth RF is
used to determine the shower energy. The azimuthal angle
is calculated from a fit of arrival times to a plane shower
front. All features used in the regressions are defined in
Table II, and Table III gives the breakdown of which
features are used for each reconstructed quantity.
For reconstruction of the x coordinate of core position,

simulated data are randomly shuffled and divided into two
halves to avoid using the same simulated data for training
and prediction. If the first half is used for training, the
model it generates is used to predict the second half and
vice-versa. The predictive capability of machine learning
depends on the quality of input data. Events with most of
the charge in one or two tanks cannot be reconstructed well,
and are therefore omitted. Two-station events in which sum
of the two highest charges is more than 95% of the total
charge are removed. The y coordinate of core position is
reconstructed by repeating the process used for reconstruct-
ing x coordinate.
Procedures for reconstruction of the coordinates of the

core and for reconstruction of zenith angle are similar. The
same quality cuts and procedure are implemented to train
and to predict zenith angle. The only difference is the

FIG. 3. Histogram of true core position of showers after all
quality cuts. The position of IceTop tanks is also shown.

TABLE II. List of all features that go into random forest regressions and their description. Reference [23] gives a
detailed description of the calculation of the shower center of gravity and direction under the assumption of a plane
shower front. See Table III to know which features are used to reconstruct what air shower’s parameter.

Features Description

XCOG, YCOG X and Y coordinate of shower core’s center of gravity.
θplane Zenith angle assuming a plane shower front.
ϕplane Azimuth angle assuming a plane shower front.
T0 Time when shower core assuming plane shower front hits the ground.
cos θplane Cosine of θplane.
cos θreco Cosine of reconstructed zenith angle.
logNsta log10 of number of stations hit.
logQtotal log10 of total charge deposited in all stations that are hit.
Qsum2 Sum of first two highest charges deposited in tanks that are hit.
ZSCavg Average distance of hit tanks from a plane shower front. Absolute value

of distance is used to calculate the average. Ideally a ZSCavg is 0 for
a vertical shower and is maximal for a horizontal shower.

Xtank, Ytank List of X and Y coordinate of hit tanks of each event.
Qtank List of charge deposited on tanks that are hit of each event.
Ttank List of hit times on tanks of each event with respect to the first hit time.
Rtank List of distance of hit tanks from the reconstructed shower core

of each event. Each distance is divided by 60 m.
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features used. Random forest regression from Spark [39] is
used to reconstruct zenith angle as well as the x and y
coordinates of core position.
Once the reconstruction of x and y coordinates of the core

position and the zenith angle is completed, reconstruction of
energy is performed. Reconstructed quantities from these
initial steps are among the input features for the reconstru-
ction of energy. In addition to the cuts used for core position
and zenith angle reconstruction, events are required to have
their maximum charge on one of the infill stations given
in Table I. Also, events with cos θreco < 0.8 are removed.
During training for energy reconstruction, events are
weighted to the relative abundances of the primary nuclei
in the H4a composition model. Energy reconstruction is
performed using random forest regression from the Scikit-
Learn package [40]with the same random forest regression as
in Spark. The only difference is the ability of Scikit-Learn to
weight an input event during training by a realistic compo-
sition model that Spark lacks. The input weight of events
based on H4a composition model during training removes an
energy-dependent bias on the reconstructed energy.
“Ground” is defined at a fixed elevation (2829.93 m above

sea level, þ1946 m in the IceCube coordinate system),
which is the average elevation of all DOMs of two-station
events. This elevation is used both for data and simulation.
ZSCavg is the average perpendicular distance of DOMs with
signals from the plane shower front when the shower core
reaches the ground. It is higher for inclined showers and
approximately zero for vertical showers. It is given by

ZSCavg ¼
P

n
i¼1 jzij
n

; ð1Þ

where i runs over n hit tanks and z is the position of a tank in
the shower coordinate system.
We arrange the position of tanks based on their corre-

sponding charges, largest to smallest, for each air shower.
These lists are denoted by Xtank and Y tank representing x and

y coordinates, respectively. The list of charges in descend-
ing order is denoted by Qtank. T tank denotes the list of times
at which tanks have been hit for each event and is arranged
in ascending order. The time of the first hit of an event is
subtracted from all hits such that the time used is with
respect to the first hit. Rtank is defined as a list of the
distance from the shower core of each tank that has been
hit. Reconstructed shower core using random forest regres-
sion is used to calculate Rtank. The distance of each tank
within the array arranged in descending order is divided by
a reference distance of 60 m. These tank lists are arranged
on an individual basis in a particular order based on existing
knowledge to increase their predicting ability. For example,
the shower core is closer to the tank with the highest charge,
hence Xtank and Y tank are arranged based on the amount of
deposited charge.
For each event, these tank lists contain information from

n tanks with signals. The minimum value that n can have is
4 and it can in principle increase up to 162. For the energy
region of interest, however, information from the first 35
hits is enough to reconstruct shower core position, zenith
angle, and energy with nearly 100% feature importance.
Random forest regression becomes computationally expen-
sive as the number of features increases. Therefore, the
number of items per event in each list is truncated to 35
from 162. If the number of tanks (n) that have been hit is
less than 35, then the remaining 35-n slots of the list are
filled with 0 for Xtank, Y tank,Qtank, and Rtank. The remaining
slots of T tank are filled with the last relative time.
A mean decrease in impurity (MDI) method is used to

calculate a feature’s importance while predicting core posi-
tion and zenith angle. MDI and other techniques to calculate
feature importance are discussed in [21,41]. For calculating
the importance of features for energy reconstruction, the
permutation importance method is implemented. A feature
has a list of values, one per event. These values are randomly
shuffled so that they no longer belong to their event. This
process is repeated for one feature at a time and feature
importance is calculated before and after shuffling. The
difference gives importance of that feature. The importance
of features listed in Table III are shown in Fig. 4.

B. Quality cuts

Only well-reconstructed events are used to obtain the
energy spectrum. Quality cuts are used to remove events
with bad reconstruction to reduce error and to improve
accuracy. The passing rate of events for a cut is the
percentage of events surviving that cut and all previous
cuts. Events that pass the two-station trigger conditions
have a passing rate of 100% by definition. The following
cuts are applied to the simulated and the experimental data
to select events for construction of the energy spectrum:

(i) Events must have the tank with the highest charge
inside the infill boundary. This cut is designed to

TABLE III. Features that go into random forest regressions
while training and predicting shower’s core position (x and y
coordinate), zenith angle, and energy. Four separate random
forest regressions are used in this analysis.

Reconstructed
variable Features used

x-coordinate XCOG, YCOG, Xtank, Ytank, Qtank,
cos θplane, logNsta

y-coordinate XCOG, YCOG, Xtank, Ytank, Qtank,
cos θplane, logNsta

Zenith θplane, Ttank, ZSCavg, Qtank, T0, logNsta,
ϕplane, XCOG, YCOG

Energy Qtank, Rtank, cos θreco, logQsum2, logNsta,
logQtotal
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select events with shower cores inside or near the
infill boundary. Passing rate for this cut is 89.5%.

(ii) Events must have cosine of reconstructed zenith
angle greater than or equal to 0.9. These events have
higher triggering efficiency and are better recon-
structed. Passing rate for this cut is 48.1%.

(iii) Events with most of the energy deposited only in
few tanks are removed, as they are likely to be
poorly reconstructed. This cut requires the largest
charge to be less than or equal to 75% of the total
charge and the sum of the two largest charges less
than or equal to 90% of the total charge. Passing rate
for this cut is 36.8%.

The simulation used for this low-energy analysis extends
only to 25.12 PeV [log10ðE=GeVÞ ¼ 7.4]. We have deter-
mined that events with true energies above 25.12 PeV can
be removed by excluding from the data sample events with

more than 42 stations hit and excluding events with a total
charge greater than 103.8 VEM. We found good agreement
between data and Monte Carlo after making these two cuts.
We also excluded events with a total charge less than
0.63 VEM to remove events due to background noise.
The number of events removed with these cuts is negli-
gible (≈0.003%). The final cuts listed here are somewhat
stronger than those used during reconstruction (IVA)
to account for resolution near parameter boundaries. For
example, the cut on zenith angle during energy recon-
struction is cos θ > 0.8.
Figure 5 shows core resolution, zenith angle resolution,

and energy resolution. The core resolution is about 16 m,
the zenith angle resolution is about 4°, and the energy
resolution is about 0.26 for the lowest energy bin [5.4 <
log10ðE=GeVÞ < 5.6]. All three resolutions improve as
energy increases. Resolutions for each energy bin are given
in Table IV of Appendix A. Pointing accuracy, which
involves azimuthal angle as well as zenith angle, is not
relevant for reconstruction of energy, which depends on
slant depth as determined by zenith angle.

C. Bayesian unfolding

One of the challenges that a ground-based detector faces
is to determine the true energy distribution (C, Cause) from
the reconstructed energy distribution (E, Effect). Iterative
Bayesian unfolding [42,43] is used to take energy bin
migration into account and to derive the true from the
reconstructed energy distribution. It is implemented via a
software package called pyUnfolding [44]. This package
also calculates and propagates errors in each iteration.
To unfold the energy spectrum, the detector response to

an air shower is required. The response is determined from
simulations as the probability of measuring a reconstructed
energy given the true primary energy. The information
stored in a response matrix is shown in Fig. 6. Inverting the
response matrix to get a probability of measuring true
energy given reconstructed energy would lead to unnatural

FIG. 4. Feature importance of all features used to predict x and
y coordinates of core position, zenith angle, and energy. Lists of
coordinates of hit tanks (Xtank, Y tank) have the highest feature
importance for core position. The zenith angle assuming a plane
shower front (θplane) has the highest feature importance for zenith
angle. The list of charge on hit tanks (Qtank) has the highest
feature importance for energy.

FIG. 5. Left: Core resolution in meters; middle: zenith angle resolution in degrees; right: energy resolution in unitless quantity. See
Table IV for resolution values.
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fluctuations. Therefore, Bayes’ theorem is used iteratively
to get the true distribution from the observed distribution.
Bayes’ theorem is given by

PðCμjEiÞ ¼
PðEijCμÞPðCμÞPnC
ν PðEijCνÞPðCνÞ

; ð2Þ

where PðCjEÞ is the unfolding matrix, PðEjCÞ is the
response matrix, nC is the number of cause bins, and
PðCÞ is the prior knowledge of the cause distribution. PðCÞ
is the only quantity that changes in the right-hand side of
Eq. (2) during each iteration. The choice of initial prior,
PðCÞ, can be any reasonable distribution, like a uniform
distribution or a normalized distribution of effect
ϕðEÞ=PnE

i ϕðEiÞ where nE is the number of effect bins.
The conventional choice to minimize bias is Jeffreys’ Prior
[45], given by

PJeffreysðCμÞ ¼
1

log10ðCmax=CminÞCμ
:

Each iteration produces a new unfolding matrix PðCjEÞ.
PðCμjEiÞ represents the probability that an effect Ei is a
result of cause Cμ. If the distribution of effect ϕðEÞ is
known then the updated knowledge of the cause distribu-
tion is given by

ϕðCμÞ ¼
1

ϵμ

XnE
i

PðCμjEiÞϕðEiÞ; ð3Þ

with ϵμ ¼
PnE

j PðEjjCμÞ, where in this analysis ϵμ ¼ 1.
ϕðCμÞ in Eq. (3) is used to calculate an updated prior. The
updated prior is given by

PðCμÞ ¼
ϕðCμÞP
νϕðCνÞ

;

which is then used as a new prior in Eq. (2) for the next
iteration. The unfolding proceeds until a desired stopping
criterion is satisfied. In this analysis, a Kolmogorov-
Smirnov test statistic [46,47] of subsequent energy distri-
bution before and after unfolding less than 10−3 is used as
the stopping criterion. It is reached in the twelfth iteration.
Using a new cause distribution (ϕðCÞ) to calculate the

next prior can propagate errors, if any, in each iteration
which might cause erratic fluctuations on the final distri-
bution. To regularize the process and to avoid passing an
unphysical prior, the logarithm of the cause distribution
½ϕðCÞ� is fitted with a third degree polynomial in each
iteration except for the final distribution. The final unfolded
energy distribution is used to calculate the cosmic-ray flux.
The initial reconstructed energy distribution [ϕðEÞ in
Eq. (3)] and the final unfolded energy distribution are
shown in Fig. 7.

D. Pressure correction

The rate of two-station events fluctuates with changes in
atmospheric pressure. If pressure increases, the rate
decreases because the shower is attenuated by having to
go through more mass above the detectors and vice-versa.
At least two factors contribute to the rate fluctuations. At
higher pressure, the signal at ground for a given energy is
smaller. In addition, the shower is more spread out,
decreasing the trigger probability. If the average pressure
during which data were taken is not equal to the pressure of
the atmospheric profile used in the simulation, then the
final flux must be corrected to account for the difference
in the atmospheric pressure between data and simulation.

FIG. 6. Response Matrix calculated from simulation with
Sibyll2.1 as the hadronic interaction model. An element of a
response matrix is a fraction of events in true energy bin
distributed over the reconstructed energy bin. In Bayes’ theorem
of Eq. (2), PðEjCÞ represents a response matrix.

FIG. 7. Energy distribution before and after iterative Bayesian
unfolding. Blue is the reconstructed energy distribution and
orange is the final unfolded energy distribution.
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This correction is applied to the full data sample after
Bayesian unfolding.
The average pressure at the South Pole during data-taking

was 678.27 hPa (data obtained fromAntarcticMeteorological
Research Center). This converts to 691.16 g=cm2 using a
conversion factor 1.019 ðg=cm2=hPaÞ.
The atmospheric density variation is modeled in

CORSIKA with 5 layers. In each layer except the highest,
the overburden TðhÞ of the atmosphere is given by

TðhÞ ¼ aþ b exp

�
−
h
c

�
; ð4Þ

where h is the altitude from sea level. The average
April atmosphere was used for this analysis. The
lowest layer extends up to 7.6 km, for which the parameters
are a ¼ −69.7259 g=cm2, b ¼ 1111.7 g=cm2, and c ¼
766099 cm. With these parameters for IceTop at an altitude
of 2835 m above sea level, TðhÞ is 698.12 g=cm2. This
is ∼1% larger than the average pressure for the period of
data-taking (698.12=691.1).
To address this problem, we selected a shorter data period

(08 January 2017 to 28April 2017) duringwhich the average
pressure was 698.12 g=cm2, the same as that used in the
simulation. The flux from this subset of data is calculated
and compared with the flux for the entire data-taking period.
The flux decreases with an increase in pressure and this
decreasemust be corrected. The correction factor is shown in
Fig. 8 and tabulated in Table V, Appendix A. The correction
shifts the flux down. Errors on the correction factors due to
pressure difference are included in the estimation of the flux
systematic uncertainties.

E. Systematic uncertainties

The major systematic uncertainties, excluding those due
to hadronic interaction models, are due to cosmic-ray
composition, the unfolding method, the effective area,
and the atmosphere. Both individual and total systematic
uncertainties are shown in Fig. 9. The systematic uncer-
tainties due to the hadronic interaction models are not
considered, but results assuming Sibyll2.1 and QGSJetII-
04 as hadronic interaction models are presented separately.
To estimate the uncertainty due to composition, the H4a

model [37,38] (with four groups of nuclei) is used as the
base composition model. The three population fit (Table III
of GST [38]), GSF [48], and a version of the Polygonato
model [49] are used as alternate models. (The original
Polygonato model is extended by the addition of the second
Galactic population B from H4a at high energy and
modified at low energy to combine nuclei into groups as
in H4a.) Since all these models are viable options for
composition, the flux for each model is calculated using the
same response matrix, and the percentage deviation of
the flux from the model for each energy bin is measured.
Additionally, the fractional difference between fluxes
calculated for two extreme zenith bins (0.8 ≥ cos θ ≥ 0.9
and 0.9 ≥ cos θ ≥ 1) is used to calculate the percentage
deviation of flux due to composition systematics as done in
[18]. The maximum spread of all deviations is used as the
uncertainty due to composition.
The pyUnfolding software package calculates the sys-

tematic uncertainty due to unfolding at the end of each
iteration. The uncertainty arises from the limited statistics
of the simulated data set. Evolution of systematic uncer-
tainty after each iteration is saved. In this study, we need 12
iterations before reaching the termination criterion. The
systematic uncertainty for the twelfth iteration is used as the
systematic uncertainty from the unfolding procedure.
The cosmic-ray flux is the ratio of the number of

reconstructed events per logarithmic bin of energy divided

FIG. 8. Percentage deviation of cosmic-ray flux when atmos-
pheric pressure is ∼698 g=cm2 from the flux when pressure is
∼691 g=cm2. This deviation is used as the correction factor to
correct the final flux. The error on the correction factor is used as
the systematic uncertainty due to pressure difference between
average pressure of 2016 South Pole atmosphere and pressure
due to atmosphere profile used in simulation.

FIG. 9. The plot shows the individual systematic uncertainties
for each energy bin. The total systematic uncertainty is the sum of
individual uncertainties added in quadrature.
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by the product of the effective area, exposure time and solid
angle. Uncertainties in exposure time and solid angle are
small compared to the uncertainties from primary compo-
sition and unfolding. Effective area is determined from
simulation as the sampling area used in the simulation
multiplied by the efficiency as a function of primary energy.
Efficiency is the ratio of the number of events that survive
all quality cuts to the number of simulated events. The
points in Fig. 10 give the effective area for each bin of
log(E). The effective area is fitted to an energy-dependent
function of the form:

AeffðEÞ ¼
p0

1þ e−p1ðlogE−p2Þ ; ð5Þ

where p0, p1, and p2 are free parameters. The parameters
of the fit contain uncertainties that are used to estimate the
systematic uncertainty in the effective area. A band around
the effective area fit is shown in Fig. 10 after accounting for
all errors on the parameters. Taking the upper and lower
boundary of the band, the flux is calculated and the
difference in the flux is used as the systematic uncertainty
due to effective area.
The correction factor to account for the atmospheric

pressure difference between data and simulation is shown
in Fig. 8. The uncertainty on the correction factor is used as
the systematic uncertainty due to pressure correction. Also,
the difference in flux due to different temperatures for
constant pressure is used as the systematic uncertainty due
to temperature and is less than 2%. These two uncertainties
are added and the summation is used as the systematic
uncertainty due to the atmosphere.
Snow accumulates over the tanks and the effect of its

absorption is accounted for in the simulation, as described
in [19]. Different snow heights for data and simulation
would cause a systematic shift in the low-energy spectrum.
Experimental data used in this analysis is fromMay 2016 to

April 2017 and the snow height used for simulations is
from October 2016 in the middle of the data sample.
Annual snow accumulation at the South Pole averages
20 cm, so on average differs by less than �10 cm (∼4 cm
water equivalent) over the period of data taking. This range
is symmetric about the snow depth used in the simulation
and is less than half a percent of the total atmospheric
overburden, so no systematic error is assigned.
VEM calibration occurs monthly. Systematic uncertainty

arising from VEM calibration has been studied and is only
∼0.3%. Therefore, systematic uncertainty due to VEM
calibration is ignored.
The statistical uncertainty of the energy spectrum is

small due to the large volume of data. The systematic
uncertainty from the composition assumption is the largest,
while the systematic uncertainties from the unfolding
method, effective area, and atmosphere are relatively small.
The “total systematic uncertainty” is calculated by adding
individual contributions in quadrature and is larger than the
statistical uncertainty. The total systematic uncertainty for
each energy bin is tabulated in Table VI of Appendix A.

F. Flux

Once the core position, direction, and energy of air
showers are reconstructed, and the effective area is known,
the flux is calculated. The binned flux is given by

JðEÞ ¼ ΔNðEÞ
Δ lnEπðcos2θ1 − cos2θ2ÞAeffT

; ð6Þ

whereΔNðEÞ is the unfolded number of events with energy
per logarithmic bin of energy in time T, [θ1, θ2] is the
observed zenith range, and Aeff is the effective area. The
effective area for IceTop events with cos θ ≥ 0.9 is shown
in Fig. 10 and is used to calculate the flux. The live time (T)
is 28548810 s (330.5 days), Δ log10 E is 0.2, and cos θ1 ¼
1.0 and cos θ2 ¼ 0.9.
The all-particle cosmic-ray flux is calculated using

Eq. (6) in the energy range 250 TeV to 10 PeV. The
calculated flux is corrected for pressure difference using
the correction factors shown in Table Vof Appendix A. The
final flux is then compared with the higher energy
measurement of IceCube [19] in the left plot of Fig. 11.
Table VII in Appendix A tabulates the result of the IceTop
low-energy spectrum analysis.
The effect of the hadronic interaction model is not

included in the total systematic uncertainty. Instead, the
same analysis steps were repeated using simulation with
QGSJetII-04 as the hadronic interaction model. The sta-
tistics of the simulation for the analysis with QGSJetII-04 is
only 10% of that for Sibyll2.1 but is sufficient for the
comparison between the two models. The right plot of
Fig. 11 shows the comparison between fluxes assuming
Sibyll2.1 and QGSJetII-04 as hadronic interaction models
and their ratio. The flux assuming QGSJetII-04 is

FIG. 10. Effective area calculated using MC generated with
H4a composition model and Sibyll2.1 hadronic interaction
model. A sigmoid function is used to fit the effective area.
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comparable with the flux assuming Sibyll2.1 at the lower
energy region and is around 20% lower above the knee.
Above a PeV, the proton cross section in Sibyll2.1 increases
with energy somewhat faster than that in QGSJetII-04 [50],
and this may contribute to the lower flux above the knee.
Results assuming QGSJetII-04 as the hadronic interaction
model are tabulated in Table VIII of Appendix A.

V. RESULT AND DISCUSSION

The principal result of this paper is the all-particle
cosmic-ray spectrum from 250 TeV to 10 PeV, covering
the full knee region with a single measurement. Figure 12
makes clear the behavior of the spectrum through the knee
region, with an integral slope of 1.65 below a PeV and a
gradual steepening between 2 PeV and 10 PeV. Lowering
the energy threshold from ∼2 PeV to 250 TeV reduces the
gap between IceTop and direct measurements. This is the
first result using the new two-station trigger. Several
measurements from other experiments with their statistical
uncertainties are compared with the result of this analysis
in Fig. 12.
The final energy spectrum is somewhat higher than the

3-year IceTop spectrum in the overlap region. These two
fluxes are fitted with splines to calculate their percentage
differences at each energy bin of the 3-year IceTop analysis
up to 10 PeV. The flux found from this analysis is within
7.1% of the 3-year IceTop spectrum. The total systematic
uncertainty for the 3-year spectrum is 9.6% at 3 PeV and
10.8% at 30 PeV [19]. Even though the flux is higher, it is
within the systematic uncertainty of the 3-year IceTop
energy spectrum analysis. Both analyses use data collected
by IceTop, so they share systematic uncertainties related to
the detector. However, there are differences in this analysis,

such as the treatment of the pressure correction and the
unfolding that contribute to the systematics. Other impor-
tant differences are in data taking (trigger) and in the use of
machine learning for reconstruction.
Many ground-based detectors have measured the cosmic-

ray flux in overlapping regions of energy. The range of fluxes,
as shown in Fig. 12, reflects systematic uncertainties in the
measurements. Since the cosmic-ray flux follows a steep
power law, a slight difference in energy scale can cause a large
difference in the flux. The IceTop low-energy spectrum
overlaps with the results fromHAWC [8] in the lower energy
region and with KASCADE [12] and Tunka [53] measure-
ments at higher energies. It is higher than the result fromTibet
III [9] and TALE [17]. The low-energy spectrum is also
compared with a direct measurement from ATIC-02 [51].
Perhaps the most relevant for comparison with the present
analysis is Tibet-III, which is a ground-based air shower array
at high altitude with closely spaced detectors. They have
analyzed their data with Sibyll2.1 as well as with an earlier
(pre-LHC) version of QGSJet-01c [54]. They compare two
composition models, proton-dominated (PD) and heavy-
dominated (HD), with the QGSJet interaction model. For
Sibyll2.1 they use HD. The Tibet result plotted in Fig. 12 is
Sibyll2.1 with HD. Based on the Tibet comparison between
HDandPDwithQGSJet, Sibyll2.1with PDwould be 10% to
20% lower, enlarging the difference shown in Fig. 12. The PD
composition of Ref. [9] is similar to that of H4a used in this
paper. It is important to remember that apparent differences
between measurements are amplified by the steepness of the
spectrum. For example, in the energy region below the knee
where the integral spectral index is 1.65 and the ratio of the
two measurements shown in Fig. 12 is≈1.24, a difference in
energy scale of 12% is sufficient to account for the difference.

FIG. 11. Left: The all-particle cosmic-ray energy spectrum using IceTop 2016 data compared to the IceTop measurement at high
energy [19]. Right: The all-particle cosmic-ray energy spectra using simulations with Sibyll2.1 and QGSJetII-04 as hadronic interaction
models. The same analysis as with Sibyll2.1 was repeated with QGSJetII-04. The shaded region in both plots indicates the systematic
uncertainties.
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(Explicit formulas to account for energy scale differences are
given in Sec. 2.5.2 of [55].)
The energy spectrum measured in this analysis fills the

gap between the 3-year IceTop spectrum and the HAWC
measurements. HAWC, with large, contiguous water
Cherenkov tanks, is able to extend its measurement to
much lower energy than IceTop and overlaps in energy with
direct measurements. Its uncertainty band is larger than that
shown for IceTop in part because the uncertainties from
hadronic interactions are included for HAWC but not for
IceTop. Looking ahead, it is worth noting the effect of
updating the cross section of Sibyll2.1 to post-LHC values,
which are smaller above a PeV than the cross section in
Sibyll2.1. With the smaller cross section, simulated show-
ers will penetrate deeper in the atmosphere, so a given size
parameter will correspond to a lower energy, shifting the
spectrum down. (For a comparison of σp-air between
Sibyll2.1 and its post-LHC version, see Ref. [56].)
The TALE experiment, using atmospheric fluorescence

and Cherenkov radiation, covers an energy range from just
below the knee to an energy that overlaps with ultrahigh
energy cosmic rays in the EeV range. Because of the
steeper spectrum above the knee, the effect of any uncer-
tainty in energy scale is amplified more. For example, in the
energy range 3–10 PeV the integral spectral index of TALE
is 2.12, and a 37% difference between the fluxes corre-
sponds to a 16% shift in energy scale.
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HAWC’s energy spectrum analysis [8] use different hadronic interaction models. The shaded region indicates the systematic
uncertainties. The energy spectra from ATIC-02 [51], KASCADE [12], KASCADE-Grande [52], TALE [17], Tibet III [9] and Tunka
[53] are also plotted to compare with the energy spectrum from this analysis.
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APPENDIX A: RESOLUTIONS, CORRECTION FACTOR, SYSTEMATIC UNCERTAINTY,
AND THE FINAL RESULTS

TABLE IV. Quality of reconstruction. The first row shows the core resolution in meters. The second row shows the
zenith resolution in degrees. The third row shows the energy resolution. This is the tabulation of the numbers in
Fig. 5.

log10ðE=GeVÞ 5.4–5.6 5.6–5.8 5.8–6.0 6.0–6.2 6.2–6.4 6.4–6.6 6.6–6.8 6.8–7.0

Core [m] 15.62 13.85 12.03 9.76 8.45 7.76 6.95 6.22
Zenith [deg] 3.95 3.47 2.87 2 .51 1.94 1.95 1.62 1.46
Energy 0.26 0.24 0.20 0.16 0.14 0.12 0.10 0.09

TABLE V. Correction factor on the final flux due to difference in atmospheric pressure between simulation and
2016 data.

log10ðE=GeVÞ 5.4–5.6 5.6–5.8 5.8–6.0 6.0–6.2 6.2–6.4 6.4–6.6 6.6–6.8 6.8–7.0

−7.06 −7.41 −7.64 −7.61 −7.50 −7.73 −8.29 −8.16

TABLE VI. Total systematic uncertainty after adding individual systematic uncertainty in quadrature.

log10ðE=GeVÞ 5.4–5.6 5.6–5.8 5.8–6.0 6.0–6.2 6.2–6.4 6.4–6.6 6.6–6.8 6.8–7.0

Low [%] 7.27 7.64 8.45 7.85 5.43 3.26 3.12 3.07
High [%] 6.54 7.39 3.70 4.53 5.35 4.88 6.43 6.84

TABLE VII. Information related to all-particle cosmic-ray energy spectrum using two stations events. Sibyll2.1 is the hadronic
interaction model assumption. The first column is the energy bin in log10ðE=GeVÞ. The second column is the number of events in
reconstructed energy bins before unfolding. The total number of events in these energy bins is 7,420,233. The third column is the rate of
events before unfolding calculated by dividing the second column with live time. The fourth column is the unfolded rate. The fifth
column is the all-particle cosmic-ray flux calculated from the unfolded rate. The remaining columns are the statistical uncertainty, the
lower systematic uncertainty, and the upper systematic uncertainty in the flux, respectively.

Rate Unfolded rate Flux Stat. err Sys low Sys high

log10ðE=GeVÞ Nevents [Hz] [Hz] [m−2 s−1 sr−1]
5.4–5.6 3,301,846 1.16 × 10−1 1.27 × 10−1 2.11 × 10−5 1.76 × 10−8 1.53 × 10−6 1.38 × 10−6

5.6–5.8 2,034,816 7.13 × 10−2 8.25 × 10−2 9.79 × 10−6 1.26 × 10−8 7.48 × 10−7 7.24 × 10−7

5.8–6.0 1,120,920 3.93 × 10−2 4.70 × 10−2 4.81 × 10−6 9.26 × 10−9 4.06 × 10−7 1.78 × 10−7

6.0–6.2 527,453 1.85 × 10−2 2.33 × 10−2 2.26 × 10−6 5.51 × 10−9 1.77 × 10−7 1.02 × 10−7

6.2–6.4 238,890 8.37 × 10−3 1.05 × 10−2 9.99 × 10−7 3.20 × 10−9 5.42 × 10−8 5.34 × 10−8

6.4–6.6 124,673 4.37 × 10−3 4.66 × 10−3 4.39 × 10−7 2.10 × 10−9 1.43 × 10−8 2.14 × 10−8

6.6–6.8 52,619 1.84 × 10−3 1.97 × 10−3 1.84 × 10−7 1.35 × 10−9 5.73 × 10−9 1.18 × 10−8

6.8–7.0 19,016 6.67 × 10−4 7.66 × 10−4 7.15 × 10−8 7.62 × 10−10 2.19 × 10−9 4.89 × 10−9
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APPENDIX B: EXPERIMENTAL DATA AND COMPARISON WITH SIBYLL2.1 SIMULATION

TABLE VIII. Information related to all-particle cosmic-ray energy spectrum using two stations events. QGSJetII-04 is the hadronic
interaction model assumption. Refer to Table VII for detail description of each column.

Rate Unfolded rate Flux Stat. err Sys low Sys high

log10ðE=GeVÞ Nevents [Hz] [Hz] [m−2 s−1 sr−1]
5.4–5.6 3,476,123 1.22 × 10−1 1.15 × 10−1 2.11 × 10−5 1.34 × 10−8 3.58 × 10−6 2.06 × 10−6

5.6–5.8 2,731,596 9.57 × 10−2 7.71 × 10−2 9.06 × 10−6 7.32 × 10−9 1.17 × 10−6 8.73 × 10−7

5.8–6.0 1,243,001 4.35 × 10−2 4.54 × 10−2 4.48 × 10−6 5.35 × 10−9 6.46 × 10−7 3.90 × 10−7

6.0–6.2 484,928 1.70 × 10−2 2.33 × 10−2 2.18 × 10−6 4.22 × 10−9 3.43 × 10−7 1.96 × 10−7

6.2–6.4 269,906 9.45 × 10−3 1.05 × 10−2 9.62 × 10−7 2.37 × 10−9 1.23 × 10−7 7.76 × 10−8

6.4–6.6 107,815 3.78 × 10−3 4.10 × 10−3 3.74 × 10−7 1.25 × 10−9 3.46 × 10−8 2.97 × 10−8

6.6–6.8 48,760 1.71 × 10−3 1.69 × 10−3 1.53 × 10−7 8.37 × 10−10 1.21 × 10−9 1.41 × 10−8

6.8–7.0 18,932 6.63 × 10−4 6.87 × 10−4 6.23 × 10−8 5.69 × 10−10 4.47 × 10−9 4.47 × 10−9

FIG. 13. Histograms of the shower center of gravity from experimental data and simulation. The left plot is the x-coordinate and the
right plot is the y-coordinate of shower cores. Peaks seen in both histograms are due to a larger number of tanks around that x or y
coordinate. Refer to Fig. 1 for positions of all tanks.

FIG. 14. Histograms of zenith angle (left) and azimuth angle (right) calculated assuming plane shower front.
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FIG. 15. Left: Histograms of time difference of hits on each tank with respect to the first hit. Time of hits on each tank of an event is
listed and sorted in ascending order. The time difference is with respect to the first hit. Time on hit tanks has high feature importance
while reconstructing zenith angle. Right: Histograms of reconstructed zenith angle for experimental data and simulation. Cosine of
reconstructed zenith angle is the third most important feature while reconstructing energy.

FIG. 16. Left: Histograms of charge deposited on hit tanks. Charge on tanks has a high feature importance while reconstructing shower
energy. Charge less than 0.16 VEM on a tank is considered due to background noise. Right: Histograms of the distance of hit tanks from
the reconstructed shower core. The distance is divided by a reference distance of 60 m. The list of distance of hit tanks from the core has
high feature importance while reconstructing shower energy.
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