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Abstract

Computational quantum chemistry provides fundamental chemical and physical in-
sights into solvated reaction mechanisms across many areas of chemistry, especially
in homogeneous and heterogeneous renewable energy catalysis. Such reactions may
depend on explicit interactions with ions and solvent molecules that are nontrivial
to characterize. Rigorously modeling explicit solvent effects with molecular dynamics
usually brings steep computational costs while the performance of continuum solvent
models such as polarizable continuum model (PCM), charge-asymmetric nonlocally
determined local-electric (CANDLE), conductor-like screening model for real solvents
(COSMO-RS), and effective screening medium method with the reference interaction
site model (ESM-RISM) are less well understood for reaction mechanisms. Here, we
revisit a fundamental aqueous hydride transfer reaction—carbon dioxide (CO5) reduc-
tion by sodium borohydride (NaBH,)—as a test case to evaluate how different solvent
models perform in aqueous phase charge migrations that would be relevant in general to
renewable energy catalysis mechanisms. For this system, quantum mechanics/molecular
mechanics (QM/MM) molecular dynamics simulations almost exactly reproduced en-
ergy profiles from QM simulations, and the Na™ counterion in the QM /MM simulations
plays an insignificant role over ensemble averaged trajectories that describe the reaction
pathway. However, solvent models used on static calculations gave much more variabil-
ity in data depending on whether the system was modeled using explicit solvent shells
and/or the counterion. We pinpoint this variability due to unphysical descriptions of
charge-separated states in the gas phase (i.e., self-interaction errors), and we show that
using more accurate hybrid functionals and/or explicit solvent shells lessens these er-
rors. This work closes with recommended procedures for treating solvation in future

computational efforts in studying renewable energy catalysis mechanisms.



Introduction

Energy consumption across the world has increased on average by 1.6 % every year since
2008, and this annual increase is approximately equal to what the United Kingdom uses
each year.! Sustainability concerns thus drive research in renewable energy catalysis based
on enzymes? or (photo-)electrochemistry,®* and reaction mechanisms for these processes
often involve the intricate participation of solvent molecules and ions that are nontrivial to
model.®

Computational quantum chemistry (QC) allows reliable predictions of these reaction
mechanisms, but rigorously treating the dynamic nature of electrolytes with quantum me-
chanics (QM) based molecular dynamics® or quantum mechanics/molecular mechanics (QM /MM)
sampling procedures” can bring high computational costs when investigating viable chemical
reaction pathways in solvents. Alternatively, continuum solvent models (CSMs) such as the
conductor-like screening model for real solvents (COSMO-RS),® conductor-like polarizable
continuum model (CPCM),? effective screening medium method with the reference interac-
tion site model (ESM-RISM), ! and charge-asymmetric nonlocally determined local-electric
(CANDLE) ! have been developed to allow computational investigations with far greater
efficiency. The reliability of these methods, even when used with small numbers of explicit
solvent molecules, is still a topic of ongoing research. 271 See Ref. 16 for a recent review on
applying continuum and explicit approaches to describe solvation and field effects in first-
principles electrochemistry. However, no report has yet shown a systematic and comparative
assessment of all these methods on the same reaction mechanism.

Reduction of carbon dioxide (CO,) into renewable fuels and chemicals remains a key
process in renewable energy catalysis.!™!® Grice et al. experimentally demonstrated that
sodium borohydride is sufficiently hydritic to reduce CO, even in aqueous solutions.!® We
previously used this system to computationally study model sensitivities in this fundamental

20,21

charge migration process using static and dynamic?? calculation schemes. For static

calculations, Groenenboom and Keith obtained explicit solvating environments with high



temperature Born-Oppenheimer molecular dynamics (BOMD) simulations with 70 water
molecules to analyze borohydride hydrolysis mechanisms without any a priori assumptions. 2!
These automatically predicted reaction events were followed with generalized solid-state
nudged elastic band (g-SSNEB) calculations to automatically predict the reaction’s minimum
energy pathway.?® The g-SSNEB images were then be decomposed into subsystems of atoms

that delineated the first explicit solvent shell with or without the local counterion (see Figure

1).

Figure 1: Illustrations of the four g-SSNEB subsystems studied in this and prior work.?' The
smallest subsystem contains only the molecules directly participating in the reaction: BH,,
CO,, and H,O (surrounded by a solid gray line). This subsystem can also include a Na™
counterion shown with a dashed gray circle. The remaining two subsystems involve the first
explicit solvent shell with the reacting molecules and the corresponding solvent molecules
coordinated to the Na™ counterion.

Without the first explicit solvent shell or the counterion present, solvation model based on
density (SMD)?* and conductor-like screening model (COSMO)?® could not accurately pre-
dict local solvent contributions to the reaction energies. Computationally intensive potential
of mean force (PMF) calculations using QM simulations along the same reaction coordinate
as the g-SSNEB calculation provided rigorous, dynamic insights into the reaction.?? It was
found that free energy profiles were sometimes in good agreement with reaction energies
from static calculations as long as one of the endpoints for the g-SSNEB pathway was not
trapped in a metastable state.

Several unanswered questions remain that could help provide insight into how to best



model catalytic reaction mechanisms under solvating conditions. For example, how different
are costly QM simulations compared to larger, more efficient QM/MM simulations that
may or may not include the explicit counterion? Furthermore, semiempirical QM methods
(e.g., GFNn-xTB?%) have recently been designed to efficiently predict equilibrium structural
properties involving atoms across the entire periodic table. Rapid QC models would provide
tremendous cost advantages for thorough sampling of molecular configurations, but it is also
not clear how well they would perform in solvated reaction mechanisms.

CSMs have a variety of mathematical implementations for solute cavities and solute-
solvent interactions!® ranging from electrostatic interactions with a dielectric or conduct-
ing cavity (including SMD, CANDLE, COSMO and COSMO-RS) to ones that incorporate
solvent structure (such as ESM-RISM). Some CSMs are more complex (e.g., CANDLE,
COSMO-RS, and ESM-RISM) than others in terms of formulations and/or applications.
Thus, open questions include: how differently do these approaches perform for a single reac-
tion mechanism study, and how do these perform in a fundamental hydride transfer reaction
mechanism?

Finally, we wanted to address the importance of explicit solvent methods in reaction
mechanism studies. Can a reaction be reliably modeled using automatable procedures using
a system described by a few explicit solvent molecules and little to no a priori expectation
for what intermediate and product states will form? These scientific questions guided our
collaborative effort that spanned multiple research groups. To help advance understanding
of these calculations, the supporting information (SI) provides extensive documentation and

output files to allow the reproduction of this work for further study and training purposes.



Methods

QM /MM molecular dynamics simulations

QM /MM molecular dynamics (QM/MM MD) simulations were performed in GAMESS?” and
umbrella sampling was used to sample along the aqueous phase reaction.! Simulations were
performed with the spherical boundary condition surrounded by 285 to 290 water molecules
to form a water sphere with a 11 A radius. A harmonic restraint potential with a force
constant of 2.0 keal /mol /A2 (0.087 eV /A?) was applied to keep the volume of sphere constant.
The QM and MM regions were described with wB97X-D/6-31G(d)?®?® and TIP5P*° water
model, respectively. The simulation temperature of 300 K was kept constant by the Nosé—
Hoover thermostat in the NVT ensemble. A 20 ps equilibration was performed on each
window with a time step of 1 fs; production runs of over 50 ps were continued from the final
equilibration structures. The PMF from the umbrella samplings were obtained using the

weighted histogram analysis method (WHAM).3!

Static cluster calculations

Explicitly solvated structures were obtained from our previous work?' where QM BOMD

simulations under periodic boundary conditions using the PBE exchange correlation func-

132 d33,34

tional®® and the projector augmented wave (PAW) metho at high temperatures pro-
vided reactant and product structures that were later used for g-SSNEB optimizations at 0
K. Note that structures for all reaction steps in the mechanism are modeled using the same
number of atoms. This causes contributions arising from ideal gas, rigid rotor, harmonic
oscillator (IGRRHO) approximations to generally cancel out on a relative scale.

Gas-phase electronic energies were calculated using using ORCA 4.2.0.3%36 The cclib

package3” was used to parse data from calculations when possible. We compared differ-

!'Note: Certain commercial materials are identified in this paper to foster understanding. Such identifica-
tion does not imply recommendation or endorsement by the National Institute of Standards and Technology,
nor does it imply that the materials or equipment identified is necessarily the best available for the purpose.



ent exchange-correlation functionals including the PBE and BP863%3? generalized gradient
approximation (GGA) functionals, the BSLYP hybrid functional,3*192 the wB97X range-
separated hybrid functional,?® and the domain-based local pair natural orbital approach,
DLPNO-CCSD(T) calculations.*® For Kohn-Sham density functional theory (DFT) calcula-
tions we compared the performance of the Ahlrichs basis sets,* mostly using the relatively
small def2-SVP and larger def2-TZVP basis sets, while the def2-QZVPP basis set was used
for DLPNO-CCSD(T). We also compared the above calculations to high quality complete
basis set (CBS) extrapolated CCSD(T)* as implemented in ORCA. 4647 Two-point extrapo-
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lation using cc-pVTZ and cc-pVQZ basis sets were used with an alpha and beta of 5.460

and 3.050, respectively.®%:5!

Since DFT explicitly neglects dispersion interactions, atom-pairwise dispersion correc-
tions using the Becke-Johnson damping scheme (D3BJ)®23% were used. DFT calculations
also used the ‘tight’ self-consistent field (SCF) convergence criteria, and the Lebedev-302
angular grid with 4.67 general integration accuracy (Grid4) as defined in ORCA. The RI-J
approximation with def2/J basis set®® were included for PBE and BP86 calculations (de-
fault in ORCA); this approximation was confirmed to have a negligible effect on the accuracy

when modeling g-SSNEB subsystems. GFN1-xTB?% and GFN2-xTB% gas-phase electronic

energies were computed with xtb package.?®”

Solvation energy calculations

Solvation energies from CSMs were calculated as the difference between liquid- and gas-phase
electronic energies at the same level of theory. All CSMs use default parameters for water
unless specified otherwise. Energies from CPCM? and SMD?* were calculated using ORCA.
We also compared these results to solvation energies obtained using wB97X-D /def2-TZVP
calculations with the polarizable continuum model (PCM)®® as implemented in Gaussian
16 Rev. C.01.% CANDLE solvent model!! calculations with a 1.0 mol/L electrolyte were

from the JDFTx 1.5.0 code.%° CANDLE determines the solvation cavity from a convolution



of the solute and solvent electron densities,®" and it accounts for the variation of solvation
cavity with solute charge. The combination of nonlocal cavity determination with charge
asymmetry enables accurate solvation of neutral solutes, cations and anions within a single

parameterization. !

The BIOVIA COSMOtherm 2020 package%? was used to perform COSMO-RS computa-
tions using approach-specific BP/TZVP/COSMO and BP/TZVPD/FINE levels® for water,
0.1 mol/L, and 1.0 mol/L. NaBH,. The QC COSMO calculations® were performed with the
Turbomole code.% Single-point energy calculations used BP86 with the def-TZVP and def2-
TZVPD basis sets, % respectively. For a justification for the choice of functional and basis
set used for the COSMO approach, see Ref. 67. To calculate the molecular surfaces, the
default radii from COSMO,% as implemented in the Turbomole program package, were
used. Further details of the DFT/COSMO calculations with Turbomole are given in Ref.
64. The screening charge surfaces of the solvent molecules on the BP/TZVP/COSMO and
BP/TZVPD/FINE levels were taken from BIOVIA COSMObase 2020,% a database of pre-
computed COSMO surfaces.

ESM-RISM calculations were carried out using plane-wave basis sets within the ultra-
soft pseudopotential framework ™™ implemented in Quantum ESPRESSO code (PWSCF
6.1).7" The cut-off energies for wave functions and augmented charges were 40 Ry (544.23
eV) and 320 Ry (4353.82 eV), respectively. Only the gamma point was used for k-point sam-
pling. A box size of 30 x 30 x 30 A3 was used for the unit cells. The spin-unpolarized PBE
exchange-correlation functional was used. Aqueous NaBH, solution at a temperature of 298
K was represented by the RISM. Concentration of HyO solvent was 1.0 cm?/g (55.6 mol/L),
and 0.1 mol/L or 1.0 mol/L was used as the concentration of NaBH, salt. In the ESM-RISM
calculation, both sides of z-direction of unit cells were expanded by 31.75 A. The relationship
between DFT and expanded cells are found in Ref. 74. The cut-off energy for the reciprocal
representation of RISM equation was 160 Ry (2176.92 eV). To solve the RISM equation,

the Kovalenko and Hirata type closure function was used,” and the solvation free energy



was calculated using the Gaussian fluctuation method. 1.0 x 107% Ry (1.36 x 107" V) was
used for convergence criteria of correlation functions in the RISM equation. Lennard-Jones
(LJ) type classical force field was used, and the LJ parameters and charges used for RISM

74,76-79

calculations were selected from literature as listed in Table S1. LJ parameters for the

heterotype atomic pairs were determined by simple-combination rules.

Growing string method calculations

Single-ended®® and double-ended®! GSM®? calculations were performed with the molecu-
larGSM package.®® A gradient convergence tolerance of 1 x 10~* kcal /mol/A (4.336 x 10~°
eV/A), intermediate detection of 2.0 keal /mol (0.087 ¢V), and maximum of 30 nodes were
used. GSM energy and gradients were from ORCA and employed B3LYP-D3BJ/def2-SVP,
tight SCF convergence, and Grid4. All driving coordinates (e.g., breaking one of the B—H
bonds and forming a H—C bond) were enumerated over and its products categorized. Initial
structures for single-ended GSM calculations were found by using a multistep procedure.
First, the lego module in ABCluster 1.5.18%% was used with ORCA BP86-D3BJ/def2-SVP
optimizations (with RI-J approximation) was used to identify between 20 and 25 candidate
structures. Structures that appeared visually different were optimized and confirmed to be a
stationary point once hessian calculations using the same model chemistry mentioned above
resulted in no imaginary frequencies. The structure coinciding with the lowest electronic

energy was then selected for single-ended GSM calculations.

Results and Discussion

Comparisons of QM and QM /MM simulations

Our previous study used QM simulations to predict free energy profiles for CO4 reduction by
BH, in explicit aqueous solution that contained a Na' counterion.?> We now present data

using QM /MM that are much faster, but require some additional technical expertise to run.

9



Figure 2 shows a comparison of the QM and QM /MM pathway along the same collective

variable (g-SSNEB is also provided). The differences in solvated reaction energies for QM
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Figure 2: Comparison of QM (PBE/DZVP and GTH pseudopotentials with 70 water
molecules)? and QM/MM MD potential of mean force calculations. The mean absolute
error was 0.03 eV with wB97X-D/6-31G* QM description and 285 TIP5P water molecules.
Counterion exclusion insignificantly affects PMF energies.

and QM /MM simulations were quite small which can be attributed to the classical solvent
description. For other reaction mechanism studies, the saved cost of QM/MM should be
used to explore more reactions, longer simulations (sampling), or higher levels of theory. 8¢:87

Since species involved in a charge migration may be anionic as is the case here, it might
be necessary under periodic boundary conditions to include a counterion for charge com-
pensation. Furthermore, in previous work involving static calculations the cation appeared
to play a very significant role in stabilizing reaction intermediates.?! However, when using
QM simulations, the Na® was found to exhibit Brownian motion, indicating that it may
not have a significant stabilizing influence on dynamic time scales. The QM /MM approach
used here is not run under periodic boundary conditions, so using a neutral charged system
is also not necessary. QM /MM simulations without the counterion were found to predict
effectively the same energy profile with a mean absolute deviation to QM /MM simulations
with the counterion of only 0.02 eV. Thus, we confirm for this system, and likely others, that

a counterion should not be needed in dynamic simulations since the role of a counterion is

compensated with the stabilizing interactions with solvent molecules over the course of the

10



simulation trajectories. However, below we will more deeply investigate the impact that the

counterion has when using static calculations with and without surrounding explicit solvent

shells.

Gas-phase electronic energies

We created a benchmarking data set consisting of g-SSNEB subsystem structures containing
the reacting molecules with and without the counterion and single-ended GSM pathways (a
total of 16 structures). Errors were calculated relative to CCSD(T)/CBS energies and are

presented in Figure 3.

1.0

Mean Absolute Error (eV)

Figure 3: Errors in relative gas-phase electronic energies for reacting molecules (i.e., energy
differences of the transition states, intermediates, and products from the reactants) bench-
marked against CCSD(T)/CBS calculations. Mean absolute errors of relative energies with
standard deviation error bars are presented. All DFT calculations use the def2-TZVP basis
set and D3BJ dispersion corrections. DLPNO-CCSD(T) uses def2-QZVPP.

We found that GFN1- (MAE = 0.66 ¢V) and GFN2-xTB (MAE = 0.57 eV) were con-
siderably inaccurate for these particular boron-containing systems, which is not unexpected
since these semiempirical methods were developed for rapid calculations of geometries, vi-

brational frequencies, and non-covalent interactions. > Thus, we caution against using these

11



methods outside of their intended use. The GGA PBE and BP86 functionals had the next
largest MAEs, 0.18 and 0.17 eV, respectively. The hybrid BSLYP (MAE = 0.10 eV) and
the range-separated hybrid wB97X (MAE = 0.03 V) performed the most accurately of the
tested DFT approaches. In this particular data set, the DLPNO-CCSD(T) results were
slightly less accurate than wB97X-D3BJ results.

This general trend in accuracy of these QC methods agrees with more extensive bench-
marking studies that examined thermochemistry, isomerization, non-covalent interaction
data sets.® Since wB97X-D3BJ/def2-TZVP provided the best balance between high ac-
curacy (relative to CCSD(T)/CBS extrapolations) with reasonably lower cost, its results

will be used for gas-phase energy contributions in all solvated reaction energies.

Continuum solvent model predictions

As explained above, we used molecular clusters from previous g-SSNEB calculations?!' to
represent static structures within an explicitly solvated system. The reaction pathway cal-
culation found two sequential barrier heights that result in a reactant state (R), the first
transition state (TS1), a metastable intermediate state (I), a second transition state (TS2),
and a product state (P). Note that this specific pathway reflects just a single configuration
of surrounding water molecules and a nearby counterion, and thus it only represents one (of
likely very many) possible reaction pathways that would be possible at ambient conditions.
The aim of this section is not to determine the true pathway, but rather to assess how different
solvent models reproduce explicit solvent and counterion interactions. Thus, no structures
are optimized after removing explicit water molecules to keep the same reactant and coun-
terion configurations throughout all subsystems. While the systems could no longer be in
true minima or saddle points, the solvation energy contributions can be directly compared.
Modeling the pathway with optimized structures and CSMs is shown later. Additionally, a
harmonic estimation of the tunnelling cross-over temperature for this process® showed that

nuclear tunneling is unlikely to play a significant role at the considered temperatures.
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Solvated reaction energy profiles using wB97X-D3BJ/def2-TZVP gas-phase energies and
SMD, CPCM, CANDLE, COSMO-RS Fine, and ESM-RISM contributions are shown here.
Data using PCM and LinearPCM methods (the latter calculated using JDFTx) were found
to be generally similar and are included in the SI. We note that the ionic strength used in

the CSM did not play a large role in this reaction pathway.
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Figure 4: Comparison of solvated reaction energy profiles using SMD, CPCM, and CANDLE;,
COSMO-RS Fine, and ESM-RISM (points) compared to the fully explicit g-SSNEB reaction
pathway using periodic PBE-PAW calculations (grey line) from Ref. 21. Data points rep-
resent the sum of the wB97X-D3BJ/def2-TZVP gas-phase electronic energies and solvation
energy contributions from the specified solvent model. Reaction energies are shown for (A)
just the reacting molecules, (B) the reacting molecules with the Na™ counterion, (C) the
reacting molecules with the surrounding first solvent shell, and (D) the reacting molecules,
the Na™ counterion, and the first solvent shell including solvent molecules closest to the
counterion.

Calculations for all g-SSNEB subsystems are shown in Figure 4. Illustrations of the g-
SSNEB subsystem reactant state are shown above each graph, but the numbers of spectator

water molecules are not equivalent to the actual system in 4C and 4D which are 21 and 37,
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respectively. Figure 4A shows results using just reacting molecules (system charge of —1)
solvated in a CSM. As was found previously,?! CSMs struggle to predict all local and bulk
contributions; particularly as the reaction pathway proceeded forwards toward products as
the hydride migrated from the middle of the cluster to the CO, for HCOO . SMD, CPCM,
and CANDLE could not clearly identify the I state and resulted in qualitatively similar
energy profiles. Furthermore, the error in the P state when using CPCM was so large
that the overall reaction energy was predicted to be 0.2 €V uphill, while the explicit model
(g-SSNEB) suggested that the overall process would be downhill by more than 0.8 eV. In
contrast, COSMO-RS Fine and ESM-RISM predictions for the reaction pathway were more
accurate (i.e., resembles the g-SSNEB explicit energies) than the other CSMs. While SMD,
CPCM, and CANDLE found monotonically increasing reaction energies from TS1 to TS2,
COSMO-RS Fine showed these three structures all resulted in about the same energy. We
note that COSMO-RS (BP/TZVP/COSMO parametrization) followed the same qualitative
reaction trend as COSMO-RS Fine, but the former was consistently higher in energy by
almost 0.2 eV. ESM-RISM provided the best agreement with the reaction energies, and it
was the only model to find the I state to be lower in energy than the TS1 state. However,
ESM-RISM also resulted in the TS2 state being lower in energy. Based on this, one can
see that CSMs should not be blindly trusted to predict reaction pathways with minimal
information (i.e., no explicit solvents and counterion), but COSMO-RS and ESM-RISM are
preferable.

Figure 4B shows results using the reacting molecules with the explicit Na® counterion
present. Including the counterion causes all of the structures to be neutral, and this would
be expected to significantly impact the results from the solvent models. In these cases, the
relative energetics for the solvated reactions are lowered with respect to the R state. SMD,
COSMO-RS Fine, and ESM-RISM all resulted in similar energies, and these models rather
accurately reproduce the overall thermodynamics for this process. CPCM and CANDLE

now do a better job recreating the relative energies of TS1, I, and TS2, but the energies of
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the P states are only slightly lowered with respect to data in Figure 4A. One can see that the
SMD, COSMO-RS Fine, and ESM-RISM do an excellent job recreating the local and bulk
solvation energy contributions for the R and P states, but they all result in overly stabilized
TS1, I, and TS2 states. In general, we see that adding just a counterion into a system with
any solvent model does not systematically improve all of the states in the reaction pathway.

Figure 4C shows results when the reacting molecules are surrounded by an explicit sol-
vent shell without a counterion. As with Figure 4A, all the system charges here are —1.
Interestingly, almost all the solvent models resulted in systematically destabilized reaction
states except for ESM-RISM. ESM-RISM is the only case that accurately modeled the P
state (as well as the I state), but the energies for TS1 and TS2 follow a similar qualitative
trend as seen in Figures 4A and 4B. From this, we conclude that adding the first solvent
shell (but not a counterion) can improve CSM predictions, but not always.

Figure 4D shows results when the reacting molecules are surrounded by an explicit solvent
shell along with a counterion and its nearby solvent molecules. Thus, the solvent models here
are only treating bulk solvent effects. The salient points here are that all solvent models now
at least qualitatively capture the same effects as the fully explicit solvent model. Another
interesting point is that the overall reaction energies are more accurately calculated using
other CSMs rather than COSMO-RS Fine and ESM-RISM. Some CSMs can adequately
perform relative energetics for molecular clusters, but the accuracies in the solvation energies
can vary by about £0.2 eV when modeling transition states for these hydride migration
processes.

We show these data as clear evidence that there will be at least a moderate degree of
uncertainty (estimated to be about 0.2 to 0.3 €V) in static calculations representing any
reaction state treated with any solvent model, even when error cancellations across relative
energetics across the same model are accounted for. In general, all solvent models exhibited
difficulties when characterizing the the same TS2 state as found in the explicit g-SSNEB

model. We note that this energy barrier is quite small (0.13 eV in the g-SSNEB calculation
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and only 0.05 €V in the BOMD PMF simulation) and would make it non-existent.

The system representation can be expected to significantly impact reaction energy pro-
files for solvated reactions. Minimal systems (i.e., no counterion or solvent shells) prove
challenging for CSMs; some do perform moderately well, but are generally unreliable. Some
(e.g., ESM-RISM) perform better than others; however, its performance could be due to ex-
plicitly accounting for specific molecular species in the reaction through the LJ parameters.
From a pragmatic standpoint, it appears that the CSMs are most reliable when local solvent
and counterion effects are treated explicitly. Thus, both are intriguing options for work in
catalysis applications for renewable energy in the future, particularly since both are very

promising for studying mixed and ionic solvent systems as well. %

Continuum solvent model functional dependence

Many CSMs are parameterized to efficiently predict experimental solvation energies based on
electronic densities from relatively low levels of theory and small basis sets. %! However, such
methods are usually insufficient for modeling gas-phase reactions and could bring errors
larger than 0.2 eV.%? This is why the current conventional wisdom is to use Eiq — Egas
for solvation energy predictions with low levels of theory but highly accurate gas-phase
energies. However, there is no guarantee that SCF errors in solvation energy calculations
will always cancel. Figure 5 represents the span of possible solvated reaction energies when
using accurate wB97X-D3BJ/def2-TZVP gas-phase electronic energies with different CSM
predictions from various levels of theory. Data for all g-SSNEB subsystems solvation energy
predictions with respect to its functional are provided in the SI (Figure S8).

There appears to be only a small sensitivity on the underlying QM approach when using
SMD and CPCM models with just the reacting atoms (5A). However, differences between
PBE and wB97X becomes much larger (0.5 eV) when the Na™ counterion is included. In
general, the presence of the counterion (Figures 5B and 5D) increases instabilities (relative to

Figures 5A and 5C, respectively) of solvation energy predictions. However, since sensitivities
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Figure 5: Sensitivities of SMD and CPCM to DFT functionals (PBE, BP86, B3LYP, and
wB97X). Each point represents wB97X-D3BJ/def2-TZVP energies as shown in Figure 4.
Vertical lines represent the span of energies possible when using solvation energies predicted
with different levels of theory. Energies are shown for the (A) reacting molecules, (B)
reacting molecules and counterion, (C) reacting molecules and solvent shell, (D) and reacting
molecules, counterion, and solvent shell.

decrease from Figure 5B to 5D, it appears that the explicit solvent shell brings a stabilizing
effect to the underlying electronic density treated by the solvent model. To probe this,
molecular charges using the charges from electrostatic potentials using a grid-based method
(CHELPG) scheme on the BHg, CO,, H,O, Na™, and hydride (H) fragments using PBE and
wBI7X are shown for gas (Figure 6A) and liquid phase (Figure 6B). Gas-phase molecular
charges for all g-SSNEB subsystems are shown in the SI (Figures S9 and S10). There are
significant CHELPG charge deviations for BH; and Na in the gas phase (Figure 6A) that
are not present in the liquid phase (Figure 6B). This shows that the consistently large span
of values shown by vertical lines shown in Figure 5B are due to errors when modeling the R

state.
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Figure 6: Molecular charges (from CHELPG) for reactants and counterion during the hydride
transfer in (A) gas and (B) liquid phase (water as described CPCM). Charges from electron
structure calculations using wB97X is shown with solid lines while PBE is with dashes.
Significant charge deviations in Na and BHj3 are observed in the gas phase reactant state,
but they become corrected when using the CPCM solvent model.

A thermodynamic cycle can be used to decompose energy contributions into gas- and
liquid-phase binding energies and solvation energies of the two chemical species. The gas-
phase binding energy of Na' to the reactants is significantly higher (by —0.371 eV) than
wBI97X; indicating the solvation energy errors are primarily due to DF'T electronic structure
contributions in PBE calculations. An analysis of the thermodynamic cycle is presented in
the SI (Figure S1 and Table S2).

Charge-separated states are notoriously challenging to model with DFT.% GGA function-
als are known to exhibit substantial self-interaction errors while hybrid DFT functionals have
less. By distancing Na* from BH,, we probed the behavior of PBE and wB97X function-

als when treating the charge separation. As the distance between the two charges becomes
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greater, the charges become primarily electrostatic in nature. We added 1 A increments to
the Na' Cartesian coordinates and recalculated the molecular charges. Figure 7A shows a

significant difference in the two charged species. At the initial separation of 7.5 A, BH, and
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Figure 7: (A) CHELPG atomic charges for chemical species with respect to B-Na distance.
(B) Large errors in PBE atomic charges cause significant differences in gas-phase binding
energy due to self-interaction error. This carries over into the solvation free energy error as
shown on the secondary y axis.

Na' molecular charges are around 0.26 less in PBE than wB97X. As the distance between
BH, and Na' increases, the charge differences grow until they converge to the same value
at a distance of 13.5 A.

The consequences of these errors are shown in Figure 7B. The gas-phase binding energy
error grows larger as the counterion is placed farther away, and this is carried over to solvation

energy predictions. Once the counterion is far enough way (13.5 A) the charges become
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minimally interacting and PBE no longer overpredicts solvation energies by over 0.5 eV.
This trend is actually analogous to results found by Carter and coworkers, where DFT
functionals containing less than a threshold amount of exact exchange resulted in overly
delocalized electron densities and qualitatively incorrect electronic states.®® As a result,
hybrid functionals are generally more reliable at avoiding self-interaction errors that can

indirectly impact solvation energy predictions.

Single-ended reaction exploration

Computationally modeling the reaction using g-SSNEB with 70 explicit water molecules
requires substantial computational resources. Single-ended GSM calculations with a few
explicit solvent molecules, for example, can explore reaction space and provide preliminary
results before embarking on fully explicit studies. Reaction predictions presented in this
section represent the recommended technique for modeling a solvated reaction mechanism
using a CSM: all structures are optimized and confirmed to be either a minimum or saddle
point. The methods section above briefly mentions a multistep procedure (explained in
more detail elsewhere'?) to automate reaction discovery with minimal bias. All iterations
of driving coordinates (e.g., breaking one of the B—H bonds and forming a H—C bond) are
needed to completely sample pathways from an initial structure. Final structures are thus
minimally biased and they require no additional computational effort to determine.

A variety of products were observed from single-ended GSM calculations of the same
reactant state. Figure 8 shows two pathways that resulted in formate (the same product
found by the g-SSNEB calculation). GSM pathways resulting in formic acid are in the SI.
Note that formate was only observed in GSM calculations when the Na' counterion was
present. Predicted barrier heights and thermodynamics for the two reactions span a wide
range of values in Figure 8A. CANDLE predicts the same rate-limiting energy barrier as
the explicit g-SSNEB pathway did, while the COSMO-RS Fine and ESM-RISM predictions

differ by 1 eV. However, adding a single spectator water molecule in the single-ended GSM
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Figure 8: Single-ended GSM pathways that result in formate (BH3;0H, + HCOO ") with (A)
one and (B) two spectator water molecules. Both systems include a Na™ counterion. Points
are wB97X-D3BJ/def2-TZVP gas-phase electronic energies with solvation energy contribu-
tions from the respective model. COSMO-RS is the FINE parameterization. The rate-
limiting step for the g-SSNEB pathway (TS1) is 0.434 €V and the product at —0.789 eV.

(Figure 8B) appears to dramatically desensitize how different approaches model this system.

These single-ended GSM pathways present their own challenges. Specifically, single-
ended GSM only produces pathways based on the atomic degrees of freedom available in the
starting system. Thus, the two-step mechanism might be easily missed with a small cluster
but more readily found with an explicit solvation procedure—for high throughput screening
purposes this point may be inconsequential. Also, GSM can be useful for quick assessments
of pathway viabilities as well as generate useful collective variables that are transferable
to explicitly solvated dynamic simulations. For example, many of the pathways involve
the system rearranging to better orient itself for a hydride transfer, and these pathways
can be automatically found without the need for costly dynamics simulations. A potential
downside of this approach is that the most robust use of GSM requires starting from a

globally optimized structure. This can be difficult when force field parameters for more
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unusual species (such as BH;) may not readily be available, and standard Monte Carlo

procedures would need to be used with QM (or semiempirical QM) calculations.

Conclusions

This work aims to show that modeling solvent effects on reaction mechanisms is a matter
of calculated risks. Dynamic simulations involving many solvent molecules offers predictive
confidence, but these are not always computationally feasible. The cost reduction of clas-
sic force fields in QM/MM simulations should continue to be considered, and factors such
as counterion involvement in a fundamental charge migration in aqueous phase do not ap-
pear to be important. When dynamics simulations are not feasible, CSMs are much less
computationally expensive, but they require many careful considerations.

In accordance with conventional wisdom, CSMs can be quite unreliable unless there are
explicit solvent shells present to treat local solvent effects. A crucial aspect to look for in
cases that may not have enough explicit solvent treatments is the degree that self-interaction
errors are manifest, particularly in charge-separated states. Here, these are best treated
using hybrid DFT (which may not be easily available in periodic boundary calculation)
and/or with the use of suitably modeled explicit solvent shells surrounding the reacting
molecules. Alternatively, COSMO-RS and ESM-RISM, are quite promising for predicting
solvated reaction energies that implicitly account for interactions arising from local solvent
and counterion contributions.

Data and conclusions drawn here are not necessarily valid for any reaction. However,
one should be aware that uncertainties of 0.2 eV are possible regardless of the CSM used
when studying a reaction mechanism, even in cases where one would expect significant
error cancellation. For precise and accurate predictions of homogeneous and heterogeneous
catalysis, we recommend more attempts to use explicit modeling whenever possible. These

can benefit from efficient explorations of reaction steps using single-ended chain-of-states
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methods to screen/preliminary evaluate pathways and seek useful collective variables for

dynamics simulations in complex environments.

Supporting Information Available
The following files are available free of charge.

e A supporting information document with figures and tables of data mentioned in the

main text.

e A repository of all QM/MM MD trajectories, output files, Python scripts for data

analysis and figures, and CSV files (doi: 10.5281/zenodo.4336730).

e solvation-procedures-assessment.zip: contains XYZ and CSV files with a PDF of figures

and tables.
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