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Abstract: A long-standing problem in quantum gravity and cosmology is the quanti-
zation of systems in which time evolution is generated by a constraint that must vanish
on solutions. Here, an algebraic formulation of this problem is presented, together with
new structures and results, which show that specific conditions need to be satisfied in
order for well-defined evolution to be possible.

1. Introduction

When time-reparameterization-invariant dynamical systems are cast as Hamiltonian the-
ories on a symplectic manifold one finds that time evolution and time-reparameterization
flows are generated by one and the same phase-space function—the Hamiltonian con-
straint. The straightforward application of the usual methods of symplectic reduction to
such dynamically constrained systems has the undesirable side-effect of also removing
their dynamics, and needs to be replaced by dynamical syplectic reduction. This paper
describes a method of dynamical reduction for the quantized versions of such systems,
where non-commutativity leads to a host of additional complications. However, since
dynamically constrained systems are rarely studied outside of canonical approaches to
quantum gravity we dedicate most of this introductory section to the review of their
classical (i.e. non-quantum) treatment. Our main results and the structure of the rest of
this manuscript are outlined at the end of the introduction.

Given a symplectic manifold (M, ) and C € C*(M), the symplectic reduction
[1] M/C of M by C is the orbit space of M D Mc: C = 0 with respect to the gauge
flow Fc(e) = exp(eXc) in M¢ generated by the Hamiltonian vector field X¢ of C,
dC = Q(Xc, ). Because Lx.C = Q(Xc, Xc) = 0, the flow preserves Mc, and the
orbit space inherits a unique symplectic form Q¢ from the presymplectic form i*Q
on M¢c, where i: Mc — M is the inclusion of M¢ in M. The set of observables of the
constrained system, which solve the constraint equation C = 0 and are invariant under
the gauge flow, is given by C*°(M/C).
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In addition to implementing a constraint C = 0 by symplectic reduction, physical
systems usually require the definition of a dynamical flow. The canonical way is to select
a Hamiltonian function H € C® (M) which generates the dynamical flow Fg () =
exp(t X i) with the Hamiltonian vector field X i of H. A dynamical flow in the presence
of a constraint C = 0 is consistent if it preserves the constraint surface, thatis, Xy C =
Q(Xc, Xn) = —{C, H} = 0 on M¢ with the Poisson bracket {-, -} defined by 2. The
same condition ensures that the dynamical flow is well-defined on the reduced phase
space M/ C because it is compatible with the gauge flow: By the Jacobi identity of {-, -},
a gauge transformation (that is, the diffeomorphism induced by a gauge flow) commutes
with the dynamical flow up to a gauge transformation. Since {C, H} = 0 on M, there
isal € C®°(M) such that {C, H} = AC on M, and

[XC, XH] = {{7 H}s C} - {{7 C}v H} = _{'v {Cs H}} = _X{C,H} = _X)LC .

In systems typically encountered in general relativity or its cosmological models, the
dynamical flow is simultaneously a gauge flow. A system is time-reparameterization
invariant if, given a solution f(¢) of its dynamical flow such that d f/dr = { f, H} for
allt € R, f(T(¢)) is also a solution for any monotonic 7 € C*°(R). Any such f(7T'(t))
can be obtained from f(7) by following the flow generated by the Hamiltonian itself
together with a suitable non-zero multiplier N € C*°(R) via
i J+eN(@) — f(1) df

lin SRR S NOT N

Therefore the Hamiltonian function is itself the generator of a gauge flow. Observables
are functions on the orbit space of the gauge flow. This orbit space inherits a Poisson
structure from M, with symplectic leaves given by the level surfaces of H [2]. Adding a
constant to H does not change the dynamical flow. Therefore, without loss of generality,
we can assume the relevant symplectic leaf to be given by H = 0, such that the dynamical
generator H is also a constraint.

The Hamiltonian of a time-reparameterization invariant system is therefore a con-
straint, called the Hamiltonian constraint. In order to emphasize its nature as a constraint,
we will slightly change notation and refer to a Hamiltonian constraint as C. We refer to
symplectic reduction with a Hamiltonian constraint as dynamical symplectic reduction.
Associated with this process is the following long-standing problem [3,4]: Any observ-
able O € C*°(M/C) on the reduced phase space can be pulled back to a function on
Mc: C = 0 using the projection p: M¢c — M/C to the orbit space. By definition,
p* O is constant on the orbits, or time independent if C is a Hamiltonian constraint. In
the reduced phase space, therefore, there is no recognizable time evolution in a time-
reparameterization invariant theory.

Classically, the problem of identifying time evolution in a time-reparameterization
invariant system is usually solved by fixing the gauge flow generated by a Hamilto-
nian constraint. This construction to determine observables and their evolution does not
use the reduced phase space. Given a symplectic manifold (M, 2) and a Hamiltonian
constraint C € C*° (M), a gauge fixing of the gauge flow is accomplished by a global
incisive section.

Definition 1. A section (L, 21, ) of the gauge flow generated by a constraint C on
(M, 2) is a symplectic manifold (L, 2;) (called the gauge-fixed phase space) together
with an embedding ¢: L — M¢ such that Qp = (*i*Q.

A section (L, R, t) of the gauge flow generated by a constraint C on (M, Q) is
global if for every y € M there is an x € L such that y = F¢(€)u(x) for some €.
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A section (L, 27, t) of the gauge flow generated by a constraint C on (M, 2) is
incisive if, for all x1, xo € L, t(x1) = Fc(€)t(x2) for some € implies x1 = x3.

The pull-back *: C*(M¢) — C°°(L) maps functions on the constraint surface M¢
to gauge-fixed observables on L.

Proposition 1. If (L, 21, ) is a global incisive section of the gauge flow of C on (M, R2),
the gauge-fixed phase space (L, 21) is symplectomorphic to the reduced phase space
(M/C,Qumy/c).

Proof. Since a global incisive section intersects each gauge orbit exactly once, there is
a bijection between L and the reduced phase space. The symplectomorphism property
can then be shown in local coordinates: Locally, C can be used as a coordinate in a
neighborhood around a given point x € M¢c C M. We use the gauge flow Fc(€): x —
Xe € Mc to introduce a second coordinate z such that z(x) = 0 and z(x¢) = €. The two
functions C and z are canonically conjugate: {z, C} = X¢z = dz/de = 1. By Darboux’
theorem, there are dimM — 2 additional local coordinates ¢; and py, such that

TdimM—1
Qy =dzAdC + Z dq]‘Adpj.
j=1

Since 0 = {g;,z} = 9¢;/9C and 0 = {p;,z} = dp;/dC, g; and py together with z
define a local coordinate system on M.

Lai 1
On Mc,i*Q = ijillm M dg; A dp; is a presymplectic form. Local intervals of

gauge orbits of C are the coordinate lines of z. Therefore, ¢ ; and py are local coordinates
. . TdimM—1
on the reduced phase space, with symplectic form Q¢ = ]?zlin dg;j Adpj.In
order for t*i* 2 to be symplectic, any section of the gauge flow must locally be of the form

t:y = (s(y), z(s(y))) with a canonical transformation s: y — (g, px) and a smooth

. . Ldimm—1
function z(g;, px). Therefore, Q; = (*i*Q = s* ) * o

j=1 dqj AN dpj = S*QM/C.
O

Anincisive section (L, Q1,, t) evolvesin M if there is a 1-parameter family of incisive
sections (L, Qr, ), t € (t1,12) C R, such that ¢« = 1, for some ty € (1, 1), and
Lx(t;,) > U, (y,t) — ;(y) is a diffeomorphism to an open submanifold i/ C M.
For each value of ¢ € (11, t2) the hypersurface (;(L) C Mc plays the role of a surface
of a fixed value of time. With this structure in place, any function f € C*°(M¢) can be
viewed as evolving in time along any given gauge orbit by tracing it along the intersection
between the orbit and the constant-time surfaces.

J@® = f{x1Nu(L)),

where [x] is the gauge orbit passing through some x € Mc.

This time evolution takes place on the pre-symplectic manifold M¢ which is not the
usual setting for describing a dynamical physical system. Moreover, it is not a good
starting point for standard quantization as functions on M¢ do not have a well-defined
Poisson bracket due to the degeneracy of i*Q. However, an evolving incisive section
defines a family of functions in C*°({/), namely those that are constant along the curves
traced by points in L from one section to the next x(t) = (y) for a fixed y € L. This
family of functions can be arbitrarily extended to the entirety of M:
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Definition 2. A subset 7 C C*° (M) is fashionable with respect to an evolving incisive
section (L, Qp, ) if forall ¢,¢ € (¢1, ) the map ¢ : F — C*°(L) is a bijection and
g f =y fforal feF.

Given a choice of fashionables, each function on the symplectic manifold L corresponds
to an evolving observable on M¢ and conversely, the set of evolving observables F
inherits a Poisson bracket from the symplectic structure on L.

This notion of evolution has no known analog in the reduced phase space. In practice
it is usually implemented through deparameterization [5-9], provided the constraint
surface admits a factorization of the form M¢c = (L) x R 3 («(x), Z) with a global
coordinate Z € Rsuchthat {Z, C} # 0. Thenthe map¢;: L — Mc, x — (x, t) defines
a family of global incisive sections. Evolution defined by this family of sections and F,
the Z-independent functions on Mc, is called global relational evolution with respect
to Z.

Example. Let M = R*™D 5 (Z E, q1, p1, ...qn, pn) With

n
Q =dZ/\dE+qu,- Adp;

i=1
and a constraint C = E+h(Z, q;, p;) linear in E. The constraint surface here consists of
points with coordinates (Z, —h(q;, pi), qi, pi), so that (Z, g;, p;) serve as coordinates
on Mc. The choice L = R* > (01, P1,...0Qn, Py) then leads to global incisive
deparameterized sections via ¢,: (Q;, P;) — (t, Q;, P;) € Mc¢. Since for C®(M¢) >
f = f(Z,qi, pi) under this family of embeddings (¢ f)(Q;, Pi) = f(t, Q;, P;), the
corresponding fashionables consist precisely of the functions that do not depend on Z.
Since the Hamiltonian vector field of E generates translations in Z and hence shifts from
ty(L) to 1y (L), the set of fashionables correspond to the Poisson commutant E' = {f €
C®(M): {f, E} = 0} of E pulled back to M¢. Relational evolution with respect to Z
is identical with Hamiltonian evolution in L generated by H;(Q;, P;) = h(t, Q;, P;):
The gauge flow Fc(e) on M maps a function g € C*(M) to g¢ = Fc(e)*g. In an
infinitesimal version, 8g /8¢ := lim¢_,0(ge — g)/€ is given by

(;—f =1{g.C}= g—Z+{g,h}
Specifically,
Sqi _ Oh opi_ Ok 0Z
e  dp; = Ge dg; = be '
This pulls back to L as
§Q; 0H, 5P, OH;
se 0P | b€ 90i

For a function on L, we have

Sf lim f(Qi+€8Qi/d¢, Pi +€sPi/de) — f(Qi, P)

Y3 e—0 €

of 80;  of 8P\ _
Z<aQ, Se aPi¥>_{f’H}L

computed precisely according to Hamilton’s equations on L.
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The quantization of a reduced phase space exists in the sense of deformation quanti-
zation [10, 11] ala Fedosov or Kontsevich [12]. On the other hand, dynamical symplectic
reduction is usually quantized only for deparameterized systems as in the immediately
preceding example, using a standard Hilbert-space quantization of L on which the re-
duced Hamiltonian H; (Q;, P;) is represented as an operator. In such examples, quantum
evolution exists and is unitary, but there are long-standing problems when one tries to
extend this notion to more complicated constrained systems in which no global analog
of Z exists [3,4]. For instance, given a constraint quadratic in £ on the same phase
space as in the example, {Z, C} o« E may become zero along a gauge orbit such that
Z = const no longer defines a gauge section.

Heuristically, if there is no global analog of Z, evolution cannot be represented by a
family of unitary operators on a Hilbert space. Based on this observation, we diagnose
the main problem of standard approaches of deparameterization as an over-reliance on
Hilbert-space representations. In order to solve this problem, we initiate a theory of
algebraic sections as an algebraic quantization of classical gauge sections in systems
with a single constraint. By generalizing crucial steps of deparameterization and keeping
them strictly at the level of algebras of observables, utilizing factor spaces of algebras
instead of kernels of constraint operators acting on a Hilbert space, we define a quantum
version of Proposition 1 and derive several necessary conditions that must be met by the
constrained system in order for it to be dynamically reducible. While it remains difficult
to find sufficient conditions for such a result, the usefulness of our necessary conditions
is demonstrated by their restrictive nature in a specific example relevant to cosmology
provided at the end of this paper.

After setting the stage in Sect. 2, in Sect. 3 we define algebraic qantization of dynami-
cal symplectic reduction and prove several properties of the resulting quantum evolution
on an algebra of observables. For deparameterizable systems, which can be quantized
by well-established means as representations on a fixed Hilbert space, our algebraic re-
sults provide a more general treatment because they apply to all possible choices of the
Hilbert space. Moreover, our construction applies to non-deparameterizable systems,
even though the results in that case are less specific than for deparameterizable systems.
Several results and examples in Sect. 4 will demonstrate the non-trivial nature of our
constructions.

2. Preliminary Constructions

To set the stage, we introduce in this section more details of the systems of interest,
standard procedures to quantize them as well as their limitations, and basic algebraic
ingredients to be used in our main results.

2.1. Systems of interest. Quantum cosmology presents several versions of singly con-
strained systems, resulting from the generally covariant theory of general relativity from
which their classical analogs are derived. Since space appears to be homogeneous and
isotropic over long distances, one can approximately describe the expansion of the uni-
verse by a single time-dependent function, the scale factor a(¢), subject to a single
constraint. The latter is derived from the Friedmann equation

1 (da\?® 87
2\a) =3°@
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with the matter energy density p(a) (written in units such that Newton’s constant and the
speed of light equal one). In canonical form, a multiple of the expansion rate a~'da/d¢
is canonically conjugate to the volume V = a3,

1 da

PV = imad

such that {V, py} = 1. The canonical Friedmann equation,
—67VpY +E(V) =0

can be written as a constraint equation which equates the matter energy E(V) =
Vp(V1/3) with a polynomial function of the volume and the expansion rate. For non-
relativistic matter (dominant at late times in the universe), the energy density changes
only by dilution in the expanding universe, such that p o< 1/V, or E(V) = E constant.
The resulting constraint

C=—6xVpi +E, (1)

polynomial in V and py and linear in E, is a prototype of a large set of models that have
been studied to understand quantum evolution in covariant systems.

The dependence of C on V and py varies according to the cosmological model of
interest. Moreover, there are additional anisotropy degrees of freedom if one drops the
assumption of spatial isotropy. Many models of this type are known to have chaotic
dynamics [13], such that there is usually no practical access to the reduced phase space
M /C. Another set of models is motivated by modified gravity, for instance the applica-
tion of a variety of quantization procedures, which may replace the Heisenberg algebra
generated by V and py by a different Lie algebra. Examples of this type have been pro-
duced by models of loop quantum cosmology [14,15], many of which can be formulated
based on the Lie algebra sl(2, R) instead of the Heisenberg algebra generated by V and
pv [16-20].

(If there are constraints in addition to C, which however do not contribute to the dy-
namical flow, one can combine standard symplectic reduction with dynamical symplectic
reduction. For instance, in some cosmological models, the single variable V could be
replaced by a pair (V;, V2) with momenta (py,, py,), subject to rotational symmetry in
the plane. A phase-space formulation would then introduce a non-dynamical constraint
J = Vipy, — Vapy, = 0 given by angular momentum in the plane. If the dynamical
constraint C extended to the pair (Vi, V2) is rotationally symmetric, it has vanishing
Poisson bracket with the non-dynamical constraint, {C, J} = 0, at least on the con-
straint surface J = 0 of J. In this example, and in many others of interest to gravity and
cosmology, the Hamiltonian constraint is accompanied by finitely many additional con-
straints. In such cases standard symplectic reduction of J can easily be combined with
dynamical symplectic reduction of C, also at the quantum level. A further generalization
to field theories would be required if one were to include perturbations around isotropic
cosmological models in order to describe inhomogeneous matter fields on an expanding
space-time background. Because time coordinates can be changed locally in general rel-
ativity, there would then be not only an infinite number of degrees of freedom, but also an
infinite number of dynamical constraints, one per point in space. Although such systems
are certainly important for modern cosmology, investigations of deparameterization in
this context have remained in their infancy. In particular, there seems to be no consensus
so far on the physical properties that should be required of deparameterization in the
presence of multiple dynamical constraints. In what follows, we will therefore consider
only the case of a single dynamical constraint.)
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In order to introduce evolution in the constrained picture, it is common to consider
the constant E as the momentum of a canonical variable Z on which the constraint
does not depend. The constraint can then be quantized on the kinematical Hilbert space
Hyin = LZ(R, dA) ® Hp whose first factor is the Schrodinger representation of the
Heisenberg algebra generated by E and Z, such that E = ihd/dA, while Hp is a unitary
representation of the algebra B generated by the original canonical variables, such as
the Heisenberg algebra generated by V and py.

If C does not depend on Z, as in (1), the standard procedure of deparameterization,
first suggested by Dirac [5] and applied to quantum cosmology starting with [21], can
be used to quantize the dynamically constrained system: The constraint C is represented
as an operator on Hyi, such that

N
Cy =ih—-= ~ HY ().

where H is a self-adjoint representation of the (V, py)-dependent contribution to C on
‘H. Zero eigenvectors of C are therefore given by

¥ (2) = exp(—iAH /W)Yo

with arbitrary ¥ € Hp as an “initial state” with respect to evolution in A. Because
U (X)) = exp(—iAH/h) is unitary, ¥ (1) is not normalizable in Hyiy, such that zero is in
the continuous part of the spectrum of C.

In order to introduce a Hilbert-space structure on the solutions v (1), we again make
use of the unitarity of U()) and define a new inner product on the solution space by
recycling the inner product (-, -)g on Hg: The physical inner product

(), ¢()\))phys = (Y0, p0)B

turns the solution space into the physical Hilbert space Hpnys (Which is not a subspace
of Hin). Unitarity of U (1) implies that the inner product does not depend on the choice
of an initial A-time:

(¥ (L = 20), (A — 20))phys = (Yo, U(=10) U (=10)p0) B = (%0, 0)55 -

Moreover, any operator that commutes with U (1), called a Dirac observable, has a unique
representation on Hppys However, it is usually hard to compute Dirac observables or to
show the existence of a large-enough set, and they do not evolve because, by definition,
they commute with U ()).

In order to introduce an evolution picture on Hpnys, one often represents any operator
B € B by fixing an initial time, such that the action of B on y/9 € Hp can be used.
However, this representation is not natural because choosing a different initial time A,
such that g is replaced by U (—X)vo, leads to a different (but unitarily equivalent)
representation unless B commutes with U (—Ag). With this construction, evolution is
realized by the A-dependent expectation values

(Y (A), BY(X))phys = (Yo, BYo)s -

The compution of Dirac observables can therefore be avoided if one accepts the depen-
dence of representations on the choice of an initial time.

However, the applicability of these constructions is limited because they rely on time-
independent constraints which do not depend on the variable Z canonically conjugate
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to E. Generic matter models in quantum cosmology and other fields require such a de-
pendence. For instance, in order to determine evolution with respect to different choices
of time coordinates, one would have to interpret the gauge flows generated by N C with
some N € A, rather than C itself, and N may well depend on Z in cases of interest.
Moreover, relativistic matter systems imply an energy density quadratic in E rather than
linear, a prominent example given by a homogeneous scalar field Z (such as the inflaton
often assumed in early-universe cosmology) with energy density

LE w2 @
=—-—+

2V?

where the function W (Z) is the scalar potential. The resulting constraint,

Pscalar

—127V2py, + E +2V?W(2Z) =0,

is still polynomial in V and py but quadratic in E. If W(Z) = W is constant, one can
often “take a square root” and replace the constraint for a scalar energy density with a
constraint linear in E by factorization,

E -2V J6xp: —W ) E+V2V, /6xp} —W ) =0,
(= awfomzi =) (e v fomyi )

followed by selecting one of the two parentheses as a “linearized” constraint. To the new,
linear constraint one can then apply deparameterization as sketched above [6]. However,
constant W(Z) = W is not generic within the set of physically motivated models, and
for non-constant W (Z) any factorization is non-trivial because [W(Z), E] # 0.

Here, we propose an alternative way of reducing a quantum system with a Hamiltonian
constraint to a dynamical system, that solves most of these problems and also reveals
the non-trivial nature of introducing a well-defined evolution picture. We completely
avoid the construction of a physical Hilbert space Hpnys distinct from the original,
kinematical Hilbert space Hyin. (Nevertheless, we will show that, if desired, a physical
Hilbert space can be derived from a subset of our ingredients using the Gelfand-Naimark-
Segal construction.) This feature brings our constructions closer to a relativistic setting
which seems violated in the construction described above in which time is an operator
represented only on Hyi,, while all other observables are represented on Hppys. Our
approach is based on an algebraic notion of quantum states.

2.2. Algebraic states. The set of observables of a quantum system is given by the -
invariant elements of a complex, unital *-algebra A. In this paper, we assume that A
is associative. (This assumption rules out some physical systems, such as magnetic
monopole densities [22,23], which however are usually considered exotic.) Our main
examples will be enveloping algebras of Lie algebras, which we assume to be represented
on a kinematical Hilbert space as unbounded operators. These algebras carry a useful
topology, introduced as the p-topology in [24].

Physical states of the quantum system defined by A are normalized positive linear
functionals w: A — C, such that w(1) = 1 and

w(AA*) =0 forallA e A.

According to Theorem 1 in [24], such functionals are continuous in the p-topology
of A. The condition that w (AA™) is real for all A € A implies that a physical state
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is real—w(A) = w(A*). In addition, the stronger inequality condition leads to the
Cauchy—Schwarz inequality

lw(AB®)|? < |w(AA®)||w(BB*)| forall A, B c A:

see for instance [25].
As we will see, intermediate stages of quantum symplectic reduction require a weaker
notion of states which are not completely positive. We begin with

Definition 3. The set of kinematical states " on a unital x-algebra A is the set of con-
tinuous normalized linear functionals w: A — C, such that w(1) = 1.

Given the normalization condition, I" is not a vector space, but it is closed with respect to
normalized sums: for any integer N > 1, states wy, ..., wy € [' and complex numbers

N . N
al,...,aN,ijlaja)j elﬂlfzjzlaj =1.

Definition 4. A dynamical flow on Ais a one-parameter family of derivations D,: (a,b)x
A — A, where (a, b) C R, which is compatible with the x-structure on .A—(E,A)* =
D, A* forall A € A—and such that w([),A) is continuously differentiable with respect
totforallw e T. .

Given a dynamical flow D; on A, the time evolution of a kinematical state w € T is
amap (a,b) x A — C, (¢, A) — w;(A) such that w, is a kinematical state and

%w, (4) = o, (D,A) 3)

for all t € (a, b), with initial conditions w;, = w for some ty € (a, b).

In order to make sure that a state has a unique time evolution (or a unique gauge flow
in what follows), we will assume that, for all algebras we consider, a differential equation
of the form (3) has a unique solution with the specified initial condition. Standard results
do not necessarily apply because our differential equations, though linear, are, in general,
formulated on an infinite-dimensional space and may have time-dependent coefficients.
(Although we will not pursue a formal proof of existence and uniqueness of solutions,
we note that time evolution in systems of interest in physics is usually obtained as a
unique Dyson series on a Hilbert space; see for instance [26].)

Lemma 1. If w € T is a kinematical state, its time evolution with respect to Dy, t €
(a, b), returns a kinematical state for any t € (a, b).

Proof. By definition, a derivation satisfies
D; (AB) = D, (A) B+ AD, (B) (4)
forall A, B € A. Choosing B = 1, we have [)[ (A) = ﬁ,(A) + Aﬁ,(l) forall A € A.

It follows that 5,(1) = 0, whence dw; (1) /dt = 0 for all ¢. Therefore, w; (1) = 1 for all
t. 0O

Lemma 2. If w € T is positive, its time evolution is positive.
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Proof. To prove that w;(AA*) > 0 continues to hold along the flow, it is sufficient to
show that (i) w;(AA™) is real for all # and (ii) dw,(AA*)/dt is non-negative whenever
w;(AA*) = 0.

To prove (i), for each A € A define a function of 7 via f4(¢) = w;(AA™) — w,(AA*)
on I, so that w; (AA*) is real iff f4(z) = 0. Suppose all of the functions f4 (") = 0 for
some t’ € (a, b), then w, (AA*) is real for all A € A, which implies w;/(A) = w; (A*),

and we get
= w, ([), (AA*)) ((Dt, ) A*) + oy (A (Z),,A*))

e () oo (@A)
o (Bo) ) s () )
el ((5oA) )] = e o (B ) ) =

which means that d f4(r)/dt = 0 at + = . Since wy, = w is positive, we have the
initial conditions f4(fg) = O for all A € A. We see that {f4(t) = 0,Vt € (a,b)}secn
satisfies the first-order ordinary differential equation system induced by the dynamical
flow and matches the given set of initial conditions. As previously discussed, here we
assume such solutions to the dynamical flow to be unique. Therefore w;(AA™*) is real
forall ¢ € (a, b).

To prove (ii) we use the above result and assume that the inequality holds at t = ¢’.

"4 [Re [ ((Dra) A*)]‘z
o (3) )

< 4 (4%4) oy ((DrA) (5,/A>*> :

Since w, (A*A) € R, wy(A*A) = ws(AA*), and the expression on the right is zero if
ws(AA*) =0. O

d (AA™)
a

t=t’

t=t’

d AA*
awt( )

t=t’

<4

2.3. Constrained quantization. Our results in Sects. 3 and 4 apply to a specific type of
constrained systems relevant for quantizations of dynamical symplectic reduction.

Definition 5. A singly constrained quantum system is a complex, unital x-algebra .4
together with a constraint C € A such that

1.C*=2C,
2. C does not have a left-inverse in A, and
3. C is not a divisor of zero.

Remark. If C is a right divisor of zero, then by property 1 it is also a left divisor of
zero and vice versa, in which case there is an X € A such that CX = 0. Using a
representation of A on the kinematical Hilbert space, any vector in the image of X is
then a zero eigenvector of C in the discrete spectrum, and one can simply solve the
constraint C = 0 by restriction to the zero eigenspace. Here we are primarily concerned
with the more complicated case of zero in the continuous part of the spectrum of C,
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which is also most relevant for dynamical symplectic reduction of examples discussed
in Sect. 2.1.

Definition 6. The algebra of Dirac observables of a singly constrained quantum system
(A, C) is the commutant of C in A:

Aobgzc/:{AeA . [A,C]ZO}.

The space of physical states of a singly constrained quantum system is given by the
space I' (Agps) of normalizaed positive linear functionals on Agps.

Lemma 3. Aqys is a unital x-subalgebra of A.

Proof. Defined as the commutant of C, Agps is a subalgebra. Since [1, C] = 0 and
[A*,C] = —[A,C*]* = —[A,C]* = 0if A € Apps, using C* = C, it is a unital
#-subalgebra. 0O

Definition 7. A kinematical state w € I' is a solution of the constraint C if w(AC) =0
for all A € A. The constraint surface I'c C T is the subset of all solutions of C, closed
with respect to normalized sums.

Remark. Since we have assumed that C is without left-inverse in A, AC C Aisa
strict subalgebra without unit. The condition w (AC) = 0 is therefore consistent with
normalization of kinematical states. If zero is in the continuous spectrum, no normalized
positive states existin I"c. In such a case it is common to drop the normalization condition
and work with distributions instead of state vectors in a Hilbert space. Here, we instead
retain the normalizability condition and relax positivity. Our results (such as Corollary 2
in Sect. 3.3) imply the existence of kinematical states in I'c for singly constrained
systems.

The constraint C in a singly constrained quantum system induces a gauge flow:

Definition 8. Two kinematical states i, w € I are C-equivalent, w ~¢ 1V, if there exist
a positive integer M together with A1, Ay, ..., Ay € Aand A, A2, ... Ay € R, such
that

¥ = Sac(AD)Sa,c(X2) ... Sayc(Am)w
where for A € A and A € R, the flow S4(A): I' — T is defined by S4(0) = id and

d
iha (Sa(Mw(B)) = Sa(Maw([B, A).

Since B +— [B, A] is a derivation, S4(A) is well-defined by Lemma 1. By analogy
with classical reduction, we refer to flows generated by elements of AC as gauge. In
the classical case, the constraint C and the function fC, where f is any phase-space
function not equal to zero on the constraint surface, generate the same gauge flow on
the constraint surface: For fC, the flow equations

d
—={., fC} ~ - C
AR A AT ARES
can be mapped to the flow equations generated by C by rescaling the gauge parameter A’
such that d» = fd’. (For this reparameterization of the flow, the phase-space function
f is considered to be a function of A" on the space of solutions of the flow equations. The
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sign “~” in the preceding equations refers to equality on the constraint surface, as usual
in the theory of constrained systems following Dirac.) In singly constrained quantum
systems, by contrast, the gauge flows generated by C and AC with some A € A are
inequivalent: For w € "¢, we have

o([B, AC]) = w(A[B, C)) # w(A)w([B, C])
in general.

Remark. If zero is in the discrete spectrum of C represented on the kinematical Hilbert
space, the behavior of flows is rather different. Any quantum flow generated by AC is
then equivalent to the flow generated by C when restricted to constrained pure states,
given by vectors 1 in the Hilbert space such that Ciyr = 0: on these states, Sqc (W)Y =
exp(—iAAC/h)yr such that

1 —in\”
Sacw =) — <—7; ) (AC)"y =0
n=0 "

for any A. The full gauge flow may nevertheless be non-trivial on general algebraic states
of Definition 3.

Lemma 4. The constraint surface I ¢ is preserved by the flow induced by any algebra
element AC.

Proof. For any fixed A € A and w € "¢, following the same argument as in Lemma 2,
define functions fg(A) = Sac(M)w(BC) on T, for B € A. Suppose all fg(1") = 0 for
some A’, then
d
infs
dr |,y

d
ih— (Sac(M)w(BC
iho (Sac(Mw(BC)) .
= SacMw([BC, ACD =y
= Sac(Wo (([BC, A1+ A[B, C))C) = fsc.apa.cy(A) =0
for all B € A. Moreover, we have initial conditions f5(0) = w(BC) = 0 for all B.
It follows that { fp(A) = 0, YA} gc.4 is the solution to the flow induced by any algebra

element of the form AC that satisfies our initial conditions. Therefore, Sqoc (A\)w(BC) =
Oforall A, and Sac(M)w € T'¢c. O

Any two C-equivalent states on I'¢ are indistinguishble by their evaluation in Dirac
observables:

Lemma 5. For any w, ¥ € Uc, if o ~¢c ¥, then w(0) = ¥ (0) for any O € Agps.
Proof. The two states w and i are related by a succession of gauge flows Ssc(X). By
Lemma 4, each of these flows preservers I'c. Therefore, for any A € A and B € Agpg,
iﬁ% (SacM)w(B)) = Sac(Mw([B, AC])
= Sac(M)w (A[B, C1+[B, A]C)
= Sac(Mw ([B, A]C) =0,

since Sac (M)w € I'c. Therefore, S4c (A)w (B) is constant along any gauge flow Ssc (A).
O
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Equivalence classes [w]¢ € I'¢/ ~c¢ therefore define states on Agps.

Corollary 1. The space of physical states pnys is the convex subset of I'c/ ~c con-
taining all [w]c with w positive on Agps.

The computation of a complete Agps is usually very complicated in interesting models.
Moreover, a sufficiently large Aqps containing observables that can describe all mea-
surements of interest may not exist, in particular in chaotic systems [30,31]. The result
of Corollary 1 partially avoids a direct reference to Aqps by formulating the space of
physical states through an equivalence relation on the constrained states. However, one
still needs access to Agpg in order to implement the positivity condition. This reference to
Aobs cannot be avoided because it is generally impossible to extend positivity to all of A
forany w € I'c: forany A = A* € A and a positive w € I', we have w(AC + CA) € R
and w([A, C]) € iR. However for w € I'c we must have

w(AC+CA) =w(RAC - [A,C]) = —w([A, C)),

which, given the reality conditions, can be satisfied only if w (AC+CA) = w([A, C]) =
0. If C possesses a canonical conjugate Z = Z* € A such that [Z, C] = ikl (as we
will shortly demand for a “clock”), then for any normalized state w ([Z, C]) = ih # 0,
so that no solution of the constraint is positive on all of .A. Moreover, as in the classical
case, there is no evolution for physical states in a dynamically constrained system, since
the adjoint action of the constraint has been factored out.

In Sect. 3 we will solve both problems—formulating positivity conditions without
reference to Aqps and obtaining a consistent evolution picture—by introducing a new
notion of gauge sections. Our approach is motivated by the algebraic analogue of depa-
rameterization discussed in Sect. 2.1. In an unconstrained quantum system the dynamical
flow is usually driven by some self-adjoint Hamiltonian H = H* € B via

dw;(B) 1 d
ar —l.hwz([B,H])+wz (dtB> ; )
where the derivation %[-, H]+ %(') clearly satisfies Definition 4. The above evolution
of states can be formulated as a pure adjoint action of a constraint by extending the
kinematical algebra B by two new generators, “time” Z = Z* and “energy” E = E*,
such that [Z, E] = ihl and [Z, B] = 0 = [E, B] for all B in 5. On this extended
algebra A, the constraint C := E + H € A generates a gauge flow

da ih dz

(6)
resembling the original dynamical flow on 3 for any A polynomial in Z. Explicit time
dependence of B(¢) in the Hamiltonian case corresponds to Z-dependence of A € A
in the constrained case. This process is called parameterization of the dynamical flow:
physical time 7 has been replaced by an arbitrary flow parameter A.

One can follow this process in reverse: starting with the degrees of freedom de-
scribed by the extended algebra .4 and given a Hamiltonian constraint one could attempt
to deparameterize the system, reducing it to a an unconstrained dynamical system on a
subalgebra B C A. In the above parameterized theory, the gauge flow (6) is equivalent
to the dynamical flow (5) if Z € A can be “demoted to a real number” 7. The depa-
rameterization process of passing from A back to the smaller algebra B can therefore

d 1 1 A H d
—wp(A) = 7@ ([A, C) = 7@ ([A, H]+[A, E]) = M +wy, ( A)
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be interpreted as finding the states on A for which “the value of Z is fixed” to equal
t. For a general Hamiltonian constraint, this process requires finding a suitable clock
Z = Z*:its values will keep track of time, and an associated algebra (the fashionables of
Definition 2) will play the role of the smaller “unextended” algebra of evolving degrees
of freedom.

2.4. Quantum clocks. Any kinematical observable Z = Z* € A can formally serve
as a quantum reference system. In Sect. 3 we will use such reference systems to track
translations in time, where Z will serve as a “clock.” (Reference systems can be used
to track spatial translations as well [32-35].) Following Lemma 3 the commutant Z’' =
{A e A:[A, Z] = 0} is a unital x-subalgebra of A. Furthermore, it is straightforward
to verify that for any ¢ € R the set (Z — r1)Z’ is a two-sided *-ideal of Z’. It follows
that the quotient Z'/(Z — r1)Z’ is unital and inherits a *-structure under the canonical
projection 7r;: Z' — Z'/(Z — t1)Z’. In order to be useful for keeping track of time,
such a quantum reference system needs some additional structure.

Definition 9. A quantum clock (Z, F) is a reference observable Z = Z* € A together
with a compatible fashionable algebra: a unital x-subalgebra F C Z’, such that for all
t € R, we have F Nkerm; = {0} and ;(F) = Z'/(Z — 1) Z'.

Remark. Keeping with the commonsense physics usage, the term “clock” will also be
used to refer to the reference observable Z itself, where it will be assumed that Z
possesses a compatible fashionable algebra.

The two conditions on F guarantee that mr; restricted to F is a x-algebra isomor-
phism. The algebra of fashionables is therefore a realization of a family of quotient
algebras Z'/(Z — t1)Z’ as a single subalgebra of Z’ (and hence of .A). We denote the
x-isomorphism v;: Z'/(Z — t1)Z" — F, where forany X € Z'/(Z —t1)Z’,

v(X) =1, ' X)NF (7

yields a single element of F. This isomorphism inverts 7z, when the latter is restricted
to F, so that 7; o v, = id. As a direct consequence, we note

Lemma 6. Foreveryt € R, F+(Z —t1)Z' = Z'.

Additionally, for each value of 1 we have a projection from Z’ to its subalgebra F via
the composition of *-homomorphisms v; o ;.
Each quotient algebra Z'/(Z — t1)Z’ possesses a natural relational interpretation:

Definition 10. For any kinematical observable A = A* € A that commutes with a clock
Z, the relational observable for A when the value of Z is ¢ € R is the image of A under
the canonical projection, Az—; := m;(A).

It is straightforward to check that Az—; = A}:t under the inherited *x-operation.

Remark. Time read by a reference clock behaves differently from the time of ordinary
quantum mechanics where it is an external parameter. In the latter case any observable
can be evaluated at a fixed time, in the former case this can only be done for observables
that commute with the clock.

We will use the notation @ € I'z to denote normalized states on Z’. For each ¢,
canonical projection m; defines a “surface of constant time” within I"z/, which will be
used in Sect. 3.1 to fix the gauge flow of a quantum Hamiltonian constraint.
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Definition 11. For any ¢ € R the surface of constant time t of a clock Z is
Izlg, ={welz :w(B) =0forall B € kerm;}.

Each state on this surface is a pull-back I' 7|z, > @ = @ o 7; of a state @ on the quotient
algebra Z'/(Z — t1)Z'. The states belonging to such a surface that are positive on Z’
can be interpreted as assigning a value to each A = A* € Z’ “when clock Z shows
time ¢”. Not every positive state @ on the algebra Z’ has a relational interpretation since
this would require @((Z — t1)A) = 0 for any A € Z’ for some ¢ € R. A sequence of
relational states provides a notion of evolution over time in clock Z.

Definition 12. A one-parameter family of states @, € I'ys fort € (a, b) C R is a time
evolution of @ € I'z relative to Z if @ = @y, for some fy € (a, b), and if for each
t € (a,b) @y is positive on Z" and @, € T'z/|y,.

While any positive state on a quotient Z’/(Z — 1) Z’ does have a relational interpre-
tation, these quotients give distinct algebras for different values of 7. So a time evolution
in Z corresponds to a sequence of states on different disconnected algebras. The fash-
ionable algebra is needed precisely to “sew together” constant time degrees of freedom
at different values of the clock and to define clock-value-dependent states that can be
freely specified over a fixed algebra F. We define a one-parameter family of invertible
linear maps V; : I'z/|;, — D'+ with the forward map given simply by restriction, for
& €Tzl

Y (@)(F) = o(F), forall F e F. ®)

We define its inverse using (7), for @ € I' ¢
wt_l(d))(A) =& (v (,(A))), forall A e Z. &)

Clearly, because it involves m;, the resultant state xlff] (@) € I'z/|z,. Itis also not difficult
to verify that ¢ and v ~! invert each other on their domains of definition. The fashionable
algebra gives us the structure necessary to define time translation of a state from Z = 1;

toZ =t:w € I'y and @, € T | x,, Tepresent the same unevolved state at two

|7Tr1
different times #; and 1, if @1 (F) = wy(F) for all F € F, thatis, if ] = 1//,?1 (@) and
) = w,;l(cb) for some @ € I'r.

A time evolution maps to a one-parameter family of positive states on the fashionable
algebra via @; = Y, (w;). Conversely, any one-parameter family of positive states @, €
"~ maps to a time evolution with respect to Z via @, = lp,_l(d),). The maps ¥; and
xpfl preserve positivity of states, because the underlying algebra maps that they utilize,
1: F < Z', m;, and v, are all x-homomorphisms. This can be stated somewhat more
broadly.

Lemma 7. If ® € U'z/|5, for somet € R and @ is positive on F C Z', then & is positive
on the whole of Z'.

Proof. Since & € I'z|y,, we have ©((Z — t1)A) = 0 for all A € Z'. According
to Lemma 6, for any B € Z’' there are F € F C Z' and By € Z' such that B =
F +(Z — t1)By. Thus
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& (BB*) = LZ)(FF* + F(Z — ) Bl +(Z — t1) BoF* + (Z — 1) Bo(Z — tl)Bg‘)

o (FF*) + @((z —11) (FB; + BoF* + (Z — rl)BoBg;))
& (FF*) > 0.

O

In what follows we use a clock as the basis for a new method of deparameterization
by (i) using the commutant Z’ C A as a go-between of the kinematical algebra 4 and
the algebra of observables, Aqps, (ii) fixing gauge degrees of freedom using constant
time surfaces I'z/|,, and (iii) demoting the clock observable Z to a real-valued time
parameter ¢. The constant-time surfaces are analogous to fixing an initial A-time in stan-
dard deparameterization discussed in Sect. 2.1, but they are introduced in a subalgebra
of A and do not require the transition to an unrelated space such as Hpnys. Moreover,
Dirac observables will be replaced by the more accessible fashionables F. (Since their
definition depends on the choice of time Z, and not just on the constraint C, they are “in
fashion” only as long as Z is used as time. This need to introduce fashionables has first
been identified in semiclassical calculations [27-29].)

3. Quantum Dynamical Reduction: Linear Case

In this section, we assume that the constraint is of a form C = Cg such that [Z, Cy] =
ikl for some Z € A. This case is close to standard deparameterization, as shown by
(6). (As we will discuss in more detail in Sect. 4, a constraint should, in general, be
factorized in order to make it deparameterizable, in the sense that C = NCp with
suitable Cy = Cj;, N € A)

Definition 13. A quantum constraint Cy € A is deparameterized by the clock (Z, F)
if [Z, Cy] = ikl and the commutant of Z has the following properties:

1.Z + ACy = A;
2.ZNnACy = {0};
3. the set Z' U {Cp} algebraically generates A.

The main result of this section is that deparameterization of a constraint Cy by a
clock (Z, F) is a realization of the constrained quantization of Cy as an unconstrained
quantum mechanical system with degrees of freedom given by the fashionable algebra
F evolving in time. The consistency of this construction is shown by

Proposition 2. If Cy € A is deparameterized by (Z, F), then there is a bijection be-
tween the constraint surface and the space of states on Z', ¢ U'c,, — Tz such that:

1. All gauge flows mapped to T"z: by ¢ are transversal to the constant time surfaces
FZ’ln[: t el

2. The flow generated by Cy itself is mapped to a dynamical flow on F.

3. Each positive state on F specifies a positive physical state [w]lc, € T'cy/ ~cy-

Existence of ¢ follows immediately from conditions 1 and 2 of Definition 13. Since
7'+ ACy = A, any linear functional on A is completely defined by its restrictions to
ACy and Z'. Since Z' N ACy = {0} these two restrictions can be specified indepen-
dently. Any state in I'c,, vanishes on ACy and defines a state on I'z/ by restriction to
Z'. Conversely any state on Z’ can be uniquely extended to the entirety of A by setting
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the extension to vanish on ACy (see Egs. (11) and (12) below). Deparameterization
provides sections of the quantum gauge flow (Definition 8) through constant-time sur-
faces I'z/ |, . Transversality of these sections, defined and proven in Sect. 3.1, is the local
quantum analog of incisiveness of a classical gauge section of Definition 1. Potential
issues arising from the weaker local nature of transversality are discussed in Sect. 3.5.
We prove properties 2 and 3 of the proposition in Sects. 3.2 and 3.3, respectively, and
provide an explicit example of a deparameterizable constraint in Sect. 3.4.

Remark. As shown in our discussion of cosmological models, condition 3 of Defini-
tion 13 is satisfied by the algebras of many physical examples of interest where Cy and
kinematical observables are polynomial in an “energy” E € A. This property is only
used in Sect. 3.1 specifically to ensure that all gauge flow generators can be projected
to Z’ using finite power series. In other situations it may be possible to replace this
condition with sufficiently strong assumptions on the topology of .A.

3.1. Proofof transversality. Letaquantum constraint C  be deparameterized by a clock
(Z, F). In this subsection we prove that all of the flows generated by constraint elements
ACp € ACp can be mapped to '/, and are separated by the constant-time surfaces of
Z. According to Definition 11, a constant-time surface I'z/|,, in I'z contains precisely
those states on Z’ that vanish on ker 7r;. A non-vanishing gauge flow that preserves
the values assigned by states to ker 7; is therefore tangent to I'z/|,, and hence remains
unresolved by fixing the value of the clock. By contrast, a flow that is separated by the
I"z/|x, either pierces the surface or vanishes at each of its points. The corresponding
geometrical picture suggests a notion of transversality.

Definition 14. 1. A one-parameter family of states w, € I'z is transversal to a constant
time surface I' /|, if forall A such that @, € I"z/|, either (%J)A(A) |;\=N =0,VA e
Z' or there is some B € ker 7; such that %\@/\(B)h:w # 0.

2. Aflow on Z'is transversal to T 71|, if every one-parameter family of states generated
by it is transversal to I'z/|,.

To map gauge flows onto Iz, let us first explicitly define the bijection between I'c,,
and I'z/. Taken together, the two conditions of deparameterization Z'’ N ACy = {0} and
7'+ ACy = A imply that every A can be written as

A=B+GCy, (10)

where B € Z' is unique and G € A is unique up to adding terms that are annihilated by
Cp multiplied on their right because Cp is not a divisor of zero in a single constrained
system. We define the forward map ¢: I'c,, — @'z by restriction: for any w € I'c,, and
AeZ

¢(@)(A) = w(A). 1)

We use decomposition (10) to define the inverse map: forany A € Aand w € '/, we
have A = B + GCp, and define

¢~ (@)(A) = d(B). 12)

Since B = 0 for any A € ACy by condition 2 of Definition 13, clearly ¢~ (@) €
I'c, C I'. A flow is mapped from I'c,, to I'z by mapping the one-parameter families
of states it generates: w, = ¢ (w;y).
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We can further iterate relation (10) expressing G as a sum of elements from Z’ and
ACy to get a second-order expression A = B + BCy + GClzq with B, B € Z' and

G € A, and so on. In fact, since by condition 3 of Definition 13 the set Z’' U {C}
algebraically generates A, every A € A can be written as a finite-order polynomial in

Cy
AZBo+Bch+BQC%_1+~"BMCZI, (13)

with B; € Z’ and M € N.
Further, the adjoint action of C g preserves the commutant of Z, since for any A € Z’

([A,CHl, Z)=1[lZ,CH], Al +[[A, Z], Cu] = 0, (14)
since [Z, Cy] = ikl according to Definition 13, and [A, Z] = 0; therefore [A, Cy] €
VAR
Lemma 8. For a constraint Cy deparameterized by a clock (Z, F), every gauge flow
mapped to Iz from I'c,, is determined by the derivation Dy F = %[F, CylonZ.
Proof. First, we note that for F, B € A

[F,BCy] = B(ihBHF) +[F, B]Cy

Iterating by replacing B with BCy, we get for any integer n > 1,

[F.BCH1=>_ (?)(—l)i—‘B((ih)iBQ,F)cg,i +[F, BIC},
i=1

= (—=1)""'B((ih)" D}, F) + GCpy.

We have combined the terms proportional to Cy using
n—1 n )
G = Z (,)(—1)" B((ih)' Dy F)C =+ [F, BICI "
l
i=1

They all vanish when evaluated on states in I'c,,. Using the above result and writing
A € Aas apolynomial in Cy as in Eq. (13), we have

M+1
[F.ACy]= ) (=1)""'B,_1((ih)" D} F)+GCy (15)
n=1
forsome G € Aand B; € Z'. For any state w € 'c,,, we have  (GCp) = 0, and hence
the flows induced by constraint elements ACy satisfy

d M+1 .
iﬁawx(f’) =w, ([F,ACg]) = Z(_l)n_lwx (anl((iﬁ)"D';[F)> 7

n=1

For F € Z’' we also have 5’;1 F € Z', and the above expression can be computed entirely
through the states’ restriction to Z’, and the action of Dy on Z’. Hence, for @, = ¢ (w;)

d M+1 R
i@ (F) = i <’;(—1)”1(ih)”3n_1D”H (F)> : (16)

O
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For the flow generated on I' s by Cp itself, By = 1 and B, = 0 forn > 1 in (15).
For F = 1 Eq. (16) implies that along the flow, dw; ((Z — t1)) /dA = 1 # O for any
t € R. Therefore this particular flow is transversal to all constant time surfaces I'z/|, .
In fact, the property

& ((Z)HZ)F) — & (1F) = &(F), (17

is sufficient to ensure that all gauge flows mapped to I/ are transversal to constant time
surfaces. To show this, we first establish a useful result that holds for any Dy Z € Z'
that commutes with all elements of Z’, and a pair of non-negative integers i < n:

Dy (Z = 11" = Di* (n(Z = 1" (Du2))

= Dj;? (nn = D(Z = ("D 2 +n(Z = 11" (D} 2))

= (Z — )" (’?)(EHZ)I' +(Z — 11y ( : )
i
Therefore, for @ € I'z/|,, and for any Fy, F» € Z'
0 fori <n;

g [F‘ (5;’ (Z - tl)n) Fz] = {@((5HZ)"F1F2) fori =n. (18)

Lemma 9. If Cp is deparameterized by (Z, F), the flow of every ACy € ACy mapped
to 'z is transversal to every constant time surface I'z/|z, of Z.

Proof. Using (13) we write
— 2 M
A=By+BCy+BCy+---ByCy

with B; € Z'. Suppose this flow is not transversal to I'z/|, for some r € R. Then,
according to Definition 14, there is a one-parameter family of states w, € I'z generated
by ACpy according to Eq. (16) with @y, € I'z/|,, for some A¢ € R, such that the flow
of ACy does not vanish at @,,, and for any F € Z’ using (16),

0= ih%@,\ ((z - tl)M+1F)

A=%o
M+1
= Wy, (Z(—l)n—l(ih)ngn_lﬁfé ((Z _ tl)M+1F))
n=1
M+1 " . i )
n=1 mel1
M+1

= ;(_1)n_l(ih)n§ (Z)@AO (Bn_l (52(2 _ tl)M+1> (B’Z,_MF»
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M+1 n
=S =otant Y (Z)sm,wa‘uo (Bn_l(f)HZ)M“ ([)';;mF))

n=1 m=1
= COMam an, (But" F) = (DM WM, By F), (19)

where the Kronecker delta comes directly from (18). This implies that @,, (By F) =0
forall F € Z'. Tterating the argument, (16) also implies

0=ih %@A ((z — tl)MF)

A=Xlo

M+1
Drg (Z(—l)”l(ih)"Bn—15"H ((Z - zl)MF)>

n=1

M

B2 (Z(—l)"—‘ (ih)" By_1 D", ((z - tl)MF)>
n=1

H=DM iMH g, (BM [13%“ ((z - tl)MF)D .

By (19), the second term in the final expression is zero for any F € Z’, giving

M
0=y, (Z(—l)"—l(ih)"Bnlf)';, ((z - tl)MF))

n=1

= é(—l)"‘l(ih)” mé <:l>m (Ba-r (Dyy(z = ™) (D" F) )

= (=DM (M, (Bu-1 (D)™ F) = (=DM (1) &5 (By-1 F),

which implies @, (By—1F) = 0 for all F € Z’. Continuing in this way, we establish
that @y, (B, F) = 0 for all n. Therefore the flow must completely vanish at w;,, since

M+1

= > ="Nan"s (Baoi (D F)) =0,

d
ili—a; (F)
dx o =

proving our claim by contradiction. O

3.2. Deparameterized time evolution. In this subsection we prove that for a constraint
Cp that is deparameterized by (Z, F), the adjoint action of Cy projects to a dynamical
flow on the fashionable algebra F. Later on, in Sect. 3.3 we will link deparameterized
dynamics to the physical states and the Dirac observables of the constrained system.

Let Sc,, (1) denote the flow induced on I" by the adjoint action of Cg on .4, which by
Lemma 4 preserves the constraint surface I'c,, . Using the map defined in (11) and (12)
we can transfer this flow from I'c to a flow on 'z via S‘CH (A) =¢oSc, (M) o oL
Explicitly, S’CH Mg (w) = ¢(Scy (M)w) for any w € I'c,,. Using this relation, for any
@€z andany A € Z'

d - _
i (Scy W@(A)) = Sc,, M@ ([A, Ch)) (20)
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where we implicitly use the fact that [A, Cy] € Z', which follows from Eq. (14).
Therefore, Sc,, (1) is generated simply by the adjoint action of Cy on the subalgebra
Z'. Referring back to Definition 12 from Sect. 2.4 we have the following result.

Lemma 10. Let Cy be deparameterized by (Z, F), then the flow SCH A) = ¢oSc,;(M)o
¢~ generates time evolution of states relative to Z on Tz

Proof. Since [-, Cy] is a x—compatible derivation on A, it is *-compatible also on Z’.
All that needs to be shown is that the gauge flow Sc,, (1) maps states from I"z/|,, to
FZ, |7T1+A :

For convenience let us denote the one-parameter family of states @, := S'CH Mo,
where & € I'z/|,, for some fixed 7. Following the method of Lemma 2, for each A € Z’
we define a function that varies along the flow f4 (1) = @) ((Z — (¢ + A)1)A). The state
@;, belongs to T'z/|,  if and only if f4(A) = @y (Z — (t + A)1)A) = Oforall A € Z'.
Suppose all of the functions f4 (1) = 0 for some A’. We can compute their derivatives
along the flow using Eq. (20):

dfa d

el oo (Z— (t+1)1DA)

A=

d . _ )
- a(wA ((Z — 11)A) — A, (A))

A=A
/

1 A
= —oy ([(Z-tDA,Cg)) — oy ([A, CH]) — oy (A)
ih ih

1 A
= —wy (Z—-1D[A,Cy]) — =aox ([A, Cx))
ih ih

1 _ / 1 /
= Eww((z — @+ DA, Cyl) = 7 Jia.cm@) =0.

The last equality follows since [A, Cy] € Z'. Furthermore, by our initial conditions
fa) = 0 forall A € Asince g = @ € Izl It follows that {fa(A) =
0, for all A} 4¢ 4 is the solution to the flow given by Eq. (20) with w € I'z/|, . Thus at
any point along the flow

@, (Z—(t+1)1DA) =0, forall AeZ.

Therefore SCH Mw e 'y as required. O

|7Tr+x’

Remark. The above lemma does not guarantee that for an arbitrary w € I'c,, the family
¢ (Sc, (Mw) is a time evolution relative to Z; we also need ¢ (w) € I'z/|, for some
teR

As discussed in Sect. 2.4, time evolution of states w; € ' relative to Z maps to a
one-parameter family of states on the fashionable algebra @; = v (@;), by restriction
of &, to F: we have @, (F) = @, (F) for all F € F. Furthermore, at each value t € R
of the clock the adjoint action of Cy can be projected from Z’ to F using the map of
Eq. (7)

D) ()F = v, o (BHF), Q1)

which is a x-compatible derivation on JF thanks to the fact that v; and m, are *-
homomorphisms. D, (¢) is therefore a dynamical flow on F according to Definition 4.
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Lemma 11. Let w; = S'CH (t — to)w for some ty € Rand v € Fz/|n,0, then the image

@ = Yy (w;) € T 5, where Y, is defined in (8) is generated by the dynamical flow 5}1 (1).
That is

d o
awt(F) = & (D (1) F). (22)
Proof. By Lemma 10, &; € T'z/|,, for all ¢. Using Eq. (20), for any A € Z’

d 1 o
567):(14) = <E [A, CH]) = (DpF).

Since @; (F) = Y () (F) = @, (F) for any F € F, we also have

d . d _ - =
5wz(F) = Ewt(F) = w;(DpF).
Because @; € 'z, it assigns the same value to all elements that belong to a given
coset generated by the ideal (Z — t1)Z’. By definition in Eq. (21), for any value of
t, D}{ (t)F and Dy F are in the same coset relative to the ideal (Z — t1)Z’. Hence

@ (D F) = @, (D), (1) F), from which (22) follows. O

As demanded by property 2 of Proposition 2, the gauge flow of Cy deparameterized
by (Z, F) projects to a dynamical flow on the unconstrained system defined by the
fashionable algebra F. The unconstrained dynamics on F can then be analyzed by the
methods of conventional quantum mechanics.

3.3. Positivity. For many applications it is also important to be able to reverse this
process, linking positive states on a fashionable algebra at a given value of the clock
with kinematical solutions to the constraint in I and ultimately with physical states in
I'c,/ ~cy-Combining Definition 13 and Lemma 6, deparameterization is accomplished
by finding a clock such that [Z, Cy] = ihl, and by splitting the kinematical algebra
into subalgebras that share only the null element,

A=ACy +(Z —t1)Z + F,

where F is a x—subalgebra of Z’ isomorphic to Z'/(Z — t1)Z’ at each 1.

Specifically, given a positive state @ on F and a value of the clock ¢ € R, the
corresponding relational state is @ = w,_l (@) € I'z/|y,, which by Lemma 7 is positive
on Z'. The corresponding solution of the constraint on A is @ = ¢! (wl_l (@) € T'cy,
which for any B € Z' yields

because w € I'z/|7,. This, in turn, implies that
w(Z)y=t and w(ZB)=tw(B) =w(Z)w(B).

We find that this relation extends beyond Z’ to the whole of A: Given any A € A, and
any state w € I'¢c,,, that satisfies w(ZB) = w(Z) w(B) forall B € Z', thereare B € Z'
and G € A such that
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w(ZA) = w(ZB + ZGCp)
= w(ZB)
= w(Z)w(B)
= w(Z)w (B +GCx) = o(Z)w(A).

The following definition is therefore meaningful:

Definition 15. A state w € I' is almost-positive with respect to a deparameterization of
Cu by Zif

1. it annihilates the left ideal generated by Cy: w(ACy) = O forall A € A;
2. it is positive on the commutant of Z: w(BB*) > 0 forall B € Z';
3. it parameterizes left multiplication by Z: forall A € A, w(ZA) = w(Z)w(A).

The first condition ensures that w € I'c,, solves the constraint. The second condition
ensures that w restricts to some positive state on Z’, and hence also on F. The third
condition ensures that this restriction belongs to the constant clock surface '/ In

|7Ta)(Z) M
other words,

Corollary 2. Every positive state on F has a unique extension to an almost-positive state
w, for any given value of the clock w(Z) =t € R. Conversely, every almost positive
state w restricts to a positive relational state on Z' and hence a positive state on F at
time w(Z).

Remark. One way to interpret the last condition in Definition 15 is to notice that it
requires fluctuations of Z to vanish. For example, we have (A, Z V= w(ZH—w(Z2)? =
0. Just like a time parameter in ordinary quantum mechanics, Z is sharply defined in such
a state, but it does not correspond to an evolving observable since Z is not an element
of F. As already noted in Sect. 2.4, the combination of almost-positivity and conditions
required for deparameterization prevent @ from being positive on the whole of A. The
new notion of an almost-positive state, introduced here, may therefore be considered a
maximal implementation of positivity in an internal-time setting, in which evolution is
defined with respect to an algebra element. According to Lemma 7, positivity of states
can be extended from observables (realized here by F) to time (Z € Z'), but not to the
full algebra .A.

According to Lemma 10, the gauge flow S‘CH (1) generated by Cy and mapped to

"z drags states from the subspace I'z/|,, to the subspace I'z/|,,,, of gauge-fixed states.

Lemma 12. The gauge flow Sc,, on I drags an almost-positive state w to another
almost-positive state Sc,; (M) w, such that Sc,, M) w(Z) = w(Z) + A.

Proof. Lemma 4 guarantees that the flow remains on I'c,,. Since the adjoint action
of Cpy is a x-compatible derivation on Z’, according to Lemma 2 the corresponding
flow maps states that are positive on Z’ to other states that are positive on Z’. For any
almost-positive w, along the flow w; := Sc,, (A)w we have

d .
awx(z) =wy(DpZ) =1.

Therefore, w) (Z) = w(Z) + A.
To prove that parameterization of Z is preserved along the flow, we follow the method
of Lemma 2 and define a function f4(A) = w3 (ZA) — ) (Z)w; (A) for each A € A.
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Condition 3 of Definition 15 holds for w; if and only if f4(A) = 0 for all A € A.
Suppose all of the functions f4(1") = 0 for some 1'. Taking an arbitrary A € A

d 4
Foen| = (o (zDun) +or)|
@ Lo+ Loz A
= )’ awx - aa)x( )A=)J wy (A)
d
= (0.(Z)w).(A)) .

Consequently, d fa(A)/dr = 0 at A = A/ for all f4(X). Since f4(0) = w(ZA) —
o(Z)w(A) =0forall A € A, it follows that { f4(1) = 0, VA} 44 is the solution to the
flow generated by Cp. Hence wy (ZA) = wy (Z)w; (A) remains true everywhere along
the flow. O

Since Aps is not available in general, there is no full quantum analog of Proposition 1.
But any available Dirac observable O € Aqps is a valid observable with respect to any
almost-positive state:

Lemma 13. If O € Agps, w(00*) > 0 for any almost-positive functional w with
respect to a deparameterization of Cy by some (Z, F).

Proof. Since O € Agps C A is also an element of A, the decomposition induced
according to Definition 13 by deparameterization implies that we can write it as O =
ACy + B for some A € A and B € Z'. The fact that O is in the commutant of Cy
implies [O, Cy] = [B, Cyl+[A, CglCy = 0. The second term on the left-hand side is
in ACy, while Eq. (14) implies that the first term is in Z’. Since the two subalgebras are
linearly independent, the two terms must vanish separately, implying that [B, Cy] = 0.
Because Cy is not a divisor of zero in a single constrained system, for A € A we have
that ACy = 0 implies A = 0, and therefore [A, Cy] = 0. These results also imply that
A* and B* commute with Cy. Now suppose that w is almost-positive with respect to
deparameterization of Cg by Z, then

w(00*) = w (ACHCyA* + BCyA* + ACy B* + BB¥)
=w ((AA*Cy + BA* + AB*) Cy) + w (BB¥)
=w (BB*) >0

because B € Z', using w(AC) = 0.

This completes the proof of Proposition 2.

3.4. Example: parameterized particle. Let A be the polynomial algebra, generated by
complex polynomials in the basic elements Z, E, A;, withi = 1,2,..., M,and 1 (=:
Ag). The generating elements are *-invariant, Z = Z*, E = E* and A; = A,’.‘, and are
subject to commutation relations [Z, E] = ihl,[Z, A;] =0 =[E, A;]and [A;, A;] =
ih ZQ/IZO af‘j Ay, for some ozl@ € C. This algebra is an example of an enveloping algebra
of a Lie algebra, which we equip with the p-topology of [24].
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For any M-tuple of integers i = (n1, na, ...ny), we define A; = AT'AY ... ALY,
with Ay := 1. The set of monomials {A;Z" E'} is linearly independent and forms a
linear basis on .A. Let this system be subject to a single constraint of the form

CH = E+h(Z, Ai),

where h is a polynomial with an ordering such that h = h* and therefore Cy = C7,.

Consider the clock (Z, F), where F is the algebra generated by all complex polyno-
mials in just the elements A;, and is therefore spanned by the linear basis of monomials
{A;}. Z = Z* is given, and, since Z commutes with itself and generators A;, any ele-
ment of Z’ can be written as a linear combination of monomials of the form A;; Z™. The
relational observables of this clock are given by the projection 7r;(A) € Z'/(Z — t1)Z’
for any A € Z’, interpreted as “A when Z = ¢.” Here kerr; = (Z — r1)Z’, and it is
easy to see that no non-zero elements of (Z — t1)Z’ are polynomials in generators A;
alone, therefore F N ker m; = {0} as required by Definition 9. For a basis monomial of
Z andanyr € R

A;Z™ = A; (Z — t1) + )™

m

m _
:AﬁZ(k)(Z—tl)ktm k
k=0
- m
= A" + A; Z — )k k.
a3 (7)) z-m

k=1
The last sum lies in the ideal (Z — t1)Z’, and, therefore, in the kernel of 7;; hence,
7 (AR Z™) = (Apt™) = 1", (Aj)

Clearly, {7; (A;;)} linearly spans Z'/(Z —t1)Z' forany ¢ € R, so that7;(F) = Z'/(Z —
t1)Z’. The pair (Z, F) satisfy all requirements for a quantum clock given in Definition 9.

We now confirm that (Z, F) deparameterizes Cy according to Definition 13. We
immediately see that [Z, Cy] = [Z, E] = ikl as required. Since the expression for
any non-zero element of ACp in terms of the basis monomials of A includes at least
one term of the form A; Z™ E' with [ # 0, we infer Z' N ACy = {0}. By substituting
E = Cy —h(Z, A;), we can write any element of .4 as a polynomial in Z, Cy, and A;.
Using the commutation relations, a factor of Cy can be iteratively moved to the right
whenever present, so that any A € A can be written as

A=po(Z,A;) +p(Z,Cpy,A)CH,

for some polynomials pg and p. The first term is in Z’, while the second is in ACp, the
two sets therefore linearly generate the whole of A. It is also immediately clear here that
Z' U{Cp} algebraically generates .A: iteratively moving every factor of Cpy to the right
we can write

A=p1(Z, A) +D2(Z, A))Ch +---+pN(Z, A))CY.

According to Proposition 2 the flow generated by Cy gives rise to a dynamical flow
on the fashionables. To see this explicitly, we note that any B € Z’ can be written as a
polynomial p(Z, A;), so that the adjoint action of C on Z’ is given by
. Op(s, A)
[B.Cyl=[B.E]+[B.h] = ifi pT +[p(Z, A h(Z, A,
s=Z
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both terms in the final expression are in Z’. Since [Aj;, E] = 0, restricting thisto F € F
we have

. 1 1
DyF = —[F,Cyl = —[F,h(Z, A;)).
ih ih

The projection from Z’ to F here has the explicit form
vy 0Ty (A,qu) = (tmrr, (Aﬁ)) = A",
so that the commutator of two basis monomials projects as
v oy ([As,, Ai, Z™]) = [An,. Ay | 1"
It follows that

B (1) F = B
H(OF = —[F.h(t, Ap)].

Therefore, this deparameterized example reduces the original constrained quantum sys-
tem to an unconstrained quantum system with degrees of freedom generated by the basis
{Aj}, driven by the time-dependent Hamiltonian h(z, Aj).

In this example, Agps = C}{ contains Cp itself and the identity element 1. Any
element of Aops which is not a linear combination of a power of Cy and 1 is a constant
of motion of the (possibly time-dependent) Hamiltonian h. For most choices of a classical
polynomial hgjyg, constants of motion which are E-independent and fulfill { O, hjass} =
0, are generically non-polynomial, if they even exist in closed form [27,28]. (The system
may be non-integrable.) No quantization of such an observable can exist in our .4, and the
available Aops is incomplete. Even if one extends .4, for instance by using deformation
quantization, in most cases of physical interest it is impossible to find a complete set of
Dirac observables. Nevertheless, we have shown that it is possible to fix the gauge relative
to Z in any such system and uniquely specify physical states by relational observables,
with the only requirement on h thath € Z’ and h* = h.

3.5. Physical vs. relational states. In Sect. 2.3 we defined physical states as orbits on
"¢, of the entire collection of gauge flows generated by AC , such that they are positive
on the Dirac observables Agps. In Sect. 3.3 we established that relational states associated
with a deparameterization of a constraint Cy by a clock (Z, F) are represented on I'c,
by almost positive states of Definition 15. According to Lemma 13 each almost positive
state is in the orbit corresponding to some physical state of the constraint. Furthermore,
since time-evolution in Z is generated by Cy, it is tangential to the gauge orbit so
that all almost positive states along a time-evolution correspond to the same physical
state. Deparameterization of Definition 13 interprets orbits of physical states (or, more
accurately, a single preferred flow along these orbits) as time evolution relative to a
physical clock. This relation leaves room for two important concerns.

First, some physical states may not be sampled by the deparameterization relative to
a given clock Z: It may happen that a physical orbit [w]c, does not contain any state
that parameterizes Z as in the third condition of Definition 15. Stated differently, there is
no guarantee that ¢ ([w]cH) NIz |y, # ¥ for some t € R. While this concern warrants
further investigation, it does not immediately appear to be physically problematic: since
a clock is a physical part of the constrained system, the ability to assign simultaneous
definite values to the clock and its commutant should in general require special states. At
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present, we do not claim that every physical state can be captured by deparameterization
relative to a given clock.

Second, a given deparameterization may suffer from the analog of Gribov problems in
gauge theories if a physical state is sampled by multiple relational states, in other words,
if ¢ ([a)]c . ) NI'z |z, contains more than one state for some ¢ € R. If this happens, each of
those states will give rise to a time-evolution relative to Z, and a single physical state will
be associated with multiple inequivalent evolving states on F. However only the states
that are positive on Z' have a physically useful relational interpretation (see discussion
in Sects. 2.4 and 3.3). Therefore this possibility constitutes an ambiguity of physical
relational states only if ¢ ([a)]c H) N T'z/|x, contains more than one state that is positive
on Z’. An indication that such physical ambiguity is avoided by deparameterization
comes from the following consideration. One would expect that multiple intersections
of two I'z/|, by the orbit ¢ ([a)]c H) would be generated by following a Z’-positivity-
preserving gauge flow. From Eq. (16) (together with (13)), we see that the only gauge flow
that, when mapped onto I/, is generated by a *-compatible derivation, and therefore
preserves positivity on Z’, is the one generated by C itself. For this particular flow we
note the following result.

Lemma 14. Let Cy be deparameterized by a clock (Z, F). Then, each one-parameter
family of states in "z along the constraint flow generated by C p intersects each constant
time surface at most once.

Proof. Along the flow of Cy we have dw, (Z)/dx = c?)x([)H Z) = 1 # 0. Therefore,
) (Z) is monotonic in A, and any two states w;, and @, with A; 7# A, along this flow
assign different values to Z — t1 € ker wr; for any given ¢ € R. It is, therefore, not
possible for both states to belong to the same constant time surface I'z/|,. O

4. General Polynomial Constraints

A general constraint element C is not immediately of the form required for deparame-
terization to exist. While the kinematical algebraic structure of most model theories that
are of interest to quantum gravity and quantum cosmology possesses clocks Z that are
not constant along the constraint flow, that is, [Z, C] # 0, the condition [Z, C] = ihl
(or [Z,C] = al with a € C) is not usually satisfied. For instance, most Hamiltonian
constraints in such systems are quadratic in momenta, resulting in [Z, [Z, C]] # O for a
clock Z, as in the scalar example of cosmological models with energy density (2). There
are also examples of constraints for which [Z, C] € Z’ but not a multiple of the unit.

4.1. Linearization and cancellation. In some of these cases, it may be possible to “lin-
earize” the constraint by finding a suitable Cy € A which satisfies all three criteria of
a deparameterization with respect to Z and has a gauge flow and a constraint surface
related to those of C: If N € A is such that C = NCpg and Cg as in Definition 13,
we have Ac C Ac,; and therefore I'c,, C I'c. Moreover, w ~¢c ¥ if  ~c, ¥.If N
is invertible in A, I'c,, = I'c and ~¢,=~, but this case is too restrictive for most
practical purposes.

Example. TheconstraintC = E 2 —h(A,~)2 with Z-independenth = h* can be factorized
asC = (E—h)(E+h) = NCy withN = E—handCy = E+h. Wehave [N, Cy] =0,
but N does not have an inverse. However, if @ € I'c;, and w(E) # 0 it follows that
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w(N) # 0,1in which case it may be of interest to study evolution of the state with respect
to Cy. More generally, we define C+ = E & h(A;) such that

C = C+C_ = C_C+.

Since either w(AC;) = 0 or w(AC-) = 0 also imply w(AC) = 0, every left solution
of C is also a left solution of C. Therefore both constraint surfaces I'c+ are contained
within the constraint surface I"¢. Furthermore, normalized combinations of states from

I'c+ and I'c_ also give us solutions to C. In particular, for any al.(+), ai(_) e C, a)i(+) €

I'cy, and “’i(_) elc-
w= Z ai(+)a)l.(+) + Z ai(_)a)f_)
i i

is a left solution of C, which is normalized provided that (Zl al.(+) +> al.(f)) =1

In this example the two subsets I'c+ are not disjoint. A solution to both constraint
factors must satisfy w(AC;) = 0 and w(AC_) = 0 for any A € A. These conditions
are equivalent to requiring that both w(AE) = 0 and w(Ah) = 0 for all A € A, since

w(AE)=w (A%(CJr + C)) = % (w(ACy) +w(AC-)) =0,
and similarly
w(Ah) =w (A%(CJ, — C)) = % (w(ACy) —w(AC-)) =0.

Conversely, ®(AE) = 0 and w(Ah) = 0 imply w(AC;) = 0 and w(AC-) = O.
The only restriction on the values assigned by a kinematical state @ € T, in addition to
continuity, is normalization w (1) = 1. Itis therefore possible to satisfy both w (AE) = 0
and w(Ah) = 0O for all A, unless AE + Bh = 1 for some A, B € A. No such A and B
exist within our polynomial A, hence the intersection I'c. NT'c— is non-empty. However
if we consider only the states that are positive on Z’, as required by Definition 15, there
may be additional restrictions: suppose h = F F*+¢g1 for some F' € F and real ¢y > 0.
Then, for any normalized state that is positive on F

wh) =w(FF*)+e > ¢ >0,

which means w(h) = 0 cannot be satisfied. Hence depending on h the sets of almost-
positive states with respect to internal clock Z defined by the two constraint factors may
be disjoint.

Using the original constraint C, the orbits are generated by the subalgebra AC, as
opposed to AC if we use one of the factors instead. Neither of the two factors has
an inverse already contained within A (the only element with an explicit inverse in A
here is 1). Thus AC is a proper subset of ACx, and hence the original orbits of C are
contained within the larger orbits of C. This guarantees, via Lemma 4, that a physical
state of the original constraint C is either entirely inside I'ct or entirely outside of it.
However, some gauge flows generated by the factor constraints C+ are not gauge orbits
of C and can potentially link distinct gauge orbits of the original constraint C. Therefore,
a physical state with respect to C+ generally corresponds to a region of the space of
physical states with respect to the original constraint C.
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This complication would not arise if N had an inverse in .A. However, even if N is
non-invertible there are in general some states on which its action can be “reversed” in
the following sense.

Definition 16. Left multiplication of A € A can be canceledin w € I if forany B € A,
w(GAB) =0 forall G € Aimplies w(GB) = 0 forall G € A.

This state-by-state condition differs from the algebraic cancellation property. In our
concrete example, only the zero element is a divisor of zero in .A. However, even though
CB = 0 implies B = 0, left multiplication by C cannot be canceled in any of its left
solutions w € T'¢. Setting B = 1, we get w(GC1) = o(GC) = 0 for all G € A,
which is not equivalent to w(G1) = 0 for all G € A, since setting G = 1 would violate
normalization.

Definition 17. A constraint C is deparameterized by factorization with respect to an
internal clock Z, if there are N, Cy € A, such that (i) C = NCpg, (ii) there is at least
one state w € I'c,, in which left multiplication by N can be canceled, and (iii) Cy = C ;’;
is deparameterized by (Z, F).

In our concrete example, if we deparameterize our system using C. as the constraint,
we consider only the states @ € I'c, in which the left multiplication of C_ can be
canceled. (In particular, this means that w ¢ I'c_.)

Lemma 15. For a constraint that is deparameterized by factorization as C = NCpy, for
any A € Aobs of C and w € T'c,, such that left multiplication by N can be canceled in
w, the value w(A) is invariant along all of the gauge flows generated by Cy.

Proof. We first observe that, since [A, C] = 0, in particular w(B[A, C]) = 0 for any
B € A. Which means

0 = w (B[A, NCy])
= w(BN[A, Cyl) + (B[A, NICx) = o (BN[A, Cy]).

Since this holds for any B, cancellation of left multiplication by N in w implies that
w (B[A,Cyg]) =0, forall B e A.

The above property holds along all of the gauge flows generated by Cp. To see this
let us fix an arbitrary G € A and, following the method of Lemma 2, define functions
fB(A) = Sgc,w (B[A, Ch]) for each B € A. Clearly, fp(0) = 0 for all B € A.
Suppose all functions fz(1") = 0 for some A, then

. dfB . d
h— =ih— (S Mo (B[A, C
"an A= l d)»( Gy (Ao (BIA, CaD) A=2

= Sgc, (W )w (B[A,Cy]lGCx — GCyB[A, Cl])
= Secy; W) (B[A, CH1GCH) — foey(\) =0,

where we used the fact that Sgc, (A )w € I'c,, according to Lemma 4. We see that
{fB(X) = 0, VA} is the solution of the dynamical flow generated by GCp that agrees
with our initial conditions. Since G was arbitrary, Sgc, (M)w (B[A, Cx]) = 0 for all
B,G € Aand A € R.
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Using the above result, the value of w(A) along the gauge flow generated by BCy,
with arbitrary B € A, varies according to

d
ma (SBey Mw(A)) = Spey, (Mo ([A, BCyhl)
= Spcy Ww (B[A, Cxl) + Spey; M ([A, BICy) =0, forall A,

O

Therefore, using gauge flows generated by Cy does not affect the values assigned
to the set of Dirac observables of the original constraint C, so long as we use states on
which left multiplication of the factor N can be canceled. In this section’s example, the
roles of C, and C_ can be reversed since the two factors commute.

In principle this construction also applies to a constraint that can be written as a
product of non-commuting factors, as one would expect in the case of time-dependent
Hamiltonians h(A;, Z). However, factorizing such a constraint is much more compli-
cated.

Example. Tf we factorize a constraint of the form C = E 2 _ H? with [E, H] # 0, we
have C # (E — H)(E + H), but we can try to find X € Z’ such that C = (E — H +
X)(E + H — X). Multiplying the two factors, we have

C=E>—H>—X*+[E,H]—[E, X]+[X, H +2HX
provided that
2HX =[H,E1+[H, X]+[E, X]+X?.
This equation has a formal power-series solution X = Zi‘;l (ih)" X, with

[H, E]
i

2HX| =

and

n—1

[H, X —1] [E, Xn-1]
2HX, = ih” n- an oXa.

We can split X = %(X ++ X_) into its x-invariant and anti-*-invariant contributions,
Xy = 32X +X* and X_ = 1(X — X*), and define

H=H-X, and E'=E—X_.
As in the example with commuting factors, H'* = H' and [Z, E'] = [Z, E] = ihl but
E'* # E'.There are therefore almost-positive states, but the gauge flow of Cy = E'+H’

does not induce a *x-compatible derivation, unless it so happens that X_ = 0.

For a systematic analysis of suitable factorizations, we need to carefully consider the
adjointness conditions imposed on the factors of the constraint.
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4.2. Adjointness relations. The adjointness relation C* = C imposed on constraints
guarantees that Ayps C A inherits a x-relation, which in turn makes it possible to define
physical states as positive linear functionals on Agps. This condition also restricts possible
factorization choices that could be applied to linearize constraints. Suppose a constraint
C = C* can be written as C = NCp, where N can be algebraically canceled within
Aand Cy = Cj; allows a deparameterization with respect to Z* = Z € A. Then C
can be deparameterized with respect to Z by factorization, using the same method as we
applied to C = C_C; to cast a subset of its physical states as dynamical evolution in Z.
Under these conditions, C g uniformizes the flow generated by C: Since [Z, C] = iiN,
we may consider N as the “non-constant rate” of evolution determined by C, while
evolution with respect to Cy has constant rate.
In order to satisfy C = C* we need NCy = Cy N*, which can be rewritten as

[N,Cyl=Cu(N* = N). (23)

If the non-constant rate is required to be real when evaluated in a positive state w, we
need N* = N. In this case, (23) implies [N, Cy] = 0, such that the rate is, in fact,
constant on solutions of the constraint because N is a constant of motion with respect
to Cy. Conversely, if [N, Cy] = 0 we obtain (N — N*)Cy = 0, and if Cy can be
algebraically canceled within A, we get N = N*. These cases constitute two sufficient
conditions for factorization to result in a deparameterization.

Provided that the clock is part of a canonical pair, [Z, E] = ihl, as in the example
from the previous subsection, the most general form of a factorizable constraint is C =
N(E+H),where H = H* commutes with Z, and condition (23) holds for Cy = E+H.
Further properties depend on the E-dependence of C.

4.2.1. Non-relativistic constraints

Definition 18. A constraint C € A isnon-relativistic of rate N € Aifthereis acanonical
generator E € A conjugate to Z € A, [Z, E] = ihl, such that [Z, C] = ihN € Z'.

Definition 19. A non-relativistic constraint C € A is of constant flow rate N € A if
thereisa Cy € A suchthat C = NCg and [N, Cyg] = 0.

Lemma 16. Every deparameterizable non-relativistic constraint is of constant flow rate.

Proof. Since C* = C and Z* = Z imply [Z, C]* = —[Z, C], we immediately obtain
N* = N from N = [Z, C]/(ih). Using this in (23), we have [N, Cy] =0. O

Remark. The condition [N, Cgy] = 0 of constant flow rate shows the restrictive nature
of adjointness conditions: Only constants of motion with respect to Cy are allowed as
factors of E in non-relativistic constraints. Writtenas [N, E] = —[N, H]ifCy = E+H,
the condition amounts to a partial differential equation for N as a function of Z and the
remaining canonical variables.

Lemma 17. If a non-relativistic constraint C is deparameterizable, it is of the form
C = AE + Ag such that A; = AT and [Ag, A1] = A[A1, E].

Proof. Since the constraint is non-relativistic, it is linear in £ and can be written as
C = A|E + Ag with A| and A such that [Z, A1] = [Z, Ag] = 0. The conditions
C =C*and Z = Z* imply that [Z, C]* = —[Z, C], and thus A} = A7]. Since A plays
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the role of the factor N, it must be a left factor of Ag: There must exist H € A such that
Ayp = A1 H and

C=A(E+H).

In order for C to be deparameterizable, according to Lemma 16, the flow rate A} = N
must be constant with respect to Cy = E + H. Therefore, [A1, E] = —[A1, H], which,
upon left multiplication with A, implies A1[A, E] = —[A1, Ao] because Ag = A1 H.
O

Remark. The condition H = H?*, obtained from C }‘1 = Cp for a deparameterizable
constraint, implies

AE;:HAl =Ap+[A, H].

Therefore, Ag in C = A E + Ag is not self-adoint unless A; commutes with H.

Remark. 1If, in spite of Lemma 16, we try to factorize a constraint of non-constant
flow rate, we end up with a non-self-adjoint Cy. To see this, consider a non-relativistic
constraint of the form C = 1(B|E + E By) + By with By = B} and invertible B = By,
we can write

1
C:BIE+BO—§[BI,E]
_ | -1 |- |
= B E+§(Bl By + By B; )+§[B1 ,Bo]—zBl [B1, E]| .
Defining N = By,
H =188y + BoB"!
—5( 1 0+ boby )
and
/ 1 -1 1 -1
E'=E+[B,", Bol = 5B, [B1, El.

we can write C = NCy with Cy = E’ + H. It follows that H = H*, and [Z, E'] =
[Z,E] = ih since [Z, B;] = 0 and [Z, Byp] = O for a non-relativistic constraint.
However,

E*=E l[B_lB 1B EIB7' £ E

and therefore C}, # Cpy. For w € I'c;,, we have w(E") = —w(H) € R. If w is almost-
positive, this equation is consistent even though E’ # E’* while H* = H: because
E' ¢ Z', an almost-positive state may take on a real value in a non-self-adjoint E’.
However, the gauge flow of Cy # C7; does not induce a *-preserving derivation on any
fashionable algebra F C Z' because, in general, [ f, E'] # 0 for f € F unless By and
By are multiples of the unit.
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4.2.2. Relativistic constraints

Definition 20. A constraint C is relativistic if there is a canonical generator E conjugate
to Z,[Z,E] =ihl,suchthat0 # [Z,[Z,C]] € Z'.

A relativistic constraint that is deparameterizable by factorization has the form
C = (N\E + No)(E + H) = NJE? + (Ng+ N{H)E + N{[E, H] + NoH
where H* = H, and [Z, N|] = [Z, No] = [Z, H] = 0. Using C* = C and Z = Z*,

we have
i‘L|: ,ii[ ' ]:| i‘L|: ,ii[ ' ]:| ’

which quickly yields N1 = Ny The flow rate of C withrespectto Cy = E + H is given
by N1E + Ny, such that C = NCp. In contrast to linear or relativistic constraints, the
flow rate depends on E.

Lemma 18. If a relativistic constraint C that is deparameterizable by factorization is
of constant real flow rate N, it is of the form C = NCy with N = N1E + Ny and
Cy = E + H such that

N§ = No+ [Ny, E], (24)
[N1, E]1+ [Ny, H] =0, (25)

and
Ni[H, E] = [No, E]+ [No, H] (26)

Proof. For real flow rate, N = N* implies N* = EN| + Nj = N and therefore (24).
Constant flow rate, [N, Cy] = 0, results in

0= ([N1, E]1+[N1, H]) E+ Nq[E, H]+ [Ny, E]+[No, H]. 27

Taking a commutator with Z on both sides, only the term proportional to E survives
giving us (25). Substituting this back into (27) results in (26). O

The three conditions of Lemma 18 together are sufficient to make the quadratic
constraint deparameterizable by factorization.

Lemma 19~. A relativistic constraint with real constant flow rate N = E + Ny is of the
form C = E*—h suchthat E* = E and h* = haswellas[Z, E] = ikl and [Z, h] = 0.

Proof. A relativistic constraint with flow rate N = E + Ny, using N; = 1 in terms
Lemma 18, can be written as C = E2 + A1 E + Ag, where [A;, Z] = 0. Using the
notation of Lemma 18,

Al =No+H and Ag=[E, H]+NoH . (28)

We have A7 = A; because Nj = Ny from Eq. (24). Equation (25) is trivially satisfied,
while (26) becomes
[H, E] = [No, E]+[No, H]. (29)

‘We rewrite

C

L, 1
AT+ E[Al, El+ Ay

B2yl (AIE+EA)) + lA% —
2 4 4
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2
= E+1A ]A2 ][A E]—A
- 21 41 2 1s 0
E

1 1 1
h = -A% — —[No, E1+ =[H, E] — NoH

4 2 2
1 1 1

= ZA% - E[NO’ El+ 3 ([No, E]1+[No, H]) — NoH
1

1
= -A?— —(NoH + HN,
4 1 2( 0 0)

such that [Z, h] = 0. By inspection, i* = h as well as E* = E. Moreover, since
[Z,A1]=0,wehave [Z, E]=[Z,E]=ihl. O

Lemma 20. A relativistic constraint of the form C = (E + g)*> — h, such that g* =
g h* = h,and [Z,g) = [Z,h] = 0, is deparameterizable by factorization only if
[E+g,h]=0.

Proof. The factorized version of such a constraint must be of the form
C=(E+Ny)(E+H)=E>+(No+H)E +[E, H] + NoH,
which we compare with
(E+g)°—h=E>+g>+2gE+[E, g] — h.

Taking a commutator with Z and equating the two expressions yields g = %(No + H).
Using this result to eliminate g and setting the two expressions equal gives

1 1 1
[E, H]+ NoH = Z(NO+H)2+ E[E,N0]+ E[E, H]—h.

This expression can be rearranged to solve for / in terms of H, Ny, and their commutators
with E

1 1
h= 3 (IHE]+[E, Nol) + 5 (Ng + H? + 2NoH — [No, H]) — NoH.

We combine the first two terms using Eq. (26) (with Ny = 1):

2 0 I 0 I 2 0 I 0,
——1 N2+H2—2N1i+N H ——1 N—]iz
Now consider the commutator

1
[E+g,No—H]=[E+§(N0+H),N0—H]

1 1
=[H, E]+[E, No] — E[NO’ H]+ E[H’ Nol
= [No, H]+[H, No] =0,
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where in the final equality we once again used (26). This result immediately implies
1 2
[E+g,h]=[E+g,Z(No—H) 1=0

as a necessary condition for our constraint to be deparameterizable by factorization. O

2 . .
Example. We assume that h = \/E has a square root \/Z = \/ﬁ* in A. Comparison of
the two constraint forms results in

1 1
g=5No+H), and Vh = > (No = H).

The factorizability condition (26) now gives

2[E,Vh) = [Vh, gl — g, Vh],

or

8
f = [Vh, gl. (30)

For example, in a two-component system with canonical generators [Z, E] = [q, p] =
ihl, setting

1
Vh=p+(g* = 2%, and g=Z(q-72),

satisfies Eq. (30) and leads to the factorization

1 2
=(E+Z(q—2))* - (p + 5”2 - 22)>

_ 1., 3, _ 1. _
_<E+p+2q 2Z +qZ><E (p+2(q Z))).

s this example demonstrates, in general a constraint C € A has to be of a specific form
in order for a deparameterization and therefore evolution with respect to a gauge section
to exist. This result showcases the power of our general approach to quantum dynamical
reduction. The restrictions of the type found in Lemmas 18-20 have not been anticipated
by the standard method of deparameterization on a fixed Hilbert space, which treats each
specific scenario individually and has mainly been applied to time-independent systems
in which C = NCpy, where N and Cy commute. The additional restrictions derived
here are the consequence of the inclusion of time dependence from the outset, as well as
the general algebraic treatment that is not tied to a specific Hilbert-space representation.
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