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Abstract—Detecting lies or deceptive statements in text is a
valuable skill. This is partly because the patterns that underlie
deceptive text are not known. The aim of this work is to identify
patterns that characterize deceptive text. A key step in this
approach is to train a classifier based on the BERT (Bidirectional
Encoder Representations from Transformers) network. BERT
beats the state of the art in deception classification accuracy on
the Ott Deceptive Opinion Spam corpus. The results of our abla-
tion study indicate that certain components of the input, such as
some parts of speech, are more informative to the classifier than
others. Further part-of-speech analysis in “swing” sentences that
are considered important to BERT’s classification indicates that
deceptive text is more formulaic and less varied than truthful text.
We expanded our classifier into a new Generative Adversarial
Network based on BERT to create exemplars of deceptive and
truthful text that further showed the differences between truth
and deception, reinforcing the underlying similarity of deceptive
text in terms of part-of-speech makeup.

Index Terms—machine learning, BERT, neural network, natu-
ral language processing, generative, GAN, deception

I. INTRODUCTION

Most traditional methods of lie detection consist of analyzing

a physiological response, such as sweat or heart rate. When

most think of lie detection, they think of the polygraph [1]

or something similar: examining physiological responses such

as increased sweat or heart rate that are expected to occur

when people lie. Comparatively little study has been made

into detecting lies in text, where there are no physiological

clues [2]. One example from everyday life is in false reviews,

or Deceptive Opinion Spam. This usually takes the form of

a malicious customer posting fake negative reviews to hurt a

business, or a company shill posting fake positive reviews to

inflate its image. Humans are ineffective at detecting deceptive

text, faring little better than chance [3, 4]. This is in stark

contrast to other linguistic tasks such as sentiment analysis

(e.g. identifying if a text sample is praising or condemning

something) where humans perform extremely well [5].

To understand how lies are expressed in text, we decided

to first build a state-of-the-art classifier that can learn the

patterns that constitute a deceptive review, and then analyze

that classifier to identify those patterns. To this end, we

constructed a machine learning tool utilizing BERT. BERT

(Bidirectional Encoder Representations from Transformers)

is a recently developed neural network architecture that is

pretrained on millions of words and is capable of forming

different representations of text based on context [6]. By

applying BERT to deception detection, we can use it to form

a powerful classifier of deceptive text. After that, extracting

the rules that BERT forms to classify the text can help us

understand what patterns underlie deceptive text.

Our BERT-based classifier proved to be a useful tool for this

study, defeating the state of the art on the Ott Deceptive Opinion

Spam corpus and facilitating analysis on how it determines

deceptive from truthful text. The rules it generates are still

not completely clear, but our ablation study, where each part

of speech (verbs, nouns, etc) is removed and the network’s

performance is monitored, has indicated that certain parts of

speech such as singular nouns are more informative than others,

as their removal resulted in the sharpest drop in accuracy.

We also performed part-of-speech analysis on ‘swing’

sentences—sentences shown to be informative to BERT’s

decision making. Our findings indicate that truthful sentences

have more variance in what parts of speech occur. This provides

evidence that there is a commonality in the structure of

deceptive text that is less present in truthful text. This evidence

is reinforced by the Generative Adversarial Network that we

created, where a text generator based on BERT must try to

create samples that can fool the BERT classifier into thinking

they are real examples. The samples produced by our generator

are easily recognized by the classifier as truthful or deceptive

and reproduce many of the same trends seen in the swing

sentences, particularly that many parts of speech appear with

less variation across samples. This again points to deceptive

text being more formulaic and less varied than truthful text.

II. RELATED WORK

Ott et al. [2] developed the Ott Deceptive Opinion Spam

corpus, which consists of 800 true reviews from TripAdvisor

and 800 deceptive reviews sourced from Amazon Mechanical

Turk. He used this corpus to train Naı̈ve Bayes and Support

Vector Machine (SVM) classifiers, achieving a maximum

accuracy of 89.8% with an SVM utilizing Linguistic Inquiry

and Word Count (LIWC) combined with bigrams. The Ott

corpus is one of the most commonly used gold-standard corpora

in deception detection tasks. Other, less widespread corpora

include the LIAR fake news dataset [7], Yelp dataset in Feng

et al. [8], and the Mafiascum dataset [9].
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Vogler and Pearl [5] used a support vector machine operating

on linguistically defined features to classify the Ott corpus.

They were able to achieve an accuracy of 87% using this

method. Xu and Zhao [10] train a maximum entropy model

on the Ott corpus and were able to achieve 91.6% accuracy. Li

et al. [11] tried to find a general rule for identifying deceptive

opinion spam using features like part-of-speech on several

datasets including the Ott corpus, achieving 81.8% accuracy

on Ott. [12] expand on this work by using a recurrent neural

network on the same data, improving the accuracy to 85.7%.

Hu [13] used a variety of models to identify concealed

information in text and verbal speech, best among them a deep

learning model based off bidirectional LSTMs. Concealed

information, in this context, refers to when a person has

knowledge about a subject and is withholding it, as compared

to Hu’s definition of deception where someone fakes knowledge

they do not have. Hu created a corpus of wine tasters evaluating

wines and encoding in various ways such as n-grams, LIWC,

and GloVe embeddings [14] based on the recordings. The

LSTM model using these features achieved an f-score in

identifying the presence of concealed information of 71.51,

defeating the human performance of 56.28.

Jin et al. [15] put BERT’s robustness to the test by attacking

its input in text classification and textual entailment tasks. They

did so by calculating an Importance score for each word in an

input sequence, and then perturbing that input by substituting

semantically similar words to replace the most important words.

Using this method they produced input that was classified

correctly by humans but was overall nonsense to BERT.

Similarly, Niven and Kao [16] attempt to examine what is

informative to BERT in the Argument Reason Comprehension

Task, where BERT must pick the correct warrant to follow a

claim and a reason. They found some words, such as the word

’not’ acted as a statistical cue that signaled it as an answer.

Removing these words dropped BERT’s accuracy dramatically.

Wang and Cho [17] demonstrate BERT’s viability as a

generative model by utilizing its ability to predict masked

words. BERT faces challenges as a traditional language model

because it is bidirectional and depends of the left and right

context of a word in order to predict it. Wang and Cho

circumvent this problem by providing BERT with a full

sequence of masked tokens and predicting each one in a random

order until the full sequence is unmasked. This method also

allows BERT to receive noisy inputs by setting some of the

masked tokens to random tokens. Using BERT in this manner

generated more diverse sequences than OpenAI Generative

Pre-Training Transformer [18], with the tradeoff of somewhat

higher perplexity.

III. METHODS

A. Classification

The network we use for this work is based on BERT, with

a bidirectional LSTM, attention layer, and dense linear layer

on top of BERT as a classifier (see the blue components

of Figure 1). BERT has several advantages over previous

methods. First, BERT performs well in a wide variety of

contextually sensitive language tasks due to being able to detect

when the meaning of a sequence has changed depending on

context, allowing it to detect subtle differences in phrasing [6].

BERT also requires significantly less preprocessing of data than

previous methods. The primary idea behind most prior work

is to extract predefined features (such as bigrams or part-of-

speech counts) from a sample and classify according to those

features. BERT requires no predefining of features and is free to

develop its own rules. The BERT model we use is the publicly

available bert-base-uncased pretrained BERT model

for PyTorch1https://github.com/huggingface/pytorch-pretrained-

BERT.

We used the Ott corpus to benchmark the network and

compare it to previous approaches. 80% of the reviews form the

train set, which will be used to train the network. The remaining

20% become the test set, used to evaluate the network. In each

training epoch, the training set is presented to the network in

random batches of 8 until the entire set has been presented.

Training lasted for 100 total epochs.

B. Part-of-Speech Ablation

As our first investigation into which parts of the input are

the most important, we performed an ablation study on the

network after training. In this study, we tagged each token of

each review in the test set with its part of speech [19]. We

then evaluated the accuracy of the network on the test set with

each part of speech removed and replaced with a placeholder

[MASK] token. This ablation was done 10 times for each part

of speech, each with a freshly trained classifier.

C. Identifying Swing Sentences

In an alternative route to identifying informative parts of

the input, we identified certain “swing” sentences that BERT

considered highly informative for classification. To identify

these sentences, we started with the trained classifier. Then,

we formed a new dataset based on the original paragraphs, but

with one sentence removed and replaced with [MASK] tokens.

One-sentence entries are excluded.

Before

[CLS] We stayed for two nights for a meeting.

[SEP] It is an upscale chain hotel and was very

clean. [SEP] The service was very good, as the hotel

front desk employees were kind and knowledgeable.

[SEP] The rooms are decent sized and have soft

mattresses. [SEP] The restaurant has good seafood,

but was a bit expensive. [SEP] We would come

back again. [SEP]

1https://github.com/huggingface/pytorch-pretrained-BERT
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