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Abstract

Mean field games (MFGs) describe the limit, as n tends to infinity, of stochastic dif-
ferential games with n players interacting with one another through their common
empirical distribution. Under suitable smoothness assumptions that guarantee unique-
ness of the MFG equilibrium, a form of law of large of numbers (LLN), also known as
propagation of chaos, has been established to show that the MFG equilibrium arises as
the limit of the sequence of empirical measures of the n-player game Nash equilibria,
including the case when player dynamics are driven by both idiosyncratic and common
sources of noise. The proof of convergence relies on the so-called master equation for
the value function of the MFG, a partial differential equation on the space of probabil-
ity measures. In this work, under additional assumptions, we establish a functional
central limit theorem (CLT) that characterizes the limiting fluctuations around the
LLN limit as the unique solution of a linear stochastic PDE. The key idea is to use the
solution to the master equation to construct an associated McKean-Vlasov interacting
n-particle system that is sufficiently close to the Nash equilibrium dynamics of the
n-player game for large n. We then derive the CLT for the latter from the CLT for
the former. Along the way, we obtain a new multidimensional CLT for McKean-Vlasov
systems. We also illustrate the broader applicability of our methodology by applying
it to establish a CLT for a specific linear-quadratic example that does not satisfy our
main assumptions, and we explicitly solve the resulting stochastic PDE in this case.
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1 Introduction

Finite games and mean field games. Mean field games (MFG), introduced indepen-
dently in [35, 33, 34] and [24, 37], are models of competition among a continuum of
symmetric agents, each of whom dynamically controls a state variable; see the books
[8, 9] for an overview. Equilibria of MFGs were introduced as potentially more tractable
approximations of Nash equilibria of large finite systems of agents interacting with one
another through their common empirical distribution. While much of the theoretical
work of the past decade has focused on questions of existence and uniqueness of MFG
equilibria, the probabilistic limit theory is less well understood. A law of large numbers
has only recently come into focus [6, 31, 30, 19], clarifying how a MFG arises as the limit
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of a suitable sequence of n-player games as n — oo, in the presence of both idiosyncratic
and common sources of noise. In particular, given for each n a Nash equilibrium for the
n-player game, the limit of the sequence of empirical distributions of state variables can
be effectively characterized in terms of the equilibria of the MFG. The goal of this paper
is to complement this law of large numbers with a central limit theorem (CLT). Using
similar techniques, a large deviation principle and non-asymptotic concentration bounds
are obtained in a companion paper [18].

The main tool in our analysis is the master equation, an infinite-dimensional partial
differential equation (PDE), which plays a similar role to the Hamilton-Jacobi-Bellman
(HJB) equation in classical stochastic control theory. Lions [36] demonstrated how
the master equation can be used to construct an equilibrium for the MFG, and this
construction was developed further in [4, 5, 7]. To solve the master equation is no simple
matter, though some preliminary well-posedness results may be found in [21, 14] in the
case without common noise and [6, 9] in the case with common noise.

A major breakthrough came in [6] with the discovery that, for a class of MFG with a
unique equilibrium, when the associated master equation has a smooth enough solution,
it can be used to prove convergence of n-player Nash equilibria to the unique MFG
equilibrium. The essential idea is that the solution to the master equation can be used
to build a system of n interacting diffusions of McKean-Vlasov type (see [39, 44] for
standard references on McKean-Vlasov equations) that is quantitatively “close" to the
true n-player Nash equilibrium system and whose empirical measure converges to the
MFG equilibrium. This immediately implies that the empirical measure of the n-player
Nash equilibrium system converges to the MFG equilibrium. In this paper we refine the
“closeness” estimates to show that the distance between the McKean-Vlasov and Nash
systems decays rapidly enough that the fluctuations are the same.

The results of this paper and the companion [18] mark the first probabilistic limit
theorems for MFGs beyond the law of large numbers, at least for diffusion-based models.
The very recent simultaneous works [12, 13, 2] carry out a similar program for MFGs
with finite state space (and without common noise), using the (finite-dimensional) master
equation to connect the n-player equilibrium to a more classical interacting particle
system, and then transferring limit theorems (a law of large numbers, CLT, and LDP)
from the latter to the former. Loosely related ideas appeared also in [1], which uses
FBSDE methods to study the convergence of MFGs as the common noise parameter
vanishes.

Main results. Let us explain the idea and main results more clearly. We consider
n-player stochastic differential games, in which agent ¢ chooses a Markovian control
a' = ai(t, X;) lying in an action space A to influence an (R%)"-valued state process
X = (X!,...,X") given by

dX; = b(X{,m%,, o' (t, X¢))dt + 0d By + oodWy, (1.1)

for suitable constant matrices ¢ € R4*? and o, € R%*%, with ¢ being non-degenerate
(see Subsection 2.5 for the complete list of assumptions). Throughout, X}, ..., X} are
independent and identically distributed initial conditions, B!, ..., B", are d-dimensional
Wiener processes, W is a dyp-dimensional Wiener process, and B, ..., B" W, X}, ..., X}
are independent, and we write

1 n
my =~ 0,
k=1
to denote the empirical measure of a vector = (1, ...,1,) in (R%)". Agent i seeks to
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minimize the cost functional

T
E / X i, o (1, X)) dt + g(Xi mT%,) |
0

where the time horizon T € (0, c0) is fixed. Define the Hamiltonian

H(x,m,y) = in [b(z,m,a) Sy + f(x,m,a)],

f
acA
and let a(z, m, y) denote a minimizer, which we will always assume to exist. At this stage,
we do not require a(x,m,y) to be unique, but it is unique in all the known examples that
fit the assumptions we use below, see Subsection 2.3 for a more complete account. Nash
equilibria of this game (in closed-loop strategies), defined precisely in Section 2.3, can
be studied in terms of solutions (v™*)"_, of the PDE system

o™ (t, )
+ H (x5, mp, Dy ™' (t,x)) + Y Dy o™ (t, ) .b(xj,mg,a(xj,m;ijvn,j(t’w))) (1.2)
J#i
1 — ) 1 & ‘
T3 ]ZITF [Df,»j,x]. v"”(t,-’v)oo—q +3 -;1 Tr [Dzj’zkv"”(t,w)aoag} -0,
- Py

for (t,z) € [0, T] x (R%)", with terminal condition v"*(T,x) = g(x;, m2%). The quantity v™*
describes the value function of the ith player in the n-player game. We assume this PDE
system has a smooth solution, in which case a (closed-loop) Nash equilibrium is given by

a"’i(tvxt) = &(Xgamn)'(taD:mvn’i(t’Xt))' (1.3)

As for uniqueness of the solution to the Nash system, this is the same as for uniqueness
of a(x, m,y): We do not explicitly require (v"*)"_, to be unique but, in the main examples
that are known to fit our assumptions, it is in fact unique, see Subsection 2.5 for details.
Noticeably, uniqueness has interesting consequences. Similar to [6, Subsection 6.2], it
forces the components of the Nash equilibrium given by (1.3) to be exchangeable. Similar
to [9, Proposition 6.27], it also guarantees, at least in some cases where (D, v™")" | is
bounded, that (1.3) is the unique bounded Nash (Markovian) equilibrium.

Substituting (1.3) into the dynamics (1.1), we identify the Nash equilibrium empirical
measure (m’j(t)te[o,T]. The value function of a typical player in the associated MFG is
described by the so-called master equation, whose definition we postpone to Section
2.3. Assuming, among other things, the existence of a sufficiently smooth solution to the
master equation, we show the following:

1. Asn — oo, (M, )iejo,7) converges in law to the unique solution (¢)icpo, 1) to the
MFG, which is itself a stochastic flow of probability measures. This was already
shown in [6, Theorem 2.4.9] when the state space is the torus. Our extension to R?
is straightforward provided the solution to the master equation together with its
derivatives have an appropriate rate of growth and the system (1.2) has a solution.
Similar questions are addressed in the reference [9, Chapter 13, Section 6.3].

2. Our main contribution is to show that the fluctuation process (v/n(m%, — it))teo,1)
converges in law (in a suitable distribution space) to the unique solution to a
certain linear Stochastic PDE (SPDE) driven by a space-time Gaussian noise,
the coefficients of which depend on the solution to the master equation and on

(,Ut)te [0,7]-
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These results are presented precisely in Section 3.

Strategy of proof. The idea driving all of the results, both in this work and the
companion paper [18], is to use the solution to the master equation, U = U(t,z,m),
for t € [0,7],z € RY and m a probability measure on R?, at least when the master
equation has a smooth solution (in which case we may reasonably expect it to be unique,

see Subsection 2.5) to construct an interacting diffusion system X = (X ,... ,Y”) of
McKean-Vlasov type:
dX, = b(Yi, m%e @(X,,mi DUt X, m”yt)))dt +odBi +oodW,,  (1.4)

starting from Yé = X{, and driven by the same Wiener processes. By showing that the
functions (u™(t,x) := U(t,x;,m"))"_, nearly solve the n-player PDE system written for
(v™")™_, above (see the crucial Proposition 4.1), we can find good estimates between
Dmivm and Dxiu”’i (see Theorem 4.2), which enable an estimate of the distance between
the empirical measures m’; and m”Y. This is indeed the strategy of [6], where it is shown
that

E Wy ca(mx, m%)] = O(n™?), (1.5)
where W, ¢« denotes the p-Wasserstein distance on the space of probability measures
on the path space C? := C([0, T]; R¢) with finite p'® moment. Equivalently, (1.4) must be
regarded as an approximating n-particle system of the n-player Nash equilibrium. From
McKean-Vlasov theory (see, e.g., [22, 41, 44] for the case without common noise, or
[11, 15, 17, 28] and [9, Chapter 2, Section 2.1] for the common noise case), we conclude
that both empirical measure sequences converge in law to the unique solution (Mt)te[(),T]
of the (conditional) McKean-Vlasov SDE

A0 = b( X, e, &(Xe, o, DUt X, o)) )t + 0d By + o0dWs,
pe = Law(X¢ | (Wi)s<t),

where (X, B) is a copy of (X}, B!), independent of W. Moreover, it is known from early
work on the master equation that this limit (Mt)te[o,T] is the unique equilibrium of the
MFG, which is to say that:

(i) (Xt)ieo,1) solves the following optimization problem in the environment (st );c(o,7):

T
infaE / f(Xéxnut;at)dtJ'_g(X%aMT) )
0

s.t. dXta = b(XtCt,[Lt,O[t)dt + O'dBt + O'()th,

the infimum being taken over A-valued processes o = (at)te[O,T] that are progres-
sively measurable with respect to the filtration generated by Xy, B and W, and for
which the SDE for X is strongly well-posed’.

(ii) any other (pathwise continuous) environment v = (v¢);c[0,7) that takes values in
the space of probability measures on R?, that is adapted to the filtration generated
by W and under which the above control problem (with yu; replaced by 14) has an
optimizer with v as flow of conditional marginal laws with respect to W coincides

with (ut)ieqo,1)-

1To simplify, we also use strong solutions when dealing with stochastic optimal controls over open loop
controls.
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This leads to the convergence claimed in point (1) of the program detailed above.

Next, to prove the CLT described in point (2) above, we study first the McKean-Vlasov
fluctuations (\/ﬁ(m”z — t))eeo,r]- The early results of [46, 45, 40] only cover affine
dependence on the mean field term, but requiring the interaction in (1.4) to be affine is
far too restrictive, except perhaps in linear-quadratic models. On the other hand, the
later work [29] treats more general mean field interactions to include the non-affine yet
smooth interactions that we obtain from the solution to the master equation. However,
the state space in [29] is only one-dimensional, and so we extend their result to our multi-
dimensional setting; further, in order to track the influence of the dimension explicitly,
we follow some of the arguments introduced in [40]. While O(n_l/ 2) would not suffice,
the estimate (1.5) is sharp enough to show that the fluctuations of the McKean-Vlasov
and Nash systems are then the same.

Under additional assumptions, the estimate (1.5) is further refined in the companion
paper [18] to establish exponential closeness of the McKean-Vlasov and Nash systems,
which is then used to obtain large deviations results and non-asymptotic concentration
bounds.

Required assumptions and examples. The above results are proved under admittedly
very strong hypotheses. The main conditions, Assumptions A, B, and B’, are spelled out
in Section 2.5 below, and the CLT requires some additional hypotheses (see Assumption
C). Most notably, we assume throughout that U admits bounded derivatives up to order
two in the measure argument. For the CLT, additional smoothness is required of the first
and second order derivatives with respect to m, the precise form of which depends on
the dimension d of the state space. In addition, we require either that the Hamiltonian
H is Lipschitz in y or that {v™*:n € N, i = 1,...,n} are uniformly bounded. Although
this rules out many natural examples, such as linear-quadratic models (see, however, the
discussion of the next paragraph), the main well-posedness results of [6] ensure that our
assumptions cover a broad class of coefficients. More importantly, we avoid as much
as possible imposing specific assumptions on the data (b, f, g); for instance, in contrast
with [6], we do not impose any explicit monotonicity condition on f and g. Instead, we
aim as much as possible to create a “black box” in the sense that our results should
read as follows: If there exists a sufficiently regular solution to the master equation,
then the results (1) and (2) described above are valid. We hope that our work will apply
not only to the setting of [6] but also to those illuminated by future research on the
well-posedness of the master equation.

Despite the restrictive assumptions required for our general results, the same ideas
can be successfully adapted to specific examples which fall outside the scope of our main
theorems. In Section 6 we discuss the linear-quadratic model of [10], which does not fit
the assumptions of our main theorems but for which an explicit solution is known for
both the n-player and MFG equilibria. These explicit solutions allow us to bypass the
difficult estimates required in the general setting, and we again connect the n-player
equilibrium and a corresponding McKean-Vlasov system. As before, this connection lets
us transfer the CLT for the latter system to the former. In other words, while a single
unifying theorem seems out of reach for technical reasons, the strategy of our arguments
seems much more broadly applicable. In addition, we compute the explicit solution for
the limiting SPDE in this specific model.

Organization of the paper. The paper is organized as follows. In Section 2 we carefully
define the n-player game and the Nash system, the MFG and the the master equation,
and the main sets of assumptions. Section 3 then states precisely the main results, with
the LLN in Section 3.1 and the CLT in Section 3.2. The key estimates relating the Nash
system and master equation are developed in Section 4, to prepare for the proofs of
the LLN in Section 4.4 and the CLT in Section 5. Section 6 treats the specific model
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mentioned in the previous paragraph. Relevant properties of derivatives of functionals
on the Wasserstein space of probability measures are collected in Appendix A.

2 Nash systems and Master equations

2.1 Notation and model inputs

For a normed space (E, || - ||), let P(E) denote the set of Borel probability measures
on E. Throughout the paper we make use of the standard notation (i, ¢) := fE pdu
for integrable functions ¢ on E and measures p on E. Given p € [1,00), we write

PP(E,| - ), or simply P?P(E) if the norm is understood, for the set of u € P(F) satisfying
(i, || - II”) < oo. For a separable Banach space ( -|), we always endow PP(E, || - ||) with
the p-Wasserstein metric W, g defined by
1/p
W, e (p,v) = inf (/ |wy||p7r(dx,dy)> : (2.1)
g EXE

where the infimum is over all probability measures = on E x E with marginals p and v.
When the space E is understood, we may omit it from the subscript in W, g by writing
simply W,.

For a positive integer k, we always equip R* with the Euclidean norm, denoted |-,
unless stated otherwise. For fixed T' € (0, c0), we will make use of the path spaces

ch = C([0,T7; Rk)a

which are always endowed with the supremum norm ||zl = sup,¢jo 7 |7:|. For m €
P(C*) and t € [0, T], we write m; for the time-t marginal of m, i.e., the image of m under
the map C* 3> z — 2, € RF.

For a set F and n € N, we often use boldface = (x1,...,z,) for an element of E",

and we write .,
L&
mpy, = - Z O,
=1
for the associated empirical measure, which lies in P(E).

2.2 Derivatives on Wasserstein space

To define the master equation, we must first introduce a suitable derivative for
functions of probability measures. As we will be applying but not solving the master
equation, we need very few properties of these derivatives, all of which are outlined here.
Following [6], we fix an exponent ¢ € [1, ), and we say that a function V : P?(R%) — R

is ¢ if there exists a continuous map 2 : P4(R?) x R? — R satisfying

(i) For every W,-compact set K C P4(R¢), there exists a constant ¢ < oo such that
SUP ek |25 (m,v)| < (1 + |v]?) for all v € RY.

(ii) For every m,m’ € P4(R%),
V(m') / / (1 =t)ym +tm/,v) (m" —m)(dv) dt. (2.2)
R4 (5m

Note that the condition (i) is designed to make the integral in (ii) well-defined. Only one

functlon gv can satisfy (2.2), up to a constant shift; that is, 1f satlsﬁes (2.2) then so

does 2 6m + ¢ for any ¢ € R. For concreteness we always choose the shift to ensure
d 5m

/ oV —(m,v) m(dv) = 0. (2.3)
R
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If %(m, v) is continuously differentiable in v, we define its intrinsic derivative D,,V :
PR x R — R? by

%
D, V(m,v) = D, ((Sm(m,v)> , (2.4)

where we use the notation D, for the gradient in v. If, for each v € R? the map

m %(m7 v) is ¢!, then we say that V is ¢ and let 62‘2 denote its derivative, or more

om
explicitly,

52V 60 [0V
W(m,v,v’) =35 <6m(’v)> (m, ).

We will also make some use of the derivative
Dquv(ma 7]) = D@ [Dmv(ma 1})],

when it exists, and we note that D, D,V takes values in R¢*%; for some results, we will

k41
also consider higher order derivatives D*D,,,V (m,v) with values in R%*-*4 =~ R4 for
k € IN. Finally, if V is ¢ and if gfn‘g (m,v,v’) is twice continuously differentiable in (v, v’),
we let

, BV
o 52

denote the d x d matrix of partial derivatives (9,0, [0?V/dm?|(m, v,v")); ;. Equivalently
(see [6, Lemma 2.2.4]),

D2 V(m,v,v') =D

(m,v,v")

D2V (m,v,v") = Dy (D V (-, 0))(m,0').

Aside from these definitions, the only result we should state here is an important
observation on how these derivatives interact with empirical measures, essentially
known from [6]. For completeness, the proof is given in Appendix A.

Proposition 2.1. Given V : P4(R?) — R, define u,, : (RY)" — R by u,(z) = V(mp) for
some fixedn > 1.

(i) IfV is €' and if D,,V exists and is bounded and jointly continuous, then u,, is
continuously differentiable, and

1
Dy un(x) = =D, V(my,x;), forj=1,...,n. (2.5)
n

(i) IfV is €2 and ifD,QnV exists and is bounded and jointly continuous, then u is twice
continuously differentiable, and

1 1
Dy, Dy jun(x) = ﬁDan(m;,mj, xE) + 5j7kEDvaV(m;,mj),
whered;, =1ifj =k and d;, =0ifj # k.

2.3 Nash systems and n-player games

We fix throughout the paper a filtered probability space (2, F,F = (F;)ico,1), P),
supporting independent IF-Wiener processes W of dimension dy and (B"){2, of dimension
d (we choose the dimension of the idiosyncratic noises equal to the dimension of the state
space for convenience only), as well as a sequence of i.i.d. Fy-measurable R%-valued
initial states (X{)2°; with distribution .
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We describe the n-player game and PDE systems first, deferring a precise statement
of assumptions to Section 2.5. We are given an exponent p*, an action space A, assumed
to be a Polish space, and Borel measurable functions

(b, f) : RY x PP"(R?) x A — R x R,
g:RYx PP (RY) — R,
along with two (constant) matrices o € R4*¢ and oy € R**%, where ¢ is non-degenerate.

In the n-player game, players i = 1,...,n control the (R?)"-valued state process
(Xy = (X}, ..., X["))ieqo,r), given by

dX; = b(X{,m%,, o' (t, X¢))dt + 0dBy + 0odW,, (2.6)

where we recall that m'y, denotes the empirical measure of the vector X,. Here o is
the control chosen by player 7 in feedback form. The objective of player i is to try to
choose o' to minimize

T
Jvial,. o) = / FOXE im0 (1, X))t + g(Xim,m?, )
0

A (closed-loop) Nash equilibrium is defined in the usual way as a vector of feedback
functions (a!,...,a"), where o’ : [0,T] x (R%)" — A are such that the solution to the
SDE (2.6) is unique in law, such that

JUial, .. am) < JVHel . et @t L an),

for any alternative choice of feedback control a for which the SDE (2.6), with « replaced
by @, has a solution that is unique in law. In this regard, it might be worth pointing
out that (2.6) is in fact uniquely solvable in the strong sense whenever o' is at most of
linear growth in z, uniformly in time. When «’ is bounded, unique strong solvability is a
consequence of [47]. The latter may be shown to remain true whenever o' is at most of
linear growth in z, uniformly in time, by a standard localization argument.

From the work of [3], we know that a Nash equilibrium can be built using a system of
HJB equations. Define the Hamiltonian H : R? x P?" (R?) x R — R by

H(x,m,y) = in [b(a:,m,a) Y+ f(x,m,a)].

f
acA
Assume that this infimum is attained for each (z,m,y), and let a(x,m,y) denote a
minimizer; we will place assumptions on the function @ in the next section. While we
do not explicitly require @ to be unique, the reader must be aware of the fact that the
set of assumptions we use below is rather constraining. For instance, Assumption A
requires the existence of a smooth solution to the aforementioned master equation, see
Subsection 2.4 for details. In all the existing works on the subject, existence of a smooth
solution to the master equation is in fact proven under the assumption that a(z, m,y) is
unique. The latter is clear in [21, 14, 9]. In [6], the Hamiltonian is required to be smooth
and b(xz, m, ) to match a: Following the proof of [43, Theorem 2], uniqueness of the
minimizer follows.

It is now convenient to define the functionals b and f on R? x P?" (R¢) x R¢ by

b(z,m,y) =b(z,m,a(x,m,y)) and f(z,m,y) = f(z,ma(z,my), (2.7
and note that then
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As already mentioned in the Introduction, see (1.2), the n-player Nash system is a PDE
system for n functions, (v™* : [0,7] x (RY)" — R)™,, given by

n
o™ (t,x) + H (x5, mk, Dy, o™ (t, @) + Z D, v™(t, @) -g(scj,mg, D, 0™ (t, @)
=Li#i

ZTr |:D‘%j7.7/‘jvn’i(t’ m)ogq + Tr [D?cj,xkvn’i(t, -’E)UOUQT} _o,
j=1

N 1
2

n
k=1

with terminal condition v (T, x) = g(x;,m?).
Using (classical) solutions to the n-player Nash system, we may construct an equilib-
rium for the n-player game. The i'" agent uses the feedback control

0,7) x (RY™ > (t,z) —~ @& (z,mL, Dy, 0™ (¢, x)) .
As a result, the equilibrium state process X = (X!,..., X") is governed by
dX} = (X}, m%,, Dyv™ (1, X,))dt + 0d Bl + ogdW,. (2.9)

Under Assumption A of Section 2.5 below, the SDE (2.9) is uniquely solvable. Indeed,
due to assumption A(4), the second derivatives of v exist and are continuous, which
ensures that Dwivm is locally Lipschitz. In light of Assumption A(1) and the fact that
x + m? is a Lipschitz function from (R%)" to (P?" (R%), W,-), this ensures that the SDE
system (2.9) has a unique strong solution.

2.4 The mean field game and master equation

The master equation is a PDE for a function U : [0, 7] x R¢ x PP*(R?) — R, given by
0=0U(t,xz,m)+ H(z,m,D,U(t,x,m))
1
+ iTr [(O'JT + JOJJ)DiU(t,x,m)]

—|—/ b(v, m, DU (t,v,m)) - DpU(t, z,m,v) dm(v)

R4
1
+ 5/ Tr [(00T + 0009 ) Dy DU (t, z,m, v)| dm(v) (2.10)
R4
1
+ 7/ / Tr [og0q D2,U(t, z,m,v,v")] dm(v) dm(v')
2 R4 JRd

—|—/ Tr [O'Oo'JDmeU(t,Z‘,m,Uﬂ dm(v),
]R’d

for (t,z,m) € (0,T) x R x PP*(R?), with terminal condition U(T,z,m) = g(z,m). The
connection between the Nash system and the master equation will be made clear in
Proposition 4.1 below; roughly speaking, v™(t, x) is expected to be close to U(t,z;, m%)
as n tends to infinity.

Just as the n-player Nash system was used to build an equilibrium for the n-player
game, we will use the master equation to describe an equilibrium for the mean field
game. First, consider the McKean-Vlasov equation

dX, = b(Xy, ju, DU (t, Xy, ) )dt + 0dBY + 0odWy,  Xo = X}, p=LX[W), (2.11)

where L(X|W) denotes the conditional law of X given (the path) IV, viewed as a random
element of P?"(C?). Here, a solution X = (X%t)tefo, 1) is required to be adapted to the
filtration generated by the process (X}, Wt>Btl)te[O,T]- Notice that necessarily u; =
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L(X W) = L(X]|(Ws)sepo,) @.s., for each t € [0, T], because (W, — W;),>¢ is independent
of (X5, Ws)s<i. Assumptions A(1) and A(5), stated in Section 2.5 below, ensure that there
is a unique strong solution to (2.11); this follows from a straightforward adaptation
of the arguments of Sznitman [44, Chapter 1] (cf. [11, Section 7] and [9, Chapter 2,
Section 2.1]). For the reader who is more familiar with the PDE formulation of mean
field games, we emphasize that the process (i ):co, 1) is @ weak solution to the stochastic
Fokker-Planck equation

dpy = —div@(-, pie, DU, -, 1)) e ) dt + ATe[D2 (00 T + 0g0q )]dt — (0§ Dap) - AWy,

for t € [0,T], which follows from a straightforward application of It6’s formula to the
process (¢(X¢))e(o,r) for smooth test functions ¢.

Since U is a classical solution to the master equation with bounded derivatives (see
Assumptions A(1) and A(5) in Section 2.5 below), it is known that the measure flow p
constructed from the McKean-Vlasov equation (2.11) is the unique equilibrium of the
mean field game; see for instance [8, Proposition 5.106]. A mean field game equilibrium
is usually defined as a fixed point of the map ® which sends a W-measurable random
measure . on C¢ (such that (1t)eeo, 1) is adapted to the filtration generated by W) to a
new random measure ®(u), defined as follows:

(i) Solve the stochastic optimal control problem, with pu fixed:

infaE |:f0T f(Xta7 Mt at)dt + g(X%7 ,LLT)i| )
s.t. dX = b(X{, g, o) dt + 0d B} + odWy,

where a = (at)te[o,T] is an A-valued progressively measurable process (with respect
to the filtration generated by Xy, B and W) such that the SDE admits a unique
strong solution and the cost functional makes sense (regarding our choice to use
here strong solutions, see the previous footnote 1).

(ii) Letting X* denote the optimally controlled state process, set ®(u) = L(X*|W).

Note that if the optimization problem in step (i) has multiple solutions, the map ® may be
set-valued, and we seek u such that u € ®(u). The original formulation of Lasry and Lions
[35] is a forward-backward PDE system, which is essentially equivalent to this fixed point
procedure, when oy = 0. When o # 0, the forward-backward PDE becomes stochastic,
but the same connection remains. For more details on the connection between the master
equation and more common PDE or probabilistic formulations of mean field games, see
[4, 5, 7] or [6, Section 1.2.4]. For our purposes, we simply take the McKean-Vlasov
equation (2.11) as the definition of u.

2.5 Assumptions

The following standing assumption holds throughout the paper. In fact, more will be
needed in Section 3 to derive the central limit theorem, but Assumptions A, B and B’
below form the foundation behind the key estimates used this paper and as well as the
companion one [18].

Assumption A.

1. The exponent p* lies in [1,2]. A minimizer a(z,m,y) € argmingea[b(z,m,a) -y +
f(z,m,a)] exists for every (z,m,y) € R? x PP"(R?) x R?, such that the function

E(x, m,y) defined in (2.7) is Lipschitz in all variables. That is, there exists C' < co
such that, for all z,2’,y,7’ € R? and m,m’ € P?" (R%),

[b(z,m,y) — b2’ ', y)| < C(|lz — | + Wy (m,m) + |y — y/])
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where we recall that W),- is shorthand for W« (ra .-
2. The d x d matrix ¢ is non-degenerate.

3. The initial states (X{)22, are i.i.d. with law z € PP (R%) for some p’ > 4.

4. For each n, the n-player Nash system (2.9) has a classical solution (v”’i)?zl, in

the sense that each function v™(¢, z) is continuously differentiable in ¢ and twice
continuously differentiable in . Moreover, Dz]vm has linear growth and v™* has
quadratic growth, for each n,4, j. That is, there exist L,,; > 0 and L,, ; ; > 0 such
that, for all ¢ € [0,7] and = € (R%)",

|ijvn7i(ta :IC)| < L”JJ (1 + ‘:I)D ’
0"t @) < Lo (14 [2]?)

where |z| in A(4) is the Euclidean norm of z € (RY)" = R4".

5. The master equation admits a classical solution U : [0,7] x R¢ x PP"(R%) >
(t,z,m) — U(t,z,m). The derivative D,U(t,xz,m) exists and is Lipschitz in (z, m),
uniformly in ¢ (using W,- for the argument m ¢ pr (R%)), and U admits continuous
derivatives o,U, D,U, D,,U, DU, D,D,,U, D,D,,U, and D? U. Moreover, D,U,
D, U, D, D,,U, and D2,U are assumed to be bounded.

The lower bound p’ > 4 in assumption A(3) is exactly the one we need to formulate our
first main result, see Theorem 3.1, but a greater lower bound is needed in the statement
of the second main result, see Theorem 3.2. Assumptions A(4-5) are heavy, owing to
the difficulty of solving the master equation and n-player systems. As for A(4), earlier
results on the solvability of systems of quasilinear parabolic equations may be found
in [32]. Those results suffice to guarantee the solvability of the Nash system when the
Hamiltonian H is globally Lipschitz, see for instance [6, Section 2.4.4], but a modicum
of care is needed when the Hamiltonian is quadratic in the variable y. We refer to [3]
and to the book [9] (see Section 6.3.1 of Chapter 6 therein) for precise solvability results
that fit our framework.

Observe also that, in A(4), we do not explicitly require the solution of the Nash system
to be unique, but in fact, in the aforementioned references [32, 9], smooth solutions are
shown to be unique. The latter fact should not come as a big surprise: Uniqueness is
deeply correlated with the existence of a smooth solution. For instance, if, in addition to
Assumption A, we ask (ij v”vi){f ;=1 to be bounded, then uniqueness to the Nash system
is a mere consequence of the so-called four-step scheme for forward-backward systems,
see [38]. In that case, uniqueness to the Nash system then reduces, via It6’s formula,
to uniqueness for a standard backward SDE with Lipschitz coefficients, the Lipschitz
bound being directly inherited from the bound on the gradient of the solution. When
the gradient is unbounded, the four-step scheme no longer applies, but our guess is
that uniqueness may follow from results for linear BSDEs with unbounded coefficients;
obviously, this latter claim goes beyond the scope of the paper.

Regarding the master equation, the main examples of solvability we have in mind may
be found in [6, Theorems 2.4.2 and 2.4.5]. Results therein provide tractable assumptions
on the data (b, f, ¢g) that ensure the existence and uniqueness of a classical solution to
the master equation satisfying A(5). Yet it must be stressed that the results of [6] are
stated on the torus and under the rather demanding assumption that the Hamiltonian
H is globally Lipschitz. Again, we refer to the book [9] (specifically Section 5.4 of
Chapter 5 therein) for an extension to the Euclidean setting that includes quadratic
Hamiltonians. We also refer to [14, Theorems 5.3 and 5.5] for another result on existence
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and uniqueness for the master equation, although the boundedness requirements of the
derivatives, as stated in A(5), are not entirely verified there. Notice in this regard that,
although A(5) just refers to the existence of a classical solution to the master equation, it
implicitly implies uniqueness: We show in Remark 4.5 that, under the additional (modest)
Assumption B spelled out below, the master equation has a unique solution within the
class described in Assumption A(5). Lastly, observe that, for some of the arguments
below, the assumptions on the second order derivatives of U in the direction of the
measure can be relaxed when oy = 0, i.e., when there is no common noise. This fact is
made clear in [6]: Therein, the assumptions that are needed to prove the solvability of
the master equation are slightly weaker in the absence of a common noise (compare
Theorems 2.4.2 and 2.4.5 in [6]). We refrain from distinguishing the two cases og = 0
and oy # 0 in our paper, since the second-order derivatives of U with respect to m will
be needed to establish the CLT, even in the case oy = 0, see Assumption C in Section 3.3.

As indicated above, our analysis heavily depends on properties of the Hamiltonian H.
We thus need an additional assumption to control the growth of the function f which is
defined in (2.7), using of course the same function a from Assumption A(1). We provide
two alternatives in Assumptions B and B’. Assumption B is more in the spirit of [6],
while Assumption B’ fits the framework addressed in [9, Sections 5.4 and 6.3].

o~

Assumption B. f(xz,m,y) is Lipschitz in y, uniformly in (x,m). That is, there exists
C > 0 such that, for all z,y,7’ € R and m € P?" (R%),

|f($7m7y) - f(x,m, y/)| < C|y - y/|'

We will make use of one more set of assumptions, which weakens the Lipschitz
assumption on fin favor of uniform boundedness of solutions to the n-player Nash
systems. Note that boundedness of D, U and D,,U in Assumption A(5) ensures that U
has linear growth, by Lemma A.2. On the other hand, the following assumption will
require U to be bounded.

Assumption B’.
1. The solution U to the master equation is uniformly bounded.

2. The Nash system solutions (v™*)"_; are bounded, uniformly in n and i.

o~

3. f(z,m,y) is locally Lipschitz in y with quadratic growth, uniformly in (x, m). That
is, there exists C' > 0 such that, for all z,y,7’ € R¢ and m € P?" (R%),

~ ~

|f(a:,m,y) - f(x,m, y/)| < C(l + |y| + ‘y/‘)|y - y/|

Remark 2.2. It is typically difficult to find estimates on the Nash system solutions
v™? which are uniform in n, and this is a key challenge of MFG analysis. However,
assumption B’(2) can be directly verified in many situations. For instance, if fis of the
form f(a:,m,y) = fi(x,m) + fo(x,m,y) -y, where f5 is of linear growth in y uniformly
in (z,m), and if f; and g are uniformly bounded, then B’(2) holds. See [9, Chapter 6,

Section 6.3.1] for details.
It may appear that we have not imposed any assumptions directly on the terminal

cost function g. In fact, there are implicit requirements coming from Assumption A(5)
along with the boundary condition U(T,z, m) = g(x, m).

3 Statements of main results

This section summarizes the main results of the paper on the n-player equilibrium
empirical measures (m'% ),>1 and on their marginal flows ((m'%, )¢c[o,r])n>1, defined by
the SDE (2.9). Proofs are deferred to later sections.
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3.1 Law of large numbers

We first state the law of large numbers, regarding the convergence of (m’ ),>1 to L,
where p is defined by the McKean-Vlasov equation (2.11). This is essentially the result of
[6], see also [9, Chapter 6], though we formulate the result in Euclidean space instead of
on the torus; we include the proof in Section 4.4.

Theorem 3.1. Suppose Assumption A holds, as well as either B or B’. Then
lim E W;Cd(m}},,u)} =0.
n—oo ’

There are several ways to identify the rate of convergence in Theorem 3.1, and the
interested reader is referred to the companion paper [18] for a detailed discussion.
Notably, the dimension d appears in the rate, and we explain below the role of the
dimension in the central limit theorem.

3.2 Diffusively scaled fluctuations

The central limit theorem is stated as a limit theorem for the sequence of rescaled
differences ((S}" := v/n(m%, — iit))tefo,1])n>1 between the empirical measures and the
solution to the MFG constructed above.

To state a central limit theorem, we will regard each (S}');co,r] as a process with
values in a distributional space. To do so, we use the same spaces as in [40] or [25]. For
an integer j > 0, a real @ > 0, and a smooth function g : RY — R with compact support,

we let: ‘ .
Dkg
g3 0= / o mga x, (3.1)

|k|<j

where k denotes a multi-index k = (k1, -+ ,kq) and |k| := k1 + - + kq is its length.
We then call H7* the completion of the set of smooth functions on R¢ with compact
support with respect to || - ||;». It is a Hilbert space when equipped with || - ||;.o. We
denote by # 7« its dual space, and by | - ||—;.» the corresponding norm. Below, we see
((SP)tejo.17)n>1 as a sequence with values in 7~ (2+2*a):Ae for

A = |_d/2J +1

The limiting law of the sequence ((S}'):c[o0,1])n>1 Will be identified as the solution to a
properly stated SPDE. In order to formulate this SPDE, we define, for any m € P?" (R%),
the operator A; ,, by:

[At @] () = Dyd(x) - bz, m, D,U(t,z,m)) + Tr[D2¢( NooT + o004 )]
5 (3.2)
+ [ D)~ [Bo,m, DU v,m)| (@) mlde), € R,

R4 5m
for ¢ : R — R. Observe if needed that the derivative with respect to m in the second
line may be rewritten as:

% {z(um,DwU(t,v,m))} ()

0 ~ ~ )
= %b(’l}7 m, DJ,U<t7 v, m)) 33) + Dyb(va m, D.LU(tv v, m))%D.LU(tv v, m, x)a
where D, acts on the third argument of b. We will see in (5.5) that, for ¢ € H4T2 aAa,

D,¢(z) and D2¢(x) exist pointwise and are bounded by C||@|st2x,.2,(1 + |z|*¢) for
a universal constant C; in particular, [A;,,¢](z) exist pointwise. If, as functions of
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o~ ~

(t,x,m), b(xz,m, D, U(t,x,m)) and [6/dm]|[b(v, m, D, U(t,v,m))](z) are sufficiently smooth
and m € P (R?), then Ay ,,,¢p € H2 T2 aAa,

The limiting SPDE is driven by three inputs: an initial condition and two noises. To
state it properly, we assume that the probability space used to construct the mean field
game is rich enough to carry a triple (W, 8y, &), where W is the same common noise as
before, 6, is independent of (W,¢) and is a centered Gaussian random variable with
values in H~(2+2Xa).A¢ with covariance:

Vor, do € H>T2A0M B [00(h1)00(d2)] = (po, 162),

and where £ is, conditional on W, a continuous centered Gaussian process with values in
H—(2+2X2a).2a with covariance:

sAt
Vor,dp € H> TN s 1 €[0,T], E[&(o1)és(¢2) | W] = / {pr,00 " Dyy - Dycpo )dr.
0

(Recall that i is W-measurable.) We will see in Section 5 that both covariances are
well-defined provided p’ > 2)\4, with p’ as in Assumption A. In both of them, (-,-) denotes
the duality product.

We will see in Lemma 5.8 that, with probability 1, for all ¢ € (0,77, u; has a density.
As a consequence, (&;):c[o,7) may be represented as ({;(¢) = fot \/;TS(JTngb) -dBs)o<t<T,
where 3 = (8',..., %) is a dy-tuple of independent cylindrical Wiener processes with
values in L?(R?), 8 being independent of (6, W). Since u is W-measurable, (W, ), 6y
and f are independent.

We state the SPDE for the weak limit (St):cjo,7) of ((S}')¢e0,7])n>1 as an equation in
H—(4+2>\d),)\d:

d{St,¢) = (St At p, @)dt + (Sp,00 ' Dydp) - AW, + d&y(¢), t € [0,T], ¢ € H T2 ara,
(3.3)

where (S;, 00" D,¢) - dW; is understood as E?zl (St, (00" D,9);)dW}. As we already
alluded to right above, we here require the test function to be in #**2*¢*¢ in order to
guarantee that A, ,, ¢ indeed belongs to H?2+2Xa:Aa | This is the minimal regularity we
need to give a meaning to the first term of the right-hand side. We refer the reader to
Lemma 5.5 for the derivation of the SPDE and to Theorem 5.6 for the proof of uniqueness.

As we will see in the example treated in Section 6, an important feature of this SPDE
is the fact that the operator A ,, is nonlocal. To clarify the challenges this presents,
suppose for the moment that there is no common noise, o9 = 0. Then, if A; ,, were local,
we could regard (3.3) as a (standard) parabolic partial differential equation driven by
the adjoint A,’; ., and forced by an additive noise; then, we could use existing results on
the fundamental solution of A} ,, to represent the solution. In a sense, the same is true
when oy is non zero, because it suffices to shift ¢ into ¢(- — ooW;) to recover the case
without common noise.

Of course, the nonlocal term in (3.2) arises because of the McKean-Vlasov interaction,
and we must be prepared to face it in practice. In the example in Section 6, the coeffi-
cients are linear-quadratic, which makes the form of the interaction not too complicated.
Ultimately, we manage to derive an explicit expression for the solution to (3.3), by solving
first for the interaction term and then constructing the entire solution by proceeding as
if the structure were local.

3.3 Additional assumptions and statement of the central limit theorem
In order to state our CLT, we need the following additional set of assumptions:

Assumption C.
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1. bis locally bounded in y, uniformly in (z, m).

2. b and D,U have derivatives up to the order 5 + 2)\; with respect to (z,y) and =
respectively, and these derivatives are jointly continuous and uniformly bounded
with respect to all arguments.

3. 6b/6m and §(D,U)/ém exist, are bounded and jointly continuous in all the argu-
ments, and have derivatives in the variable v up to the order 4 + 2)\; that are jointly
continuous and uniformly bounded with respect to all arguments.

-~

4. 6(Dyb)/ém exists and is jointly continuous and uniformly bounded in all the argu-
ments. 6(D,U)/ém, Dyb and §(D,b)/om are Lipschitz continuous in m with respect
to W; (understood here as WL]Rd), uniformly in the other arguments.

5. 62b/6m? and 62(D,U)/6m? exist, are bounded and are Lipschitz continuous in m
with respect to Wy, uniformly in the other arguments.

Theorem 3.2. Let Assumptions A and C hold, as well as either Assumption B or B’,
with p’ > 12\ and p* = 1. Then, the sequence (S™),>1 converges in law on the space
C([0,T); H~(3+22a)2a) to the unique solution to the SPDE (3.3) with Sy = 6, as initial
condition.

The rationale for requiring the coefficients to be so regular may be explained as
follows. In the proof of the CLT, we need to regard the coefficients (or their derivatives,
depending on the step of the proof) as test functions, namely as elements of the space
HA+2Xa:xa | In this respect, the fact that the dimension d of the state space enters the
definition of the space of test functions through the parameter A\; should not come as a
surprise. Indeed, the Wasserstein distance between a probability distribution and the
empirical measure formed by n i.i.d. samples is less and less accurate as the dimension
of the space increases (see, e.g., [20] or the refinement of Theorem 3.1 above in our
companion paper [18, Theorem 3.1]). Still, we prove in Lemma 5.10 below the rather
striking fact (which seems to be a new point) that the rate of convergence of the empirical
distribution of a sample of i.i.d. random vectors with values R¢ can be made dimension-
free, provided the distance is measured using smooth enough test functions. Noting, for
example, that the 1-Wasserstein and total variation distances between two measures m
and m’ may each be written as a supremum of [ ¢d(m — m') over a suitable family of
test functions ¢, it is clear that the strength of a probability metric and thus the rate of
convergence of empirical measures therein depends heavily on the regularity of the test
functions. Hence, to preserve the O(y/n) fluctuations, we must be prepared to refine
our family of test functions. The two key difficulties are identifying the right level of
smoothness and dealing with the supremum appearing in a metric of the aforementioned
form. Invoking suitable forms of Sobolev embeddings seems to be the most efficient
strategy for addressing both difficulties. As is well known, Sobolev embeddings heavily
depend on the dimension and this is precisely what dictates the choice of the space of
test functions.

Lastly, observe that requiring p* = 1 in Assumptions A, B or B’ is somewhat redundant
with the contents of Assumption C. Indeed, the fact that the derivatives 5(3/ om and
§(D,U)/ém have bounded derivatives in v implies that both b and D,U are Lipschitz
continuous in m with respect to W;.

As for the proof, we will follow the strategy put forth in the Introduction. Namely,
we will first prove (1.5) in Section 4 below. Then, extending earlier works on the same
subject, we will prove the CLT for the McKean-Vlasov system (1.4) in Section 5. We will
conclude by combining the two of them.
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4 Main estimates

All of the results proved in this paper and in the companion one [18] rely on the
crucial estimates developed in this section. In the following results and proofs, U is the
classical solution to the master equation (2.10). The letter C' denotes a generic positive
constant, which may change from line to line but is universal in the sense that it never
depends on ¢ or n, though it may of course depend on model parameters, including,
e.g., the bounds on the growth and the regularity of U and its derivatives, the Lipschitz
constants of b and f and the time horizon 7'.

4.1 A preliminary estimate
For (t,x) € [0,T] x (R%)", define

u™ (t,x) = U(t, x5, m?).

The following result, largely borrowed from Proposition 6.1.3 in [6], shows that the
functions (u™?)"_; nearly solve the n-player Nash system defined in Section 2.3. We
provide the proof in Appendix A.

Proposition 4.1. Suppose Assumption A holds as well as either Assumption B or B’.
There exist a constant C' < oo and, for each n € N, continuous functions r™" : [0,T] x
(RY)"™ — R, for 1 <i < n, with

7™ e < C/n,

such that

dpu™"(t, )

+ H (2, mp, Dy u™ (t,2)) + Y Dy u™(t,@) b (z;,mlh, Dy u™ (t,x))
J=1,j#i

1 = n,t n,i n,t
3T [gaTD;ﬁMu , (t,x)} n un (t,m)} — i),
j=1
for (t,x) € (0,T) x (R%)".
To proceed, we define an n-particle SDE system of McKean-Vlasov type, which

we will compare to the true Nash system. Precisely, let X = (Yl, ...,X") solve the
approximating n-particle system

dX, = (X, m% DUt X, m% ))dt + 0dB; + oodW,, X, = Xg. 4.1)
Because of Assumptions A(1) and A(5), this SDE system admits a unique strong solution

and (by A(3) as well) the processes (W, Bl,Yl)7 ey (W, B”,Yn) are exchangeable. We

make the following convenient abbreviations: for:,5 =1,...,n,
Y=ot Xy),  Z = Dyv™i(t Xy), (4.2)
Vi=Ut X}, m%,)=u""(t, X)), 27 =Dy u™"(t,Xy). (4.3)

Recalling the definition of u™*, we can apply Proposition 2.1 to get

DU X}, m%, . X)) ity 7 ’ (4.4)

ZZJ = Dil?j [U(t7Xg7m§(t)] = i n 1 i n i . .
D, U(t, X{,m% )+ = DUt X{,m% , X}) ifj=i.

In particular, recalling that D, U and D,,,U are bounded, we have the crucial bounds

iji . © o iyi
|1Z7] < ot for j # 1, |12t < C. (4.5)
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Also, in what follows, for ¢ = 1,...,n, define:
t n n
M :/ > (217 = 229) - 0dB] + > (217 — 227) - oodW | (4.6)
0 \j=1 j=1
t
N} = / (Vi —YHdM:. 4.7)
0

4.2 Main estimate

We state and prove our main estimate first under assumptions A and B, and then
under assumptions A and B’.

Theorem 4.2. Suppose Assumptions A and B hold. Then, there exists C' < oo such that,

for each n,
1 & T , . 2 C
yE / D™ (1, X0) — DU X i) | < 4.8)
i=1 0
1 & R
Z||XZ-XZ||§O] < % (4.9)
n P n

Moreover, it holds almost surely that

fZHXZ X2 < *Z/ D, 0™ (t, X4) — DUt X{,m, )| dt, (4.10)

fz/ D, 0™t X,) — DUtX;7mX|dt<f§j/ 1z - 2 e+ S,

(4.11)

and for allt € (0,7,

R C =, i 1« i

5§[N ], < EZT[M J;, and ﬁ;[M Z|NT| (4.12)
Remark 4.3. As explained right after (1.3), the components of the Nash equilibrium X =
(X', ..., X") are exchangeable whenever the Nash system (1.2) has a unique solution

satisfying A(4). Then, the processes (Xl,yl), ce (X”,Yn) are also exchangeable, and,
as a result, the bounds (4.8) and (4.9) are not only true for the mean over the indices
1 =1,...,n but are also true for any single index¢=1,...,n.

Remark 4.4. In this paper, we make no use of (4.12), which is used only in the companion
paper [18]. Since the proofs follow from the same computations, we find it more
convenient to prove here all estimates at once. This permits us not to repeat the
arguments in [18] and to instead directly invoke Theorem 4.2.

Remark 4.5. As we will see in Section 4.4 below, the law of large numbers of Theorem
3.1 follows quickly from Theorem 4.2. Interestingly, these theorems together imply
uniqueness for the master equation, within the class described in Assumption A, and we
sketch the argument here. Let U denote another smooth solution, and let (X, 1t) solve
the corresponding McKean-Vlasov equation (2.11), driven by the same Wiener processes
B! and W, but with D, U replaced by D,U. Then Theorem 3.1 shows that (Mm%, )iejo,T]
converges in probability in C([0, T]; P?" (R%)) to both (1t)eeo,r) and (fi¢)eejo, 7], SO p = i
and X = X a.s.
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Combining (4.8) and (4.9) and using in addition the smoothness of D, U and D, [7 we
get

1 T i ~ =i a2
oznlgréon;E/o \DwU(t,Xt,th)—DwU(t,Xt,mz)\ dt

T
=~ 2
=E |D’LU(t7Xta/ut) _DxU(t7XtaNt)| dt.
0

By expanding (U (t, X;, pit))refo,r) @nd (U(t, X, pit))tefo,r) using 1td’s formula for functions
defined on ”P2(]Rd) (see for instance [14] for the case o0y = 0 and [9, Chapter 4, Section
4.3] for the general case), and by invoking the fact that both U and U solve the master
equation, we finally obtain that, for any ¢ € [0, T, U(t, X, pi+) and U (t, Xy, ut) are almost
surely equal. Choosing arbitrarily the initial condition of the game (i.e., choosing
arbitrarily the initial time and the initial distribution), we deduce that U(¢,-,m) and
U (t,-,m) are equal for any ¢ € [0,7] and any m with full support. By a standard
mollification argument, the same holds true for any m, whether the support of m
is full or not.

Proof of Theorem 4.2
We begin by proving that (4.9) follows from (4.8). Abbreviate
bt @) = b(ws, ml, Dy, o™ (),

b b (4.13)
bn,l(t7w) = b(xia mg7 DIU(t’m“mZ))’

for (t,x) € [0,T] x (R%)". Note first that (2.9), (4.1) and the Lipschitz assumption on b
from Assumption A(1) yields (together with the fact that Wy« < W,):

X7 = X
T ~ 2
SRS SEURTS S
0
P ~ 2 L ~ 2
§2T/ b (s, Xs) — 0™ (s, Xs) ds+2T/ b (s, Xs) — ™' (s, X5)| ds
0 0

t
SC’/ |Dxiv""i(s,Xs)—DxU(s,X;,mg(s)fds
0
t )
+C/ (|X§—Y;|2+W§(m§(5,m% )) ds.
0 s

By Gronwall’s inequality,

y t . . t
1XP - X2 < C/O | D, 0™ (s, X) —DIU(S,X;,m"XS)fds—i—C/O W3 (m'%,, m’% )ds.
(4.14)
Noting that

1 & i =i
W2 n , noy < Xt _X 2’
2(7nXS mXS)—n;| s s|
we may average (4.14) over ¢ = 1,...,n and apply Gronwall’s inequality once again to
obtain

c t ) .
W3 (mS, ml) < — / | Dy (s, X) = DoU (s, X2, mly )| ds.
=1
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Using this bound in (4.14) yields (4.10). Also, (4.9) will follow from (4.8), which we now
prove.

First, use Itd’s formula, (2.8), the fact that v™* solves the Nash system, and (4.2) to
obtain:

= aﬂ]”’i(t Xt)dt

+ZD W X) b (X )dE + - Zﬂ [DQ N ’i(t,Xt)aUT} dt
] 1
+ - Z Tr { - ”’i(t,Xt)aoaﬂ dt + ZZZJ .odB] + ZZZJ - oodWy
]k 1 j—l j=1

:_f<xg,mx,z“)dt+22” adBJ+ZZ” godWi.
Jj=1

On the other hand, use It6’s formula, (2.8), Proposition 4.1, and (4.3) to get:

dytz = 8tun7i(t7 Xt)dt + Z ijumi(ta Xt) 6 (thv mnXtaijvmj (t7 th7 m;g)) dt
j=1
n

+2 ZTr[ 2 »(t,xt)o—gq dt+5 Y T [Dg ol ’(t,Xt)aoaﬂ dt
jk=1

+ Z 2y 0dB] + ) 21 - 0gdW,
j=1 j=1
= = [F(XEma, 20) 4 X | dt+ 3D 21 0dBl + Y 27 - oW,

Jj=1 Jj=1

+y z ((Xt],mxt,Z”) 73<X{,m§(t,2tj’j))dt.
j=1

3

Use It0’s formula and the terminal conditions for the Nash system and the master
equation to get, for ¢ € [0, 77,

T
(Y =) = 2/ (Y7 = Vi) f(Ximk,, Z257) = f (XS mXk,, 207)
t

2 (b (XL mik,, 20) ~ b (XE i, 22)) =1, X,) p ds
2
/ T(z0 - 29)| ds—/ Zao (209 — 29| ds

n

—2/ (YE=V)> (207 = 229) - (0dB] + 00dWy) . (4.15)
t

j=1
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Use the Lipschitz assumption on b along with the estimates (4.5) to get:
Szt (b(XEm,, Z09) = b (XL mix,, 207))
=1

n
<Cy|zi||Z3 - 2]
j=1
n

<oz -2+ = Y |z - ).
j=1,j#i
Substitute the last inequality back into (4.15), and use the Lipschitz assumption on
f from Assumption B, the elementary inequality 2ab < ¢ 'a? + €b?, and the estimate
|r™¢| < C'/n from Proposition 4.1 to obtain, for € > 0,

i i c . i i i) i, j,j
(07 =P < g+ C [ 00—V z - 2P+ ST |7 - 2R | ds
J#i
2
/ Zya (zi7 — 259)| ds—/ > ag (27 - 2)| ds
t j:1
72/ V)Y (28— 229) - (0dB] + aodWs) . (4.16)
j=1

Here C does not depend on e. Noting that ¢ is non-degenerate, we may choose ¢ small
enough and average over:=1,...,n to get

1 n T n o o
- i, _ 71,52
2 / > 1200 - 2 Pds (4.17)
=1 j=1
C O : C&- [T S :
s;wz/t 23 O3 [ 3o 2 (o] + ),
i=1 i=1 j=1

where the constant C' < oo depends only on o. It follows from Lemma 4.6 below that the
stochastic integrals are martingales. Take conditional expectations to get, for r <,

I USRS [ el =221

Using Gronwall’s inequality and taking r» = ¢ we conclude that:

Lo o C
~Y (=< (4.18)
i=1

n

Also, taking conditional expectations in (4.17), and using (4.18), we find:

DRI

=1 5=1

/ | Z1od —z;'vj|2ds|ft] < % (4.19)
n

Then, returning to (4.16), taking the conditional expectation given F;, and applying
Gronwall’s lemma yields

(4.20)
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This implies that, for M and N defined in (4.6)-(4.7),
; Z Z / <o Z
n 4 n3
1= =1

which proves the first part of (4.12). On the other hand, applying (4.18) to (4.17) shows
that

72 iZuMﬂT - vy

~ n

<< z/ 2ds — S (NG - )

=1

< - 92<NT N)).

n2 n “
i=1

Take t = 0 to derive the second part of (4.12).

Finally, using the definition (4.2) of Z and recalling from identity (4.4) and inequality
(4.3) that D, U(t, X}, m}}t) =Z" — %DmU(t, X} mf,}t,Xti) and that D,,U is bounded, we
get:

LS ot X0 - DoU s Ximie)Pat < S5 [ 12— zar 4 S
Elzzl o ’ z; U (ta t)_ x (ta tath)| t—g; 0 | t t| t+ﬁ?

which is (4.11). Taking expectations and using (4.19) with ¢ = 0, we get (4.8). O

We close the section by proving standard integrability results that were used in the
above proof to conclude that a certain local martingale was in fact a martingale.

Lemma 4.6. Suppose Assumption A holds, as well as either Assumption B or B’. Then,
foralli,j,
E Y3 + 12%7][5] < oo

Proof. By the SDE (1.1) for X¢, we have:
t t
IXi| < XE]+ C (1 + / X, |ds + / |Dziv”ﬂ<t,xs>|ds) + [011Bi] + ool W)
0 0

t
<|Xp| 4+ (C" + L) (1 +/ |X5|ds> + |o||B| + |ool W,
0

where C’ is taken from Assumption A(1) and is allowed to vary from the first to the
second line and L,, ; ; is the constant from Assumption A(4). This holds forall: =1,...,n
and Gronwall’s inequality yields:

[Xloe <C (1 + D IXE+ D I1B oo + IIWlloo> :
i=1 i=1
where we note that the constant C < oo may depend on n here. Recalling from As-
sumption A(3) that Xé are i.i.d. with finite moments of order p’ > 4, we conclude that
E[|| X]|%,] < co. Using the definitions of Y and Z*/ from (4.2) along with assumption
A(4), we find

Y72 = o™ (¢, X)|? < 200 (1 + [ X[h), |27 < 2L 5 (1+ 1 X).

n,9,7
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4.3 An alternative estimate

Under Assumption B’, instead of Assumption B, we have somewhat different esti-
mates, based on an exponential transformation.

Theorem 4.7. Suppose Assumptions A and B’ hold. Then, (4.10) and (4.11) hold, and,
for sufficiently large n, the estimates (4.8) and (4.9) hold. Fori =1,...,n and a constant
n > 0, define M’ as in (4.6) and Q' by

t
Qi = [ [20v7 = Y1) + nsiubn(; — V)] d;
0

Then, for sufficiently large n and 7, we have for all t € [0,T],

n n

*Z S, and S M < 4 S Z\QTI (4.21)

i=1 =1

Proof. The proofs of (4.10) and (4.11) are the same as in Theorem 4.2. In particular,
(4.9) follows from (4.8). The proof of (4.8) given below is adapted from [9, Theorem
6.32].

Step 1: We first estimate (Y — Y%)?, for s € [0, T]. Our starting point is the equation
(4.15) from the proof of Theorem 4.2. The local Lipschitz assumption on f along with
the uniform boundedness of v", u™%, and Z;"* = D,,u™(t, X;) implied by Assumption
B’ shows that

0 = ) (F (i, 207) = F (Xt 20
< C (L4127 +121) 1Y = V|2 - 2
<OV =Villzy — 20| + 120 = 20°))
SC(Y -V +120 - 22P).

Substitute this back into equation (4.15), using the Lipschitz continuity of Z Proposition
4.1, the estimate (4.5), and the elementary inequality 2ab < a? + b? to get

_ . C T _ . . . 1 & - .
i YV1)2 i Y\i|2 i, Z1,1|2 - I _ 233 |2
(Y=Y < 2 +O/S DA T VAR A +n E 1|Z,. Z3% | dr
]:

2
n

T
“ar — / > og (21— 2| dr

Jj=1

_/ Z‘UT (Z;;] _Z;,J)
s =1

T n
—2/ Z (Z7 — 257) - (0dBi + aodW,) .
s j=1

Step 2: The term | Z! — 2|2 poses some problems, as it is not canceled by the quadratic
variation term. To deal with this, our next step is to estimate cosh(n(Y — V?)) for a fixed
n > 0, to be chosen later. We note that the constant C' < oo will change from line to line
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but will not depend on the value of n. Use It6’s formula to get:

d cosh(n(Y; — Vy))

= ysinh(n(Y = V) |- Y 27 - (B (XL m, 207) = b (XL, 227) )
j=1

(s, X)) — (XS mi, Z90) + F (XL m., Z5) | ds

2

772 2 n . .
+ > o9 (20— 27)| | ds
j=1

+ L cosh(n(v? = V) | Yo|oT (229 - 2i)
=1

2

+sinh(n(Y? - Vi) | 32289 — 2i9) - 0dBl + 3 (217 — 209) - 50dW,

Jj=1 Jj=1

As before, useAthe fact from (4.5) that Z,” is uniformly bounded and the local Lipschitz
continuity of f to get:

[nsinb(n(v;! = Y1) (F (X5 m, ) = F(Xim, ., 207)) |
<C(1+ | Z5) + |Z7{Z|) |7751nh(77(YTi _ y;))| \Zii — 2|
< Clysinh(y(Yy — V)| |22 — 23| + C [nsinh(n(Y,' — Yi)| |25 — 2272
< C |nsinh(n(Y; - J/;))’2 +C (1+ |psinh(n(Y; — Y0)|) |20 — 2072
<C |77Sinh(77(1/;j - yﬁ))f +C (1 + ncosh(n(Y,: — yi))) |zt — Zii|2,

where the last line follows from the elementary inequality |sinh(z)| < cosh(z). Thus, use
the Lipschitz continuity of b, the inequality 2ab < a? + b2, and (4.5) to obtain

cosh(n(Y — 5))

T
<O [ | st - )+ (0 meoshin(Y; - V)2 - 2P

L sinh(n(Y; = VDI 3 1287 = 2] + [ (r, X, ) 2| dr
j=1

2
n

2 T . . i - 2 . o
- %/ cosh(n(v;! = ¥})) | So|o " (209 = 21)| + |3 od (209 - 21| | ar
° j=1 j=1
T

n

— [ b = V) D2~ 21) - (0B + aodWy),
s j=1

Finally, since o is non-degenerate, use the estimate |||

s < C/n from Proposition 4.1
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to conclude that

—/ cosh(n(Y;! — V1)) Z |Z53 — 2892 dr + cosh(n(Y! — V?))
C T ) . . ) . -
< e[ s - Yi)+ (L neosh(n(Y - V)2~ 21 dr

- h Yl — g Z]J _ ZJJ d
+- | sinh(n(Y; yr))ljgl 7 | dr
~ T n .. . . .
—Cn / sinh(n(Y,! = V) > (227 = 2}7) - (0dB] + oodW,).

j=1

where the constant C' < oo depends only on o.
Step 3: We now combine the previous estimates. Use the facts that sinh is locally
Lipshitz and Y, and )! are uniformly bounded to find a constant ¢, < oo such that:

(Yi— Yi)? + % / cosh(n(Y? — V1) Z|Zw Z03 |2y

C r ) C(1+ T . .
Sﬁ—i-cn/ |Y,?—yﬂ2dr+7( - ”)/ > 1z — 29 Pdr
s s j:].
2

/ Z) (20 — 2i) ‘ dr — / Z ol (207 — 219)| dr
e / (1+ ncosh(n(Y;' — V)| Z — 254 2dr
T . . ~ . . n .. .. .
= [ [20% = v+ Cosinb(a(y; - )] D23 - 219 - (0dB] + q0aW,).
s =1
Now, for sufficiently large 1, we have:

2
C(1 + ncosh(nz)) < 2Cncosh(nz) < % cosh(nx),

for any x € R. Hence, for large 1, we find

v =2+ T [ coshn(y - Vi) Y1200 - 23 Par
S jil

T
S%Jrcn/ v — yz\zdwrc / Z|ZM 279 2dr
2

/ Z‘ (209 - Zw‘dr—/ Zao (209 — 209)| dr

_/T{ 2(Y;} — Vi) 4+ Cysinh(n(Y; — V7) ]zn: Zpl = Z17) - (0dB] 4 0gdW,.) .

(4.22)
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Averaging (4.22) over ¢ = 1,...,n and increasing the value of 7 if needed, we obtain
1 & . A N e [T . R o o
- YZ _ ’L 0 h YZ _ 3 Zl,] _ Z’L,j d
PICAERONE DS | coshinty = ) Do = zrar

2
n

+7112§:1/T’”T (2 - 209)| “ar L Z/ Zao Zii — zi7)| dr
i=1j

n

C | g i i
<S5+t Z/ Y} — VijPdr (4.23)
- = Z / — V1) + Crsinh(n( } S (28— 219) - (0dBI + oodW,.) .
Jj=1

Noting that the stochastic integral is a martingale thanks to Lemma 4.6 and the bound-
edness of Y’ and )?, we take conditional expectations and apply Gronwall’s inequality
as in (4.18) to find

I, , C
B BCARNARES (4.24)
=1

Moreover, substituting (4.24) back into (4.23), using non-degeneracy of ¢, and taking
conditional expectations, we see that

fZZE / | 203 — 20

1=1 j=1
Returning to (4.22) and following the proof of (4.20), we obtain:
Q
n

er\ﬂ] < % (4.25)
n

max (Yi-YH? < (4.26)

Recall now that sinh is locally Lipschitz and Y*? and )’ are uniformly bounded. Using
(4.26) we conclude that

i C
[Q"]: < E[M It,
foralli € {1,...,n} and ¢t € [0, T]. On the other hand, from (4.23) and (4.26) we get:

L= o C L O~

*E Mir < — + — E 5.

n 4:1[ ]T = n2 + n & |QT‘
This completes the proof of (4.21).

Step 4: Finally, to prove (4.8), it suffices to take expectations in (4.11) and to use
(4.25). O

4.4 Law of large numbers
As in [6], the estimates of Theorems 4.2 and 4.7 imply a law of large numbers for the
equilibrium empirical measure m';. That is, we can now prove Theorem 3.1:

Proof of Theorem 3.1. Note first that (4.9) implies

C
72.

E (W; ca(m’x,m )} < (4.27)
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On the other hand, a standard McKean-Vlasov limit theorem (e.g., [11, Section 7] or [9,
Chapter 2, Section 2.1]) implies

Tim B[ W ca(mig, )| = 0.
This proves the theorem. O

5 Proof of the central limit theorem

As we already mentioned in the Introduction, the proof of the CLT is split into two
parts. The first part is to control the distance between the two particle systems X and
X, which mostly follows from Theorem 4.2. The second part consists of deriving a CLT
for the flow of empirical distributions (m%t)ogtg;p. The first part is addressed in Section
5.3, after we have developed the requisite machinery, and we begin with the second
part.

Generally speaking, the proof of the CLT goes along the lines of earlier works on the
subject, see for instance [23], [40], [25] and [29]. However, among these four references,
only the last one allows for a common noise in the particle system or a nonlinear mean
field term. In the approach we implement below, we follow the main steps of [29], except
that the space of distributions in which the CLT is proven is taken from [40, 25].

A crucial point throughout the proof is that, under the assumption of Theorem
3.2 and for the same real p’ as therein, one has E[sup;c|o 1] [a |2|P" dy ()] < oo and

sup; <;< v E[supyepo 11 |Y;|p/] < 0o, with X as in (4.1).

5.1 Tightness

The first step for proving a CLT for X is to show that the difference (S, = \/ﬁ(m%t -
Mt))te[o,T] is tight in a suitable space of distributions. This is precisely the point where
we prefer to follow [40, 25] instead of [23, 29]. There are several reasons for that. First,
the framework used in [40, 25] allows for weaker integrability conditions of the initial
distribution. Second, the analysis therein is explicitly fitted to the higher-dimensional
setting, whilst the one performed in [23, 29] is in dimension 1 only; an additional effort
would be needed to make the latter adapted to the case d > 2, since, as we shall see
below, the dimension plays a crucial role in the definition of the space of distributions
used in the statement of the CLT. In this regard, it seems that the space we use below
permits to track the dependence on the dimension in a more explicit way.

Here, we use the same space of distributions as in [40, 25], as defined in (3.1).
Roughly speaking, we shall prove under the assumptions of Theorem 3.2 that the
sequence (S, );co.7 is tight in the space C([0, 7], H~(2+224).2A¢), where \; = |d/2] + 1.
See Theorem 5.3 below for a more precise statement.

We only provide the main steps of the proof, as it is quite similar to the aforementioned
references. There are two key ingredients, described in the following two subsections.

5.1.1 Coupling with the limiting process.

The first step to get tightness is to prove that the particle system X is at most at distance
n~1/2 of the auxiliary particle system X defined as the solution to the following SDE
system:

dX; =b(X}, py, DLU (8, X7, py))dt + 0d Bl + 00dW,,  Xg = Xy, (5.1)
fori € {1,...,n}. It is customary to introduce X in the analysis of mean field systems,
see for instance [44]. A key feature is that, conditional on W, the particles X', ..., X" are

independent. Moreover, the processes (W, B!, )A(I), ..., (W, B", )A(”) are exchangeable.

EJP 0 (2012), paper O. ejp.ejpecp.org
Page 26/54


http://dx.doi.org/10.1214/EJP.vVOL-PID
http://ejp.ejpecp.org/

A central limit theorem for mean field games

Below, we use the shortened notation b(t, z, m) = g(;v, m, DU (t,z,m)), which is similar
to (4.13). We have the following bound, analogous to [29, Theorem 2.4].

Lemma 5.1. Under the assumptions of Theorem 3.2, we can find a constant C' such that,
foranyn > 1 and anyi € {1,...,n},

4 1/4
sup [ - X-zr*] <oni

E
t€[0,T
Proof.
Step 1: The key point is to show the bound
1/4
E | sup Ws (m"7 ,m”X )4 < Cn~ Y2, (5.2)
t€[0,T] ¢ t

Although the derivation of (5.2) may seem standard, as the rate n~1/2 is the one we expect

from the law of large numbers, there is in fact a subtle point. The proof would be fairly
straightforward if the mean field interaction was of order 1, in the sense that b(¢, z, m)
was of the form of [, b(t, 2, z')dm(z’), for some Lipschitz function b : [0, T]x R¢xR?* — R*
(cf. [40, 25]). Obviously, there is no reason for this to be the case here, as U is expected
to inherit the nonlinear structure of the master equation. As shown in [29] (see in
particular the assumption (S3) therein), (5.2) holds true provided that for any n € IN, any
mo € PP (R?), any i.i.d. samples ¢ = (i, ..., (,) with law my, any i € {1,...,n}, and any
t € [0,7] we have:

E[’g(t,(i,mZ) —Z(t,@,mo)ﬂ i < C’(l —|—/ |Jc|4 mo(dm))n_l/z. (5.3)
Rd

The role of (5.3) is well-understood. Indeed, the proof of (5.2) is a straightforward
application of Gronwall’s lemma, provided we can estimate the term

T o A 411/4
/Eﬂb(t’Xt’,m}(t)—b(t,Xﬁ,ut)|} dt.
; ,

Now, it suffices to invoke (5.3) but under E[- |W], as the particles (X}, ..., X") are i.i.d.
with law p, conditional on W.

Step 2: We turn to the proof of (5.3). Using the Lipschitz property of b in m, we can
easily replace m¢ by mZ’ﬂ, the empirical measure of ({;)r;. Indeed, since b is Lipschitz,
the left-hand side in (5.3) can be bounded by:

_ ) - 1/4
Cn 2R[G4 B[ bt Gomg ™) =Bt Gomo) [

By conditioning on (; in the second term and by changing the variable n inton — 1, it is
in fact sufficient to prove:

E“E(t,m,m?) —E(t,x,mo)|4} e < C’(l —|—/

|’ [* mo(dx’))n_l/Q, (5.4)
Rd

for any = € R, the constant C' being independent of z. So, the only point is to find
sufficient conditions on b to guarantee (5.4). This is exactly the purpose of Lemma 5.10
in Section 5.5. It requires that m + b(t,z,m) is ¢ in the sense defined in Subsection
2.2 with bounded derivatives of order 1 and 2 and that the derivative of order 2 is
Lipschitz continuous in m with respect to the 1-Wasserstein distance, uniformly in the
other parameters. This holds true under the assumption of Theorem 3.2. O
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5.1.2 A preliminary bound toward tightness

A second important point in the proof is that the following (Sobolev) embeddings are
continuous:

) . d
HFTE ey @I 0> oL j>0, a>0, (5.5)
. ) d d
HTIa g o HIOB (> 2 i>0,a>0, 8> 2 (5.6)

with similar Sobolev embeddings for the dual spaces (with converse order), where @i
is the space of functions g with continuous partial derivatives up to order j such that:

| D¥g(2)|

——— =0, for all multi-indices k such that |k| < j.
lz|—oo 14 |IL“O‘

In the embedding (5.5), the space ¢/* is equipped with with the norm:

ID’“ (z)]
lgllesa = D sup S

|k|<j zE]Rd 1+|$|a

In (5.6), the symbol H.S. means that the embedding is Hilbert-Schmidt.
As a consequence of Lemma 5.1, we have the following result, the proof of which is a
mere adaptation of Proposition 5.3 in [40].

Proposition 5.2. Under the assumptions of Theorem 3.2, for any € € (0,1) such that
p' > 8X\4(1+¢€)/(1 —¢€) with p’ as in Assumption A, it holds:

2(14¢)
sup sup E[[S]]* < 0.
n>1t€[0,T] [ (1+2a), ZM]

Proof. For a test function ¢ € Ht 2, we let:

n

K (¢)=n"2Y (6(X) — 0(X0), Iy(¢)=n"" Z E[¢(X}) | W]),

=1

n

noting that K, (¢) + L; (¢) = S} (¢). As for the first term, we use the fact that

2(14¢€)
1+)\d) 20q°

(14¢€) 1+e —1 2(1+e€)
||K H (14A0),20g = ZHdX Rill—(+aa),20g — T Z”dx X:

and we conclude as in the derivation of [40, (5.3)], using Hoélder instead of Cauchy-
Schwarz inequality with exponents 2/(1 + ¢) and 2/(1 — ¢). Here we define d, ,(¢) =
6(x) — By) and [|duy | (14 r0).20, < Cla — yl(L+ [2[2% + [y[**), see [40, Lemma 6.11.

Regarding the second term, we apply Rosenthal’s inequality for Hilbert-valued inde-
pendent random variables, see [42, Theorem 5.2]. Indeed, we observe that

ftl . n71/2 Z Xl o X1 \W])

with d,(¢) = ¢(z) and ||da||—(142,),20, < C(1 + |z[**), see again [40]. In particular,

ldg: = Eldgalll-aanon < CA+ | X[ + E[|X}[2*]). The result follows. O
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5.1.3 Statement and proof of tightness

The proof of tightness relies on the following expansion, which holds true for any smooth
test function ¢ with compact support.

d<§:7 ¢> = \/HR x¢( v 5 > <,ut7 b(t, *y Ut)>} dt
¢l

<St »Tl"[(UU + 000y ) )dt (5.7)

+ (S}, 00 Dyo) - dW; + Z (0" D,¢(X})) - dB.

Following [40, (5.6)], we let:

1« [ —i ;
MM = — / "D,¢(X})) - dB..
t \/ﬁ ; 0 (U (b( ))

If we call (d;Dg,)(¢) = (0¢/0x;)(x) for £ € {1,---,d}, we have ||d; Dy, l|—(14r0),2700 <
C(1 + |z|**), see the proof of [40, Lemma 6.1]. Hence, if (e;)r>1 denotes a com-
plete orthonormal system in #!'*t*¢2*¢, we use the martingale property of M™%, the
Burkholder-Davis-Gundy inequality, the exchangeability of (W, B, Yl), ..., (W, B™, Yn)
and Parseval’s identity to get

Z sup | M2 <CZ/ [|Daer(X dt<C’/ 1—|—|Yi|4>‘d)}dt<oo.

>1t€[0,T] k>1

Therefore, we can define:

M = ZMt"’e’“ez, t € [0,T],

k>1

where e} € H~(1+24):22a js defined by €} (¢) = (e, ¢). The process (M");c(0,7) forms a
continuous martingale with values in H~(1+24):2X¢_ Obviously, (M"(¢));c[0,7) coincides
almost surely with M e Actually, following [40, Proposition 5.7], the above bound
implies

sup

n>1 te[0,T

wp]HM 12 (142a), 2)\d‘| < 0. (5.8)

Here is now the main claim of this subsection. We first define, for any (¢, m,m’) €
[0,T] x PP"(R?) x PP"(RY),

[G(t.m,m")] (v) = <m’, D, () - (/01 ;El(t, rm4 (1 — r)m’,v)dr) > (5.9)

where recall that, for every fixed (¢, z) € [0,T] x R¢, we write [6b/dm](t, z, -,-) : PP" (RY) x
R¢ - R to represent the 0/0m~derivative (defined in Section 2.2) of the real-valued
function m ~ b(t, z,m) defined on PP*(R%).

Proposition 5.3. Under the assumptions of Theorem 3.2, the sequences ((S; )teo, 1)) n>1

and ((M{")iejo.1)n>1 are tight on the space C([0,T], H~(?*2*2):A¢), where again \g :=
|d/2] + 1

Proof.
Step 1: We write the first term in the right hand side of (5.7) in the form:

\/ﬁ[<m%t,Dx¢() 'g(t’ _’m%t)> - <,Uta Dac¢() 'g(tv '7ﬂt)>}

H, - (5.10)
= (S, ,Dy0() - bt, .,m"z)> + A7 (9),
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where
A} (9) = v/t Dog(-) - blt,-,mix ) = Dadh() - blt, -, ur))
— /}R dpu () /01 dr ” Do(x) - ;—:l(t,x,rm"?t + (1 = 7)pe,v)dSy (v)
- L gb
= /]Rd ds, (v) [ . D,o(x) - (/0 %(t,x,rm%t +(1- r)ut,v)dr> d,ut(sc)].
Following [40, (5.8)], we write A}(¢) as

A?(¢) = <§:’ [g(t’m%t,ﬂt>¢] ()>7 (5.11)

with Q(t, m”Y ,ut)(j) defined as in (5.9). We then have the analogue of [40, Lemma 5.6],
namely

1/2
H [g(t7m%t’ “t)¢] (')H(1+>\d),2xd < CH¢H2+2)\d,)\d </}Rd (1 + |y2)\d)d/‘t(y)>
||Die,mg/¢(')”1+Ad,2,\d + HDw@b(')HHAda,\d < C||¢||3+,\d,zxd’ 0 =1,--- .d, (5.12)

H [Dmd) -b(t, "mnft)](')nu,\d,z/\d < C’|¢H3+/\d,2,\d'

Indeed, under assumption C, b and its derivatives in up to order A\; + 1 are bounded,
and the last two lines follow easily. After noticing that ||¢||34x,.20, < Cll@ll24+22,,1, Since
Mg > 1, the first line follows from the fact that 55/ ém and its derivatives in v up to order
Aqg + 1 are bounded, see [40, Lemma 5.6]. Notice that the right-hand side in the first
line is random, which is a special feature due to the presence of the common noise. It

implies in particular that

n *—=N |12 22 =2
1G(tmi 1) S ||~ aranpyng < C<1 +/Rd 9] ddﬁ‘t(y)>|5t =022 (5:13)

Step 2: We now have the analogue of [40, Proposition 5.9]. We claim that, for a complete
orthonormal system (¢,,),>1 in H2+2 A4, we have

suplE Z sup (S}, ¥,)?%| < oo, (5.14)
n>1 lete[o,T]

In comparison with the proof of [40, Proposition 5.9], there are two main differences,
concerning the two terms (see (5.7)):

/OTKS? (G(s,mi pmeig) )] s, sup

te[o,T]

t 2
/ (S2,0q Dytby) - dWs| . (5.15)
0

As for the first term, the difference with [40] comes from the fact that, in (5.13), the
integral with respect to p; is random. A careful inspection of the proof of [40, Proposition
5.9] combined with the statement of our Proposition 5.2 shows that (with € as therein)

mn

E | 350 [0t mi, 1) 0r] )" | = B[00 mSe i) 51 o rn

p>1
SCE|(1+ [ |y?due(y) )IIS; 112
< L Yy ey t = (14X4),20a
1+4€ €
2\ € 1+e
SCEKH/ Yl ddut(y)> } :
RY
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Since p’ > 124, we can choose € = 1/5, then 8A\g(1+¢€)/(1 —€) = 12)\; and 2X4(1 +€)/e =
12)\4, and then Proposition 5.2 applies and the above right hand side is indeed finite,
uniformly in ¢.

We now handle the second term in (5.15). This term is new. By Doob’s inequality,

S [] cexye] [ @apasoal
p=1 p>11 1
T - n
A ||D:l5€ 2—(2+2>\d),)\dd5‘|

SC’ZE

i=1
d T

SCZE /0 ||S:||2_(1+2,\d),>\dd5]
i—1

which completes the proof of (5.14) since the space H~(1+2a).22a gmbeds (continuously)
in #{—(1+2Xa).Ad¢  gee (5.6) and then Proposition 5.2. We then complete the proof with an
easy adaptation of [40, Proposition 5.10] and [40, Theorem 5.12] (which relies on (5.6)
as well). O

sup
te[0,T]

/ (87,00 Datby) -

5.2 Identification of limit points

We now identify the (weak) limit points of the sequence (Fn, M™)p>1.

5.2.1 Limit of (M"),>;

The first step is to identify the limit (in law) of the sequence (M™),>;. We follow the
proof of [40, Theorem 5.14]. The only difference with the framework investigated in
[40] comes from the fact that the limit process (,Ut)te[O,T] is random, which prompts us to
work conditionally on its realization.

To state the result, we first construct, on the same probability space as the one used
to define the mean field game, a random element (6, &) of the space H~(2+22a)Aa x
C([0,T], H~(?+2Aa):Aa) which, as in Subsection 3.2, satisfies the following: 6, and (W, y, £)
are independent, 6, is a Gaussian random variable with covariance

Vi, ¢ € H>T2A024 B[00 (41)00(d2)] = (1o, P162), (5.16)

and ¢ is, conditional on (W, 1), a continuous Gaussian process with covariance
Vo, ¢ € H TN Vs t € (0,7,

sAt (5.17)
E[ﬁt(¢l)§s(¢2) | W, ,u} = /0 <M7‘7 UUTDJC¢1 : Da:¢2>dr
Notice from (5.5) that, for all ¢ € H!T2 X4, the function R? 3 z — ¢(x)/(1 + |z|*?) is
bounded. Since p’ in Assumption A is greater than 2\, we have E[sup;c(o 71 (i, $*)] < oo,
which shows that the above covariances make sense. Recall also that i is W-measurable,
so that conditioning on x in (5.17) is redundant. We claim:

Lemma 5.4. The sequence (W, u,?g,M")nzl converges in law to (W, u,00,£) on the
space C([0,T],R%) x C([0,T], P (R%)) x H~ 2 a)Aa x C([0, T], H~ 2+ a)Aa),

Proof. Because the first two components (W, u1) are fixed, it follows from Proposition 5.3
that the sequence in question is tight. Hence, we characterize the limit points.

We first observe that, for any n > 1, (W, ) is W-measurable and ?3 is measurable
with respect to (X!,..., X{V). As a consequence, (W, ;1) and S, are independent and, for
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any weak limit (w, v, ¥) of (W,u,gg)nzl, (w,v) and Y are also independent. For any
¢ € H2T2AaAa the law of Jy(¢) is easily identified by means of the standard version of
the central limit theorem. As a byproduct, we easily identify the law of ¢, regarded as a
random variable with values in %~ (2t2*a):2¢ | with the law of 6,.

We finally show that any weak limit (e, v, J¢, {) of the quadruple (W, u,?g, M™)p>1
coincides in law with (W, u, 6, &). The proof is as follows. Fix ¢, € H?+2X:A¢ We know
that, for any n > 1, M™(¢) can be written as

n

i=1

As (W, p, ?’(j) is independent of B!, ..., B", we easily deduce that, conditional on (W, y, §g)
the three processes (M (®)):epo,17, (M{*(¥))¢ejo, 1), @and

t
MM () = [ (mie 00T Do Devds, ¢ 0.1, (5.18)

are martingales. That is, for any real-valued bounded continuous functions h; on
C([0,T],R%) x C([0, T], P2(R%)) x H~(3+2*a)Aa and hy on C([0,T],R) and for any 0 < s <
t<T,

B[ (W, 1, 85 iz (M24,(0)) (M (9) = M2 (6)) | = 0,

and similarly for the other two martingales. Letting n tend to oo, we get

E o (2, v, 0)ha (Gs(6)) (Gi(0) = Gu(6) ) | = 0.

Arguing similarly for the other two processes, we deduce that, conditional on (w, v, %),
the processes (i (¢)):ef0,77, (C¢(¥))tefo,r), and (the limit of (5.18))

t
(DG (W) — /0 (ve,00T Doé- Dapds, t € [0,T]

are martingales. So, conditional on (w, v, %), (G¢(®)):efo,r) @and (C:(¥))¢ejo,7] are Gaussian
with covariation process (f(f(us, |0’O’TDI¢~DQ;’¢|2>dS)tE[O’T]. Since this covariation process
is v-measurable, and since (w, ) and ¥y are independent, we deduce in particular that
(w,v,() and 9, are independent. Moreover, we have found that, conditionally on (w, v),
¢ is a Gaussian process on H~(212X4):Aa with covariance

Vor, gy € HETPAara s t € [0,T],

SAt (5.19)
E[G(61)Ca(2) | 0] = /0 (v,00 T Dyss - Datys)dr.

Since (W, 1) and (w, v) have the same distribution, this shows that (z, v, {) has the same
law as (W, i, ). O

5.2.2 Limit of (m&lw.yn),wﬁ Yn>1
We claim:

Lemma 5.5. Let (v, v/, w,(,S) be a (weak) limit point of (mny,u, W, M”,?n)nzl. Then,
with probability 1 (under the limiting probability distribution), we have v’ = v, and S
solves the equation:

d<5t, ¢> = |:<St7 D.o(+) 'g(ty g Vt)> + <St> [g(f, Vi, l/t)¢] ()>} dt

(5.20)
+3(Si, Trl(00 " +090q )D3])dt + (Si, 00 Dud) - dwy + dGu(9),
fort € [0,T] and ¢ € H*T? A4, with G as in (5.9).
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Proof. The fact that v = v/ is a mere consequence of the fact that sup;c( 1y Wz(m"ft s )
tends to 0 with probability 1.

In order to handle the second part of the statement, we come back to the expansion
(5.7), see also (5.10) and (5.11). We rewrite the expansion under the form

(S}, ¢) = [(?;,Dm(-) Bt mie ) + (51 [G(t mi ) 6] (.)>}dt
+ 18, Tx[(00 " + agoq )D2¢))dt + (S}, 04 Dpg) - AW, + dM(6), t € [0,T).

We take ¢ in the space HAT22a:Aa gs required in the statement. Under the assumption of
Theorem 3.2, b is differentiable in x up to the order 2+ 2),, with bounded and continuous
derivatives. Similarly, 55/ om is differentiable in the variable v up the order 2 + 2)\,,
with joint continuous (in all the arguments) and bounded derivatives. In particular,
G(t, m%f,utm has bounded derivatives up to the order 2 + 2)\;. The key point is that
a function with derivatives up to the order 2 4 2); that are at bounded is in H2t2 a:Aa
which follows from the fact that R? > z + 1/(1 + |z|?*¢) is integrable since 2)\; > d + 1.
Hence, G(t,m% , ;)¢ converges almost surely in H2T2 2 to G(t, g, j14)$ and there is

Xy
no real difficulty for passing to the limit in the above expansion. We get (5.20).

By a standard separability argument, (5.20) holds with probability 1 for all ¢ in the
space HAt2Aa e, O

Observe that equation (5.20) may be regarded as an equation in the space H~(4+2Xa):Ad,

while S is known to take values in the smaller space H~(2t2Xa):2a  In order to prove
convergence of the sequence (m%, W, M ”,?n)nzl, one must prove uniqueness of the
solution to this equation.

5.2.3 Uniqueness to the limiting equation

We shall prove in Subsection 5.4 the following uniqueness result:

Theorem 5.6. Fix a given filtered probability space (E,G,G, Q) equipped with an
adapted triple (w, v, () such that @ = (w¢):eo,1) iS @ d-dimensional Brownian motion,
v = (W)iep,r) is a P***(R?)-valued process, and, conditional on (w,v), ¢ is a Gaus-
sian process with the same covariance structure as in (5.19). Then, for any square
integrable initial condition Sy with values in #~(?*2*a):A« and independent of (w, v, (),
the equation (5.20) has at most one (adapted) square-integrable solution with paths in
C([0,T], H~(3+2Aa)Aa),

Invoking Lemma 5.4 and recalling that strong uniqueness implies weak uniqueness
in law, we have the following corollary.

Corollary 5.7. The sequence (W, m'., S")n>1 converges in law on the space C([0, T], R%) x
C([0,T], P (RY)) x C([0,T], H~(?+2Xa):Aa) to the tuple (W, u, S) where S solves, for any
¢ € HAT2A X the equation:

A(St 6) = [(S: Dad() - Bt i)+ (Se, [0t e, ) 9] ()]
+ 3(S,, Tr[(o0 " + 090 )D2¢])dt + (Si, 00 Dydp) - AWy + déi(8), t € [0,T7,
(5.21)

where ¢ is given by (5.17) and where Sy is independent of (W, ui,£) and has the same law
as 6y in (5.16).
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5.2.4 Reformulation of the limiting equation

In fact, we can provide another representation of the term £, based on the fact that,
almost surely, for any ¢ > 0, u; has a density and may be identified with a function, which
is the purpose of the following lemma.

Lemma 5.8. With probability 1, for any t > 0, the probability measure p; has a density
with respect to the Lebesgue measure on R?.

Proof. LetY; = X; — ogW;. Then
dY; = b(t,Y; + oWy, e )dt + odB,.

Let iy = L(Y2 | (W)s<t) = L(Y:| W) denote the flow of conditional laws of Y given W.
Given W, the process Y solves a deterministic SDE with uniformly bounded drift. By
Girsanov’s theorem, the law ji; has strictly positive density with respect to Lebesgue
measure, almost surely. Hence, so too does p; = L£(X;|(W;)s<¢), which is simply a
translation of fi;. O

We then have the following result.

Proposition 5.9. Let (3; := (3},... ,ﬂt ))tejo, 7] be a W-independent dy-tuple of indepen-
dent cylindrical Wiener processes with values in L?(R). Then, the collection

t
(o) ...
0 peEH>T2Aa2a/ t€[0,T)

defines a process with values in C([0, T], H~(3¥2*4)-A4) which has the same joint law with
(W, ) as € in (5.17).

In other words, the above statement says that, in (5.20), the term (;(¢) may be written

as [ (/a0 Dy¢) - dp,.

Proof. The proof follows from a standard computation of covariance. To do so, it
suffices to observe from (5.5) that, for any ¢ € H2*?*¢*¢, the function R¢ > z —
|D,¢(x)|/(1 + |z|**) is bounded. As a result, the function (¢t,z) — +/u:(z)D.é(z) is
square-integrable, since p’ in Assumption A is greater than 2\,. O

5.3 Proof of the fluctuation theorem for MFG

Postponing the proof of the uniqueness Theorem 5.6, we are now in position to the
complete the proof of Theorem 3.2.

There are two steps. The first one is to observe that the limiting SPDE (5.21) may
be rewritten in terms of A in (3.2), simply by expanding the definition of G. Hence, the
SPDE (5.21) may be easily identified with (3. 3)

Then, it remains to show that (D} := S — SP)tejo, 1) converges to zero in law on
the space C([0, T], H~(2723):X4) In fact, we will show that E[sup, (o 71 | D}l - 242x,).14)
tends to 0 as n tends to co. Notice first that

E| sup [|D}]l-@ioann,] =E|[ sup  swp (D},6)]
te[O T tE[O,T] H(i)HQ_*_g)\d',\dSl

> (o) - ox) ||

=1

{ sup
\F tef 0 T Toll242xg,0q <115

R? > z — |D,¢(x)|/(1 + |z ) is bounded, independently of ¢. Therefore, there exists a

For ¢ satisfying ||¢|2+2x,.0, < 1, we know from Sobolev’'s embeddings that the function
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constant C, independent of n, such that:

>o(1+ i+ FDP) 1 - X

" C
E[ 5w 1071 aemnin] < SE| e
T i=1

telo \/ﬁ te[0,T]

By the Cauchy-Schwarz inequality, we get:

B[ sup 1D7]-zs2n00]
t€[0,7T]

n

1 . — AN S BN AETE
gcﬁ(E[nZ(l+llX’|i§d+|X IIZéd)D (E{n > X=X IIOOD :
=1

i=1

The first expectation is bounded uniformly in n, and we may use (4.9) to conclude that
the right-hand side tends to 0. O

5.4 Proof of the uniqueness Theorem 5.6

In order to prove uniqueness of the solution to (5.20), we use the same argument
as in [29]. To do so, we take two solutions S and S’ of the limiting equation, with the
same initial condition and with square-integrable and continuous paths with values
in 7{~(2¥2Xa):A¢ and we consider an orthonormal basis (fx)x>1 of the space H(4+2Aa)Aa,
Letting (6S; = S; — S})¢e[o,7], We know that, for any k& > 1,

(5, ) = [<5St,D_tfk(.) Bty v)) + (584, [G(t, ut,yt)fk](-)ﬂ dt
+ 3(88,, Tr[(00 " + aoog ) D2 f1,)])dt + (3Ss, 00 Dy fi) - dooy,  t € [0,T],

with 65y = 0. Then, recalling that @ has dimension dj,

A(8S, £1)” = 2081, Ji) (30 Dafi() - Bt -.4)) + (353, [G(t v v) ] ()) )t
do
+(8Se, fi){(08,, Tr[(00 " + oooq ) D2 fi] Yt + > (6Ss, (0f Dafi),) dt
i=1
+2(684, fi)(6Ss,00 Dy fi) - dwy, t€[0,T).
(5.22)

At this stage, the problem is the same as in [29], namely the right hand side depends
on higher derivatives of the basis function f;. To handle these higher derivatives, we
proceed as follows.

Step 1: As a first step, we tackle the second order term in (5.22). Defining the operator
Lo =Tr[(co" + g0y )D%(+)] and summing over k > 1, we get

Z<5St7 fk><6st7£0fk> = <5Sta £865t>7(4+2)\d)’)\d7

k>1

where (-,)_(4121,)1, stands for the inner product in #~(“4+2})A and L£§6S, is the
element of H~(4+?Aa):A\a defined as (L50S;, #) = (3S;, Lo¢) for all ¢ € HAFT2XaXa (which
makes sense since §5; € H~(2+2Xa).2a) - We then make use of Riesz’ representation
theorem. For an element g in H~(2+2Xa)Aa ¢ 3~ (4+2Xa).2a we call 7 its representative
element in #*+2*a:A¢ namely

V(,b S H4+2)\d’)\d7 <¢7 Q> = <¢’ §>4+2)\d,)\d’
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where (-, ) denotes the duality bracket while (

Ya+2x,.2, Stands for the inner product in
HAt2A e e We then take an element p € H~(2+2X):Aa guch that g belongs to #0612 a:Aa
Since Lip € H~WH2Aa)re, we get
*
<Q’ £09>_(4+2>\d)7)\d

= (0, L50) = (Lo0: 0)

= <£0§7 @4—&-2)\(1 kd
d

Dk
fﬂz (00" 4+ a00q )i j Z / D3, DV o(x)

dx
1 + |z|2*a
ij=1 || <4+2Xq

_f:(JJT+JOo_J)i_ 3 / D, D¥5(x)D,, D¥g(x)

dx
1+ |x\2’\d
3,5=1 |k|<4+2Xq

|| <4+2Xq

+ = Z (00" + 0000 )iy D / 2o, (L |2[P) 71 (D*0)? () dw
4,j=1
(||UTDIQ||4+2/\,17/\¢ + llog D$Q||4+2/\d7/\d) + O(||Q||4+2,\d,,\d)

where [lo " D,0[|3 5, 5, is a shortened notation for Zle (6" D20)illf4ox,.5, (and simi-
larly for the term [log D,0[|3 5y, .,) and O(-) is the Landau notation

Step 2: We now handle the quadratic term in (5.22). Proceeding as before, we have

ZdZO@St» 0 Dafi), ZH

E>1i=1

2)i 0512

4+2)\d),)\d ’

where (04 D;)58S:, ¢) = (68, (0] Dy)i¢) for all ¢ € HAtT2AaAa,

Choose now p € H#~(2+22a):Xa sych that g € #6+2*¢A¢, Then, for any smooth function
¢ with compact support

{(0g D)o, )

= (&, (O‘(—)rDa:)i(b>4+2)\d7)‘d

D*g(z)(0g Da)iD*p(x)

dx
1+ |z]2Aa
[k|<d+2xrg 7 B? +| |

D¥((0§ D.):@](x) D ()
d
|k|<442)q / 1 + || 22 T

> [ @D+ o)) DR D ()
lk|<4+2xrq ” B?

Therefore,

(07 D2);0,6) = (03 De)its ) s s+ O8ss2r0ne 65128000),
which shows that (o,

D, o belongs to H~(4+2Xa):Xa and that the above equality holds
for any ¢ € H*+2 ¢ 4, Hence

1(0g Da)oll - (4250),1

sup _<(UOTD$)iE7 ¢>4+2,\d A + O(||§||4+2)\d7)\d H¢||4+2)\d7)\d):|
lPllatany xy<1 '

(5.23)
= (09 Da)illa+2rang + O(l10lla+2x000)
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Step 3: Lastly, we handle the first term in the right-hand side of (5.22). We have

> (684, £i) (08t Dafin(-) - bit, -, v,

k>1

Zast,fk 2 (T, 358) s i)
k>1

'Mg i M&

Il
—

(054, D7, (W5, 054) ),

2

where, for p € H~(2+22a)Aa L

. (t..0© IS the element of H~ (4+2X4).:Aa defined by

<Hgi(t,-,w)g’ ¢> = <Q,gi(t, *y Vt)¢>7 for ¢ € H4+2)\d7)\d'

As above, we investigate the above term when g € H~(27224)-A4 satisfies g € HOT2AaAa,
Since the derivatives of b; are bounded, it is easily verified that b;(t, -, ;)¢ belongs to
HA+2Xa:2a which guarantees that the above right-hand side is well defined. In fact, when
¢ c H5+2/\d7/\dl

<H3i(t,~,ut)9’ Dw1¢> = <§>/g7/(t7 ) Vt)Dwi¢>4+2Ad,Ad'

Since the derivatives of ?}i up to the order 5 + 2)\; are bounded, the right-hand side
is bounded by O(HD 0 Aot ||§H4+2>\d;>\d)||¢H4+2>\d,>\d‘ In particular, D; (H'l;i(t’.’yt)g)

belongs to the space H~(4+224):Aa and

|D;.( O([| Dz 0llas2xgxg + [12llar2ngng)-

by (t,,vt) )H—(4+2>\d),>\d:

Then,

‘<Q’ D;L (sz'(t,ul/t)g) >’H*(4+2>‘d)*2>‘d = O(”D i 0 JAd ||§||4+2)\d;>\d + HEHi«kQ/\d,/\d)' (5.24)
Step 4: We next consolidate the first three steps into an estimate on the dt term of the
right-hand side of (5.22), or rather the sum thereof over k € IN, which can be rewritten

as F(4S;), where

d
= [2 Z<Q7 Dy, (Hgi(t,-,ut)Q)>—(4+2)\d),)\d
i=1
do

+ 2<Qa g(tv Vi, Vt)*9>7(4+2Ad)’)\d =+ <Q7 ESQ>,(4+2)\d)))\d:| + Z ||(O'OTD<T);<Q”2—(4+2)\¢),)\¢'
=1

Here, following the proof of (5.13), G(t, v+, ;)"0 belongs to the space H~(4+2 )2« and

1G(t, ve, ) 0l —(av2r0) g < (14 Jga ly[* 2 dve(y))] ol = (a+224),0,- Returning to (5.22) and
collecting (5.23) and (5.24), the second point is that F (o) satisfies, for g € H—(2H224):2a
such that g € HOt2AaAa,

]:(Q) _ —HO’TngHzQL—i-Q)\d,)\d —+ O(H5||4+2Ad7kd||Dm5||4+2/\,17/\d + ||§||421+2)\d;)\d)
+ 2<Q, g(sa Vs, VS)*Q>7(4+2>\d)7>‘d.

Using the fact that ¢ is non-degenerate together with the corresponding form of (5.13),
this yields

1/2
F(0) < CllolP wiangn, + €|l o [ 04 0P0mw) | 629
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Step 5: We now consider the general case when p € H~(2T2A):Aa ¢ H~(4+2Xa).2a and 5
just belongs to H4+2 ¢Xa, Let (1,),>1 be a sequence of even mollifiers, and let (0,)n>1
be the sequence of elements in H~(2t2}4):A¢ defined by

<Qna¢> = <Qa¢ * 7]n>a

where * denotes the usual convolution product. Let p and 9,, denote the elements of
H2+2Aa:Xa such that, for all ¢ € H2T2AaAa,

<§a ¢>H2+2>\dv>‘d = <Qa ¢>7 </Q\na ¢>2+2)\d’)\d = <Qn7 (b)
Then,
<pn> ¢> - <Qa ¢ * 77n> = <§a ¢ * 77n>2+2/\d7>\d~

We observe that

|D* (¢ * 1) () [?
||¢*77n||§+2/\d,/\d = Z / ——5——dx

|k|<2+2Xq L+ |2
Dk n 2
. / I( ¢*772)/\($)| de
lk|<2t2xq  B? L[]
1 / k 2
< s (L 10w - ay )
|k|<§£2/\d Ad 1+ |$|2>‘d < Re '
Dk 2 (z— )1 22,
_ Z / | ¢(Z/2)k\ (/ N (2 —y)( ;\M )dx)dy
k<2127, R 1 + |y| d R 1 + |33| d

< C||¢||?-¢2+2*dw\d7

for a constant C independent of n. For a given ¢ > 0, we choose g’ in C2°(R%) such that
|0 — 0llyz+20a.2q < € and we get

@', 6 Mn)aranana — (66 M)y on, ] < Celldllzzarana- (5.26)
Now,
</zQ\/7 ¢ *Mn — ¢>
1 1+ |y|2>\d k k
= ———=D*o(y) (/ Ny — ) [7D o'(x)—D E’(y)}dm dy.
kl%ﬂd /]Rd 14 [y[*Ae R 1 [a[*Ae

Since p’ has a compact support, we deduce that there exists a constant C, such that

~ Ce
|<Q P * M — ¢>| < —[l¢ll2+2x0.24- (5.27)
n

By (5.26) and (5.27), we deduce that ||o,,— Q||2 (2+220),0, — 0@ — 0. As a consequence,

z; r7~ D2 i §||§+2)\d,)\d —0as
z;9n MQH (4r22) g 0and 1Dz, (Ha(t,‘,ut)é’n)_
Dz (Hgi(ty‘,l/t)g)H2_(4+2)\d)7>\d —0asn— oo.

When g is replaced by g, (5.25) holds true. Passing to the limit over n — oo, we
deduce that (5.25) remains true for a general p.

we have [0, — 0[|3 25,1, = 0asn — co. And then,
n — oo, foralli,j € {1,.

Conclusion of proof: We finally return to (5.22), using (5.25) to get
1/2
A0St ararmyre] < CUOSHI (ayaryrg |1+ (/}Rd |y|2k°’d”t(y)) ] dt
d

+ Z<5St7 (U(;er);{(SSt>7(4+2)\d)7)\d ' dwz

=1
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By expanding d[[|05¢[|* (4 9y,).5, exP(=C(t + JE U lyPadug(y))2ds))), we get

t 1/2
E[exp(—o(t—i—/ (/R y|2)\ddys(y)> d3>>|55t2(4+2xd),xd =0, tel0,T).
0 d

O

5.5 Auxiliary lemma: Rates of convergence for smooth functions of an empiri-
cal sample

We prove here the remarkable fact that the rate of convergence of the empirical

distribution of a sample of i.i.d. random vectors with values R? can be made dimension-
free when it is tested against test functions that are sufficiently smooth. This is in
contrast with existing results in the literature that address the rate of convergence in
the p-Wasserstein distance, such as [20]. It is worth mentioning also that the results of
Kolokoltsov et al. [26] are substantially different: Therein, the authors state dimension-
free 1/n convergence rates in a MFG context, in a norm involving twice differentiable
test functions on a space of measures, but only by imposing as an assumption that the
empirical measure of initial states converges at rate 1/n in norm in the dual (CZ(R%))*
of the space of bounded twice differentiable functions. So, it is a different form of
convergence than what we consider below. Also, it looks to be fitted to other settings
than the i.i.d. one.
Lemma 5.10. Assume that ¢ is a ¢ function on P*(R?), as defined in Section 2.2, with
bounded derivatives §¢/dm and §°¢/dm?, and that 62¢/dm? is Lipschitz continuous in
m with respect to W, uniformly in the other variables. Then, there exists a constant c,
depending on the bounds on the first and second-order derivatives and on the Lipschitz
constant of the second-order derivative such that, for any my € P*(RY) and any i.i.d.
sample ¢ = (¢4, ..., () from my,

B[o(my) - o(mo)|'] " < (1 ([ e mo<dw>)1/4) 2

Proof. Since ¢ is differentiable, we have the following expansion:

1
p(m¢) — p(mg) = /0 X " %(Amz + (1= X)mg,v)d(mg —mo)(v)
= S1+ 5,
where
]
S = /Rd %(771071))d(m’cI —mo) (v),
' 5 5
Sy = /0 d\ /Rd {%(Amz + (1= N)mo,v) — %(mo,v)}d(mg —my) (v).

Step 1: We first deal with the term S; This may be rewritten as
1<~/ 60 5o
S1=— — i) —E|— , .
1= ;:1 <5m (mo, &) {&n (mo Cl)])

Since d¢/dm is bounded, we get E[|S;[4]'/* < ¢n~1/2, for a constant ¢ < co independent
of n. The value of c is allowed to vary from line to line.
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Step 2: Now, we turn to the term S;, which we first rewrite in the form

1w [ .
Sy = — L dA
: n;/{)% ,

where we define, fori =1,...,nand A € [0, 1],
, ) g
@5 = [% (Amg + (1 = XN)mo, G;) — %(mo,@)}
s e - (5.28)
- E{ém(AmZ + (1= XNmo,¢) — m(mo’@} )

and where the expectation E is taken over the random variable Z which has the same
distribution as (; and which is independent of . Now, we have

1/ n 4
St <0t | (Z ¢3>
=1

so we focus on estimating the integrand for a fixed A\. We have

n 4 n
(Zeh) =St +3 (A1 Ar + 1 A’
i=1 i=1 i#£] i#] (5.29)
+6 D> O+ D el
i1,%2,i3 distinct i1,12,i3,i4 distinct
Noting that gof\ is bounded, uniformly in 7 and A, we bound the first three terms on the

right-hand side by cn?. The only difficulty is to upper bound the last two terms.

Step 3: We start with the sum over ij,i0,i3 distinct. We let, for any (i1,i2,i3) €
{1,...,n}% m{™ (iasd2,88) 55 D04, insis 0, We then observe that

) )
[5% (Amg + (1= Nmo, Gi) — %(mo, Ci>:|
6 n,— il iQ i3 5
_ [%(Amc’ (24235 4 (1 \ymo, ¢i) — %(mo,g)}
6 L n,—(21, 7,2 13
= [22 (m + (1 = Mmo. ) = 22 (amp =) (1= . )]

1 2
) n,— (41,72,
:/0 ds/ {5 ﬁ(s/\mc—k(l—s))\mc’ (i) 4 (1= Nmo, G v)
d(mg — m? (i z2’“))(1))] .

Now,

1= (i1 inyi 1
m — (1’2’3)25 Yo by >, O (5.30)

J=11,12,i3 ]7611 12,13

and then, since 62¢/dm? is bounded, we get

52 0 + (1= o, @) — 52 (0,61
~ [ ™) 4 1= o, ) - 2 (mor )] < £
Proceeding in the same way for the term containing E in (5.28), we get
S
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where

7,— il,iQ,ig 5 ’I’L,* 74‘17"‘277;3 5

5m om

EH 4 (A Z*(ilvi%zﬁ) + (1 - )\)mmg) - g:;(mof)”

om
Therefore,
i1, G, 13\2
E Z PN X (%)
i1,i2,13 distinct

< CTLQ +E Z Spi\l»7(2-112'211.3)@32’7(1.177;271-3)(@?77(i11i21i3))2

i1,12,t3 distinct

)

and it is clear, by a conditional independence argument, that the last sum is in fact zero.
This shows that the left-hand side is less than cn?.

Step 4: It now remains to study the sum over distinct i1, - 44 in (5.29). To do so, we
may define in a similar manner ¢}~ ' ) for (iy,...,is) € {1,--- ,n}*. Notice first that,
for any (i1,...,1%4),

% 90329033% :% (il,“.,m)tpz;, (u,“.,1'4)@;3,7(11,.“,1'4)@34,7(1-1,.,,,1-4) (5.31)
4
+ Z(so? —y T [T ek T s,
- =

where S3 is a sum of terms that involve a product of four terms, at least two of which are
of the form (<p/\ go“’_(“’ ~'4)) for some j, and the rest are of the form @ or %’ ~(iaia)
But since | — ¢ *7")| < ¢/n, and since the first term on the right-hand side of

(5.31) has mean zero, we find

7 7 % D
B { Z OXNPX 90,\380,\4}
i1,i2,13,i4 distinct

4 (5.32)

4
50”2+E[ o @ ey ) [T e )]

i1,...,44 distinct j=1 k—1
k#j

Returning to the proof of the third step but using in addition the W;-Lipschitz property
of §2¢/dm? with respect to the measure argument, we can write:

u (i1,0-51a)

/ o (o 1 o )
- E/ /]RC’ ”’_(“ o) (1= Nmo, C, v)d(mz - mZ’_(il"”’“))(v)
+ glte
where
e < (1G4 H G ]) + 5 ZKJ
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iy —(41,0005%4)

Following (5.30), we can write the difference gpf\ — @y in the form

4
i i) _ 1 G Lo (i, i1y
Pr — P (6 4):HZF(mC G 4)7<77<z])+EG(mC (o 4)a<i)+€n1’m’4a
j=1
for bounded measurable functions F and . Now note that F(mZ’f(“"”’“), Cin» Giy) is
measurable with respect to (¢ : ¢ € {i1,...,14}° U {ig,4;}), for k,j € {1,...,4}, and
similarly for the G term. On the other hand, fork=1,....4,

Bl (¢ 0 £ 0)] = 0.

Hence, for each j € {1,...,4} and each 4y, ...,144 distinct, we find that the corresponding
term in (5.32) simplifies in the sense that

4 4
E Y (o) =y O et TT el <o,
J=1 k=1
k#j
This finally lets us bound the (i1, ...,is)-term in (5.32) by cE[lei%|] < en™2E[|¢1]],
which completes the proof. O

6 A linear-quadratic example

This section discusses an explicitly solvable model that does not satisfy Assumption
A. Nonetheless, we show that our strategy for deriving the central limit theorem by
comparison with a more classical McKean-Vlasov system is still successful.

6.1 Description of the model

Consider the mean field game model of systemic risk proposed in [10]. Here, d =1,
o and o are positive constants, the action space is A = R, and for some g, ¢,b > 0 and
0 < ¢ < e we have

b(z,m,a) = b(m — z) + a,

f(z,m,a) = %(f —qa(m —x) + %(m—:;:)%
gl m) =% 7 - o),

where m = fRydm(y). Both the drift and cost functions induce a herding behavior
toward the population average; see [10] for a thorough discussion.

It was shown in [10, (3.24)] that the unique closed loop Nash equilibrium dynamics is
given by:

ai= oot (1-5)| ®i-xd, renm, 6.1)

where X; = 1 3" | X/, and where ¢" is the unique solution to the Riccati equation:

=n n 1 n n =
o =2(b+q)p; + (1_n2> 2 |2_(5_q2)7 YT = 9-
The explicit solution takes the form

—(e—¢?) (e(ﬁi—é;)(T—t) — 1) .y (5;6(5I—5;)(T—t) _ 5—)

n

pp = (§;e<5i—55)(T—t) _ (ﬁ) —g(1—-L) (e(é;f—ti;)(T—t) _ 1)

) (6.2)
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where
5f=—(5+q)i\/(5+q)2+ (1—7112> (e —¢%). (6.3)
In particular, the Nash equilibrium state process is given by the solution X = (X1!,..., X")
of the SDE system:
dX| = <b +q+ o} (1 - i)) (X: — X[)dt + 0dBj + aodW;, t€[0,T]. (6.4)

It is straightforward to show that ¢} — ¢f° as n — oo, uniformly in ¢ € [0, 7], where
(> is the unique solution to the Riccati equation

¢ =200+ @) + 9P — (e— %),  ©F =3
The explicit solution is of the same form given by (6.2) and (6.3), with n = co. It follows

that X = (X!,..., X") should be “close” in some sense to the solution Y = (Y!,...,Y")
of the auxiliary SDE system:

dY; = (b+q+ p7°) (Ve = Y/)dt + 0dB] + oodWVs, ©5

initialized at the same points Y = X{. Of course, it should be noted that the process Y’
plays here the same role as the process X in (4.1), the solution U to the master equation
being given in the current framework by:

U(t,z,m) = ?(m—x)%

In this regard, the fact that X and Y should be “close” is completely analogous to the
statements of Theorems 4.2 and 4.7.

In fact, there are two ways to compare X and Y. One is to use the explicit expressions
for their solutions. Another strategy, which we prefer, is to compare (6.4) and (6.5) and
use the fact that Xy = Y, applying Gronwall’s inequality to deduce that there exists a
constant C' < oo such that

L= ywvi i 1 A

where, as usual, || - || denotes the supremum norm on [0,7]. On the other hand, the
equation (6.4) and Gronwall’s inequality together yield

S IXe < (1 + S IXG+ S B+ ||W|oo> as
i=1 i=1 i=1

As soon as X} are i.i.d. and subgaussian (e.g., E[exp(x|X}|?)] < oo for some x > 0),
we find a uniform subgaussian bound on these averages; that is, there exist constants
C < 00,4 > 0, independent of n, such that

1~ o
P - XMoo > < —6%a?), foralla > C, n € IN.
(n; | a>_e><p( a”) azC,n
Assuming without any loss of generality that the constant C' in the last display coincides
with the one in (6.6), and letting 7, = C H (1—1)ypm— <p°°HOC, we find that, for a > Cr,,,

1 & . : P .
P n n <Pl = X" — Y <P X"oo
(Wl,Cd(mX7mY) > a) < (n E [ floo > a) S ( o E [ X" | oo > a)

i=1 i=1

2 2
< exp (- 575 ) . (6.7)

n

It is straightforward to check that r, = O(1/n), which implies in particular (4.9).
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6.2 Derivation of the CLT

Following our study in Section 5, the key estimate (6.7) is sufficient to transfer a
central limit theorem from the classical McKean-Vlasov particle system Y over to the
Nash equilibrium state process X. Still, the derivation of the CLT suffers from the fact
that the drift is unbounded, which prevents us from directly applying the results of
Section 5. We explain below how to adapt the arguments.

The first step in the analysis is to check that the tightness property, as stated in
Proposition 5.3, remains true. In fact, the main point is to revisit (5.12). For A > 1, we
have

6|14 x 20 T 1D 14020 < CllDlloq0m a0
”¢/5(t’ "“)H1+A,2/\ < CH¢H2+2,\,,\’

where b(t, z, 1) is here given by (b + ¢ + ©5°)(x — 7).
Similar to (5.9), we let

[G(t,m, 1)¢] (v) = —(b+ g + ©5°) {1, &' Jv.

It is then easily checked that the first line in (5.12) remains true (with \; replaced by
A > 1). The rest of the proof of tightness, see the statement of Proposition 5.3, is similar.
Importantly, it holds true for values of A\ greater than or equal to |d/2] + 1 (which is here
equal to 1), and not only for A = 1, provided the constraint p’ > 12\ in the statement of
Theorem 3.2 is modified accordingly.

The second step, which is in fact more difficult, is the identification of the limit.
The first point is to write down the corresponding equation (5.20). The difficulty is
twofold: first, the function v + [G(¢,m, 1)¢](v) is not in H?**+4* when A\ = 1; second,
when the test function ¢ is in the space H2A+4~’)‘, the function ¢’E(t, -, ) may not belong
to H2 22 because of the term z¢’ () in ¢/(2)b(t, z, ). The first difficulty may be easily
circumvented by choosing A > 3/2, in which case the identity function Id : v — v
indeed belongs to H?**%*; as already explained, this mostly requires us to change p’
accordingly.

It is more challenging to deal with the fact that the function z — xz¢'(z) does not
belong to H?**2*. The key point is to modify the space of test functions. Indeed, if
we assume that ¢ is in the space #2**4*~1  then the function ¢'b(t, -, p) is in H2* 2,
For this, it suffices to write down the analogue of (5.21), but in a smaller space of test
functions. Specifically, this takes the form

d<Sta¢> = (6+Q+<¢D§C)|:<St7¢/ X (Id_ ﬁt)> - <St7]:d><:u’t7¢/>:| dt
+ 3(S1, (6% + 03)¢")dt + o0(Sy, ¢ YW, + d&u (o),

for ¢ in the space H2 421,

Of course, the difficulty is then to prove uniqueness of the limiting equation. By
linearity of the equation, it suffices to prove that any solution (S;).c(o,7] in H~ 22 to
the above equation, with a null initial condition and with ¢ set to 0, is null. To do so, we
assume that A\ > 5/2 (say A = 3 to simplify). Choosing ¢ = 1 as test function, it is clear
that (S;, 1) = 0. Then, choosing ¢ as the identity Id : © — ¢(z) = = as test function, we
obtain d(S¢,Id) = 0 The next step is to take advantage of the linear structure of the drift.
Indeed, for any ¢ € [0, 7] and any test function ¢ € H*****~! we may consider the new
test function ¢, : R 5 « — ¢({,x), where

t
by = exp(/ (EJqurgo;’o)ds).
0

EJP 0 (2012), paper O. ejp.ejpecp.org
Page 44/54

(6.8)


http://dx.doi.org/10.1214/EJP.vVOL-PID
http://ejp.ejpecp.org/

A central limit theorem for mean field games

We then compute d{S;, ¢;) as
d<Sta ¢t> = _‘gt(g +q+ (p;)o)ﬁt<st7 ¢/(£t)>dt

E% 2 2\ (11 / (6.9)
+ 5<St, (O’ + O'O)¢ (Zt)>dt + UO€t<St, d) (&5)>th, te [O,T]

In order to conclude, we call S/ the element of H~(?**2):* defined by

(Sp,0) = (S, ¥(L)).
With this notation in hand, we can write
d(S}, ) = —e(b+ g+ ) (S, & )dt
+ %(S{, (0 + 03)¢")dt + 00l (S;, ¢ )dW,, t€[0,T].
Obviously, S} = 0. Once again, the above holds true for any test function ¢ € H2 421
but, since the drift no longer involves the function z — ¢'(z)z, it also holds true for

any test function ¢ € H?>***%*. Now, we can use the same argument in the proof of
uniqueness in Section 5 to show that, necessarily, S’ is null.

6.3 Explicit solution of the SPDE

We now provide an explicit expression for the solution to (6.8). To do so, we first
notice that, in the above framework, the limiting McKean-Vlasov equation takes the form

dXy = (b+q+ ¢°) (@, — X)dt + odB} + aodW,, t € [0,T], (6.10)

where p; = L(X;|W) and i, = E[AX;|W]. Equation (6.10) is the analogue of (2.11). Taking
the conditional mean with respect to W in (6.10), we deduce that 1, = 1y + ooW4, for
t € [0,77]. Also, we have

(X, — i) = —(b+ g+ 9°) (X — i )dt + od B},
that is, )
X =T, =4 (Xo — o +J/ fsldB;>,
0

which shows that, conditional on (X, W), &; has a Gaussian distribution. We then get

t
= / N(th + (1 —4)py + JOWt,UQE?/ €§2ds> dpio ().
R 0

In particular, u; has a smooth density, with which we identify it.

Recall from Section 3.2 the expression of the Gaussian process ¢ in terms of a
cylindrical white noise 3 with values in L?(R), independent of (6y, W). Taking ¢ = Id in
(6.8), we get as in the previous paragraph that d(S;,Id) = o(,/f, dB;). That is,

t
<St,ld>:<€)0,ld>+a/ (/Is, dBs). (6.11)
0

Observe that, in the last term, the process ( fot (/B> dBs))telo,r) is @ standard Brownian
motion.
Now, performing the same computation as in (6.9), we have for any ¢ € H2AT4A-1,

d<Sta ¢t>
= —Li(b+ g+ @) (Se, ¢ (L) )t — Le(b+ g+ ©7°)(Se, 1d) (g, ¢ (€)Yt

2
+ %<Sta (0 + 0—(2))¢)//(€t')>dt + 00€t<Sta ¢/(£t')>th + U€t<\/ pe (1)@ (€r-), dﬁt(')>»
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¢(¢;-). Fort € [0,T), let S; denote the element of %~ (2*+2)A given by

where ¢;(-) =
+, ¢(0;+)), for ¢ € HPA 22, Then, for ¢ € HPATHAL,

(Si, ) = (
d(Sy, ¢)

= (b + g+ o) S, ¢Vt — Lo(b+ g + 9°) (S, 1) g, & (€;-) )t
+Et<§t,(02+a§)¢”>dt+ooét<§t,¢>de+o€t<\/;T¢ (0s-),dBi(-))

= —l(b+q+ o), (S, ¢')dt — (b+q + s02’°)<5t7Id><ut(€':),¢’(-)>dt

2
4+ L

L5 (0% + o))t + 00l4 (80 )W+ 0T )60, 4B ),

(6.12)

where f3 is a cylindrical Brownian motion with values in L2(R), independent of (6, W),
given by

(6(),dBi()) = VE(b(Er), dBi()).

In particular, the stochastic term (/1 s d6t> in the representation formula (6.11) may be

rewritten as (\/i,, dB;) = NIRVITGIAY dﬂt
Letting ¢, = — fo < (b—|— q+ @) fisds + fo Uoédes for t € [0, T), this prompts us to let,
as a candidate for solving (6.12),

Si(@) = (00, go.e(- = @) = /O (b+q+¢) (S 1) (gL (- = 2). () yds

N /OtaJZ<g;,t(' - x)\/@7 d&('))

which makes sense in a distributional sense, with

1 (-73 + wt - % )
gét ¢ Z
\/02f 2dr \/02 [, dr

where @ is the standard Gaussian density. To make it clear, for ¢ € H? 24,

~ t — .
(:6) = (B0u01 %) = [ (6404 ¢2%) (1) g ()

t s (6.13)
+/0 O’\/Z<(gs,t*¢/)(-)\/@7d55(.)>’

where x is the usual convolution operator. We prove below that this defines a square-
integrable process with values in C([0,7]; H~(***+2). Then, by standard arguments
in stochastic calculus, ((gs.: * ¢)(z))¢>s is a semi-martingale for any « € R and any
¢ € H>*1 and, with probability 1,

dy (gs,t * ¢) (ZU) = —gt(i) +q+ pro)ﬁt (gs,t * ¢/) (CU)

2
+ %02 (gs,t * ¢H) (x)dt + ooty (gs,t * ¢’) (x)dW;, t>s,
with ¢(z) as initial condition. Following the proof of the It6-Wentzell formula (see, for
instance, [27]), we deduce that (6.12) holds true for ¢ € #?**t+*~1, By (6.9), this suffices
to identify the limit in the central limit theorem.

It then remains to check that (6.13) defines a square-integrable process with values
in C([0, T]; H~(2*+2):A). This is easily checked for the first two terms in the right-hand
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side, but the verification for the last term is more involved. To prove that it generates a
square-integrable process with values in C([0, T]; H~(2**2):A), it suffices to prove that

[ V(o )00 s (), 3.0)

and then to use the fact the embedding from #?**2* into %?**! is Hilbert Schmidt, see
(5.6). To do so, we use the factorization method for SPDEs, see [16, Chapter 7]. Notice
indeed that, for ¢ > 0 small enough and for ¢ € H>**1,

Axﬂ&wmwwo¢iggdim>
=c t(t —r)7 e | gi(a) “<(7‘ —8) " (gsr x ¢') (- — ) &ué( ) ah( )> 2l
0 R o

where ¢, is a normalization constant such that c. fst(t —r)~1*e(r—s)~%dr = 1. By Holder’s
inequality, we notice that, for ¢ > 1, the right-hand side is less than

P (a-1)/a
(// PRI/ 1) (1 gD g0/ )drdx>

x (/0 /R(1+|a:|k+3)‘q ' )qur.

Choosing ¢ large enough, we can find a constant C' (the value of which is allowed to
change from line to line), independent of ¢ € [0, 7], such that

2
[mp ]<C¢ﬁHh

0<t<T

(0= 57 (gur 2 ) = ) e () B0

/ / t—r( 14€)q/(q— 1)(1+| |/\+3>q/(q 1) q/(q 1)( )drdz

t
C(1+ sup W) |)(>\+3 q/(q— 1)/ (t7T)71+5/2
s€[0,T] 0

<C(1+ sup [vs))
s€[0,T)

(A+3)q/(¢—1)

Hence, it suffices to prove that, for any q > 2,

sup E{/}R(l—l—|x|)‘+3)_q AT<(T—S)_5(98’T*¢’)(~—x) Es,us( )dﬂs()>

r€l0,T]

q
dm] < 00
For r € [0, T], the Burkholder-Davis-Gundy inequality and boundedness of ¢ yield
q
E|:/ (1+|$|A+3)—q :|
R
(g0 + ) (y — 2)|” /Ls(g )ds dy

q/2
<CE [/ (1+ [z[M3)” dx]

gCE[/O /}R/R(HWH)*Q(T_S) £ (go * &)y _x|uq(€s)dsdxdy].

Noticing from (5.5) that [(gs,» * ¢')(2)| < Cl|@l2,x+1(1 + |z] + sup,e (.7 |¢[)AT1, the proof
is easily completed.

Xv—@-@m )~ )y flone(-), B0

A On derivatives on Wasserstein space

In this section we state two simple but useful technical results on the derivative D,,,
and we prove two results from the body of the paper.
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Lemma A.1. For any function V = V(xz,m) : R¢ x P4(R?) — R, we have
D, D, V(x,m,v) = Dp, D,V (x,m,v), for allv € R,

as long as the derivatives on both sides exist and are jointly continuous. More precisely,
assume that V is ¢! in the sense of Section 2.2, that the derivatives D, (5V/ém), D,V,
and 6(D,V)/ém exist, and that for every compact set K C PI(R%) there exists ¢ < oo
such that sup,,c i | Dy 3% (2, m,v)| < ¢(1 + |2|? + |v]?) for all z,v € R%.

T dm

Proof. Fix x € R, m,m’ € P4(R%), and for ¢t € [0,1] let m! = (1 — t)m + tm’. Then by
(2.2),

1
1%
V(z,m') = V(z,m) = / / — (@, m", v)(m' —m)(dv)dt.
0 RA 5m
Apply D, to both sides and use dominated convergence to interchange the order of D,
and the integral to get
1% ‘

1
D,V (x,m') — D,V (x,m) :/ D, —(z,m",v)(m' —m)(dv)dt.
0 R4 om

Another application of (2.2) shows that for every v € R¢,

oD,V )
5 (z,m,v) = DI%((E,TR, v).
To conclude the proof, apply D, to both sides, commute D, and D, on the right-hand

side, and use the definition of D,,, from (2.4). O

Lemma A.2. Suppose a function V : [0,T] x R? x P¢(R?) — R is continuous. Suppose
also that D,V and D,,,V exist and are continuous and bounded. Then there exists C' < co
such that, for all (t,z,m),

|V (t,z,m)| < C(1+ [z] + Wi(m,d)),
where W), is the Wasserstein distance on P(R?) defined in Section 2.1.
Proof. Begin by writing
V(t,z,m)—V(t,0,d)
= /01 (- D, V(t,ux, (1 —u)dp + um)

+ / 5—V(t, uzx, (1 —u)dp + um, v)(m — dp)(dv)du.
R4 om

Since |D,,V| is bounded, say by a constant L < oo, the map v — %(t,x,m,v) is L-
Lipschitz, for each (¢, x,m). Hence, Kantorovich duality implies
oV

/ 5—(7,‘, ux, (1 —u)dg + um,v)(m — §p)(dv)| < LWy (m, dp).
Rd O

If C < oo satisfies |D,V| < C pointwise, then we conclude
|V(t7 xz, m)l < ‘V(ta Oa 60)‘ + C|LE| + LWl (m7 60)'

To complete the proof, note that the continuous function V(-,0, dy) is bounded on [0, T].
O
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Proof of Proposition 2.1

Let m € P4(RY) and « = (1, ...,7,) € (RY)". By continuity, it suffices to prove the
claims assuming the points z1, ..., z, € R? are distinct. Fix an index j € {1,...,n}and a
bounded continuous function ¢ : R¢ — R4, to be specified later. We claim that, under
the assumptions of part (i),

. V(mo(Id+hg)™t)—V(m)
1}51(} N = | D, V(m,v) - ¢p(v)m(dv) (A1)

holds, where Id denotes the identity map on R¢. Once (A.1) is proven, we complete the
proof as follows. For a fixed vector v € R? we may choose ¢ such that ¢(z;) = v while
é(x;) =0 fori # j. Let v € (RY)" have j*™ coordinate equal to v and i** coordinate zero
fori # j. Then u,(x) = V(m2) satisfies

Up(x + hv) — u,(x) V(m? o (Id + h¢)~t) — V(m2)

= lim

lim

I A hi0 h
1 n
== ZDmV(m;,xk) “p(xk)
k=1

1
= =D, V(mZ,x;)-v.
—DinV(mg, zj) - v

This proves (i). Under the additional assumptions, (ii) follows by applying (i) again.

It remains to prove (A.1). For h > 0, t € [0,1], and m € P4(R?), let my,; = tmo (Id +
hg)~!+ (1 —t)m. Then, using (2.2) and (2.4), respectively, in the first and third equalities
below, we obtain

V(mo (Id + hg)~" — / /}R S () (m o (14 hg) ™ — m)(do) di

/ /]Rd ((Sm (Mt 0+ ho(v)) — (mh £ )) m(dv) dt

= h/o /Rd /0 D, V(mpt, v+ sho(v)) - ¢(v) ds m(dv) dt.

As h | 0 we have m;; — m and sh¢(v) — 0, and we deduce (A.1) from the bounded
convergence theorem and continuity of D,,. O

Proof of Proposition 4.1

We follow the proof of Proposition 6.1.3 in [6]. For fixed n € IN and = € R¢, recall that
u™(t,x) = U(t,z;,m?), and use Proposition 2.1 and Lemma A.1 to derive, for distinct
i,75,k € {1,...,n}

Dy, u™ (t,x) = DU (t,x;,m") + %DmU(t,mi,mg,wi) (A.2)
Dy, u™'(t, @) = %DmU(t,xi,m;ﬁ,mj) (A.3)
D2, umi(t,x) = DAU(t,z,m") + %DmeU(t,xi,mg,mi)
+ %DvaU(t,xi,mg, ;) + %DfnU(t,mi,mZ,xi,xi) (A.4)
Diwju"’i(t, x) = %DmeU(t, T, My, T;) + %D;U(t,xi,mg,xi,xj) (A.5)
D§j7$ju"’i(t, x) = %DvaU(t,xi,mz,xj) + %DiU(i,xi,mZ,xj,xj) (A.6)
D o™ (tx) = iDE,LU(t, Ty ML, T, T). (A.7)
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Use the master equation (2.10) to find
0 = Q™" (t, ) + O™ (t, ) + V™ (t,x) + E™'(t, ),
where we define
U™t @) = H(z,m?, D U(t,z;,m2))
+ /}Rdg(um;, D, U(t,v,mp)) - DyU(t, z;,my,v) dmpy(v),

. 1 1
O™ (t,x) = 3 /]Rd Tr [ogTDvaU(t7xi7m;,v)] dm?(v) + iTr [ggTDiU(t,wi,mZ)] ,

and
it ) = / Tr [000q Dy DU (t, zi,mi,v)] dml(v)
/]Rd /le (000 D2U(t,zi,m%,v,v")] dmi(v) dm(v')
+ /Rd Tr [000g Dy Dy U(t, 2, mi,v)] dmi(v) + %Tr (000 D2U(t,z,m%)] .
Now use (A.3), (A.2) and (2.8) to get
U™i(t, x) Zb xj,my, DUt x5,my)) - DpU (8, x,my, ;)
+H(x mey, DU (t,x;,ml))
= z”: g(xj,mg,DxU(t zj,mp)) - Dg,u™ (t,x)
ey

+b (2, m?, DU (t, 25, ml)) - (Dg,u™ (t, @) — DU(t, z;,m%))
b (i, m, DUt xi,m2)) - DpU(t, g, m2) + f(zs, m2, DU (t, z;,ml))

:ZB(xj,mg,DzU(t zj,my)) - Dgu” (t,w)—l—f(xz,m D, U(t,x;,mp)).
=1

Now, recall from Assumption A(5) that D,,U and D, U are uniformly bounded. Thus,
since u™/(t,z) = U(t,x;,m}), we use (A.2) and (A.3) to obtain ||D, u™"||. < C/n for
j # i and | Dy, u™|| < C. Moreover, B(x,m,y) and f(z,m,y) are locally Lipschitz in y
by respectively Assumptions A(1) and either Assumption B or B’(3). Hence, using (A.2),

we have

n
Uit ) — > b (xj,mp, Dy u™ (t,2)) - Dy u™ (t,x) — f (2, mp, Do,u™ (t, )
j=1

SCZ’D%“ (t,x)| | DU (t, x5, mp) — Dy, u™ (t, )|

+ C (1+ |DyU(t, zi, m)| + | Dy, u™" (t, @)]) ’DIU t, i, mp) — Dy u™ (t, )|

IN

O n
EZ’DI]u (t,x HD Ut xj,mm,x])|—|— |D Ul(t,zi,my, x;)]

c

n

IN
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The argument for the volatility terms is similar, but somewhat more involved. Expand
the integrals and use (A.4) and (A.6) to get

O™t x)

11 1
—— Z 5T [o0" DD, U(t, x5, my, z;)] + 5T o0 T D2U(t, 2, m%)]
n
j=1
1 T 2 n 1 n
= §Tr oo’ | D;U(t,xz;,my) + ED,l,DmU(t,xi,mw, x;)

n

1 1
+o 3 ST [00 T DDA (i mi, ;)]

=15

Ty X 2 m

1 . 1 1
= §Tr |:0'O'T <D2 u™(t,x) — =D D U(t, 2, mby, ;) — —D? U(t,xi,mz,xi,xi))}
n n

+ Z §Tr |:(TO'T (chj’mju ) — nZDfnU(t,xi,mm,mj,xj))] .
J=Lj#i

Hence, using the bounds from Assumption A(5), we obtain

n

L RIEDY

Jj=1

Tr {JUTDi@ju”’i(t, a:)}

| —

1
< -
n

1
el (DmDmU(t,xi,m;,x,;) + fonU(t, T, m;,xi,xi)> ‘
n

N

1 n
+ﬁ Z ‘UUTDilU(t,xi,m;xj,xj)‘
Jj=1,j#i

<

s1Q

Finally, we use (A.4), (A.5), (A.6), and (A.7) to get

i 1.1
=it @) = > 5T (000 Do DU (t, i, mi, ;)]
j=1

+ LQ Z Z %T‘r [UOU(;FDZ@U(L.’EM’I’RZ,LEﬁJ}k)]

1 1
Tr UOUOT (D,,DmU(t, iy M, ;) + — Do DU (t, ki, miy, x;)
n n
1
+ D2U(t, x5, mi) + —QD,ZWU(t, Ty, My, T, xz)>}
n

1 < 1 . 1 N
+§ Z Tr [0008— (anDmU(t,xi,mm,xj)—i—nZDan(t,xi,mm,xj,xj))]

J=1,j#i
= 1 1
+ Tr |:O'()O'(;r <nDIDmU(t,xi,mg,xj) + TlQDfnU(tmhm;,xi,xj))]
Jj=1,j#i

1 n n

+W Z Z Tl"[UoJJDilU(t,l‘i,mg7l‘j,(Ek>] s
J=1j#i k=1,k¢{i,j}
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and then

. 1 ) 1 )
EVt,x) = §Tr [UOUOTD?%MU””(IS, x)| + 3 ZTr [UOUOTDiiju"”(t,w)}

J#i
) 1 & )
+ ZTr [UOG(JTDiwju"’Z(t,m)] + 3 Z Z Tr {O’oO’JDij,wkun"l(t,m)
i J=15#i k¢ {i.j}
1 n n )
=5 Z ZTr {JOUOTD;,MU"”(L iL’)} .
j=1k=1

Complete the proof by combining the above results. O
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