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UNIQUENESS OF GIBBS MEASURES FOR CONTINUOUS
HARDCORE MODELS

By DAVID GAMARNIK * AND KAVITA RAMANAN T
MIT and Brown University

We formulate a continuous version of the well known discrete
hardcore (or independent set) model on a locally finite graph, param-
eterized by the so-called activity parameter A > 0. In this version,
the state or “spin value” z, of any node u of the graph lies in the
interval [0, 1], the hardcore constraint x, + z, < 1 is satisfied for ev-
ery edge (u,v) of the graph, and the space of feasible configurations
is given by a convex polytope. When the graph is a regular tree, we
show that there is a unique Gibbs measure associated to each activity
parameter A > 0. Our result shows that, in contrast to the standard
discrete hardcore model, the continuous hardcore model does not ex-
hibit a phase transition on the infinite regular tree. We also consider
a family of continuous models that interpolate between the discrete
and continuous hardcore models on a regular tree when A = 1 and
show that each member of the family has a unique Gibbs measure,
even when the discrete model does not. In each case, the proof en-
tails the analysis of an associated Hamiltonian dynamical system that
describes a certain limit of the marginal distribution at a node. Fur-
thermore, given any sequence of regular graphs with fixed degree
and girth diverging to infinity, we apply our results to compute the
asymptotic limit of suitably normalized volumes of the corresponding
sequence of convex polytopes of feasible configurations. In particular,
this yields an approximation for the partition function of the contin-
uous hard core model on a regular graph with large girth in the case
A=1.

1. Introduction.

1.1. Background and Motivation. . The (discrete) hardcore model, also
commonly called the independent set model, is a widely studied model in sta-
tistical mechanics as well as combinatorics and theoretical computer science.
The model defines a family of probability measures on configurations on a
finite or infinite (but locally finite) graph G, parameterized by the so-called
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activity A > 0. On a finite graph G, with node set V' and edge set E, the hard-
core probability measure with parameter A > 0 is supported on the collection
of independent sets of the graph G and the probability of an independent set
I C V is proportional to AUl where |I| denotes the size of the independent
set. Equivalently, the hardcore probability measure can be thought of as
being supported on the set of configurations x = (x,,u € V) € {0,1}V that
satisfy the hardcore constraint z,, + =, < 1 for every edge (u,v) € F, with
the probability of any feasible configuration x being proportional to A2u %,
The equivalence between the two formulations follows from the observation
that given any hardcore configuration x, the set / ={u €V : 2, =1} is an
independent set, and ), .y 2, = |I|. The constructed probability measure
is a Gibbs measure, in the sense that it satisfies a certain spatial Markov
property [8, 17, 2]. On an infinite graph G, the definition of the hardcore
Gibbs measure is no longer explicit. Instead, it is defined implicitly as a mea-
sure that has certain specified conditional distributions on finite subsets of
the graph, given the configuration on the complement. Thus, in contrast to
the case of finite graphs, on infinite graphs, neither existence nor uniqueness
of a Gibbs measure is a priori guaranteed. While existence can be generi-
cally shown for a large class of models, uniqueness may fail to hold. When
there are multiple Gibbs measures for some parameter, the model is said to
exhibit a phase transition [8, 17].

The standard discrete hardcore model on a regular tree is known to ex-
hibit a phase transition. Indeed, it was shown in [19, 21, 11] that there
is a unique hardcore Gibbs measure on an infinite (A + 1)-regular tree
Ta (ie., a tree in which every node has degree A + 1) if and only if
A < A(A) := A2/(A — 1)AF1 In particular, for A in this range, the model
exhibits a certain correlation decay property, whereas when A > A.(A) the
model exhibits long-range dependence. Roughly speaking, the correlation
decay property says that the random variables X, and X, distributed ac-
cording to the marginal of the Gibbs measure at nodes u and v, respectively,
become asymptotically independent as the graph-theoretic distance between
u and v tends to infinity. This property is known to be equivalent to unique-
ness of the Gibbs measure [8, 17]. The phase transition result above was
recently extended to a generalization of the hardcore model, which is de-
fined on configurations x € {0,1..., M}V, for some integer M, that satisfy
the hardcore constraint x, + x, < M for (u,v) € E; the usual hardcore
model is recovered by setting M = 1. Specifically, it was shown in [15, 6]
that the model on Ta exhibits phase coexistence for all sufficiently high A,
and the point of phase transition was identified asymptotically, as A tends
to infinity. The original model and its recent generalizations are also moti-
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vated by applications in the field of communications [11, 15, 13], in addition
to the original statistical physics motivation.

The phase transition property on the infinite tree is known to be related to
the algorithmic question of computing the partition function (or normalizing
constant) associated with a Gibbs measure on a finite graph. Although the
latter computation problem falls into the so-called #P-complete algorithmic
complexity class for many models (including the standard hardcore model),
there exist polynomial time approximation algorithms, at least for certain
models and corresponding ranges of parameters. More precisely, when the
underlying parameters are such that the corresponding Gibbs measure is
unique, a polynomial time approximate computation of the corresponding
partition function has been shown to be possible for several discrete mod-
els including the hardcore model [20, 1], matching model [10, 3], coloring
model [1, 7], and some general binary models (models with two spin val-
ues) [12]. For some models, including the standard hardcore and matching
models, approximate computation has been shown to be feasible whenever
the model is in the uniqueness regime. For some other problems, including
counting the number of proper colorings of a graph, an approximation algo-
rithm has been constructed only for a restricted parameter range, although
it is conjectured to exist whenever the model is in the uniqueness regime.
Furthermore, the converse has also been established for the hardcore model
and some of its extensions. Specifically, it was shown in [18] that for certain
parameter values for which there are multiple Gibbs measures, approximate
computation of the partition function in polynomial time becomes impossi-
ble, unless P=NP. This link between the phase transition property on the
infinite regular tree TA and hardness of approximate compution of the par-
tition function on a graph with maximum degree A + 1 is conjectured to
exist for general models.

1.2. Discussion of Results. . In light of the connection between phase
transitions and hardness of computation mentioned above, an interesting
problem to consider is the problem of computing the volume of a (bounded)
convex polytope, obtained as the intersection of finitely many half-spaces.
It is known that, while this volume computation problem is #P-hard [5], it
admits a randomized polynomial time approximation scheme [4], regardless
of the parameters of the model. In fact, such an algorithm exists for com-
puting the volume of an arbitrary convex body, subject to minor regularity
conditions. This motivates the investigation of this problem from the phase
transition perspective, by considering a model in which the partition func-
tion is simply the volume of a polytope. Towards this goal, we introduce the
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continuous hardcore model on a finite graph G, which defines a measure that
is supported on the following special type of polytope

(1.1) P(G)={x=(zy,u€V): a2y >0,y + 2, <1,VueV (uv) € E},

where V' and E are, respectively, the vertex and edge set of the graph G.
P(G) is the linear programming relaxation of the independent set polytope
of the graph, and we refer to it as the linear programming (LP) polytope
of the graph G. The continuous hardcore model with parameter A = 1 is
simply the uniform measure on P(G), and the associated partition function
is equal to the volume of the convex polytope P(G).

As in the discrete case, the continuous hardcore model defines a one-
parameter family of probability measures, indexed by the activity A > 0
(see Section 2 for a precise definition). We consider this model on an in-
finite regular tree Ta. Our main result (Theorem 3.1) is that, unlike the
standard hardcore model, the continuous hardcore model on an infinite reg-
ular tree never exhibits a phase transition. Namely, for every choice of A
and A, there is a unique Gibbs measure for the continuous hardcore model
on Ta with activity A. This result provides support for the conjecture that
the link between the phase transition property and hardness of approximate
computation of the partition function is indeed valid for general models, in-
cluding those in which the spin values, or states of vertices, are continuous,
rather than discrete. Moreover, in Theorem 3.3 we characterize the cumu-
lative distribution function of the marginal at any node of the continuous
hardcore Gibbs measure (with parameter A = 1) on the infinite regular tree
as the unique solution to a certain ordinary differential equation (ODE). An
analogous result is conjectured to hold for general A > 0 (see Conjecture
5.2).

We extend our result further by considering a natural interpolation be-
tween the standard two-state hardcore and the continuous hardcore models
when A = 1. Here, in addition to the hard-core constraint, the spin values
x, are further restricted to belong to [0,€] U [1 — ¢, 1] for some fixed pa-
rameter € € (0,1/2). In a sense made precise in Section 1.2, when € — 1/2
one obtains the continuous hardcore model and as e — 0, it more closely
resembles the two-state hardcore model. We establish, perhaps surprisingly,
that the model has a unique Gibbs measure for any positive value € > 0
(see Theorem 3.4), even when the discrete-hard core model (formally corre-
sponding to e = 0) has multiple Gibbs measures. The same argument does
not easily extend to the case of general A\, and we leave this case open for
further exploration.

Our last result (Theorem 3.5) concerns the computation of the volume
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of the LP polytope of a regular locally tree-like graph, in the limit as the
number of nodes and girth of the graph goes to infinity. This result parallels
some of the developments in [1], where it is shown that the partition func-
tions associated with the standard hardcore model defined on a sequence of
increasing regular locally tree-like graphs, with growing girth, after appro-
priate normalization, have a limit, and this limit coincides for all regular
locally tree-like graphs with degree A + 1 when the model is in the unique-
ness regime for the tree Ta, namely when A < A.(A). We establish a similar
result here, showing that the sequence of partition functions associated with
the continuous hardcore model on a sequence of increasing regular graphs
with large girth, after appropriate normalization, has a well defined limit.
We establish a corresponding approximation result for the continuous hard-
core model, which is valid for all A > 0 since, as shown in Theorem 3.1,
the continuous hardcore model has a unique Gibbs measure for every .
For the case A = 1, when combined with our characterization of the Gibbs
measure in Theorem 3.3, this provides a fairly explicit approximation of the
normalized volume of the LP polytope of a regular graph with large girth.
We now comment on the proof technique underlying our result. To es-
tablish uniqueness of the Gibbs measure, we establish the correlation decay
property. Unlike for the discrete hardcore model, establishing correlation
decay for continuous models is significantly more challenging technically,
since it involves analyzing recursive maps on the space of absolutely contin-
uous (density) functions, rather than one-dimensional or finite-dimensional
recursions, and the function obtained as the limit of these recursive maps
is characterized as the solution to a certain nonlinear second-order ordi-
nary differential equation (ODE) with boundary conditions, rather than as
the fixed point of a finite-dimensional map. The direct approach of estab-
lishing a contraction property, which is commonly used in the analysis of
discrete models, appears unsuitable in our case. Instead, establishing exis-
tence, uniqueness and the correlation decay property entails the analysis of
this ODE. A key step that facilitates this analysis is the identification of
a certain Hamiltonian structure of the ODE. This can be exploited, along
with certain monotonicity properties, to establish uniqueness of the Gibbs
measure. Characterization of the unique marginal distribution at a node re-
quires additional work, which is related to establishing uniqueness of the
solution to this ODE with suitable boundary conditions, and involves a de-
tailed sensitivity analysis of a related parameterized family of ODEs.

1.3. Outline of Paper and Common Notation. The remainder of the pa-
per is organized as follows. In Section 2 we precisely define the continuous
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hardcore model, and a family of related models. Then, in Section 3 we state
our main results. In Section 4 we prove our main results, Theorem 3.1 and
3.4, on correlation decay (and hence uniqueness of the Gibbs measure) for
the continuous hardcore model and its e-interpolations for € € (0,1/2]. In
Section 5.1, we characterize the marginal distribution of the unique Gibbs
measure for the continuous hardcore model with A = 1 as the unique solu-
tion to a certain nonlinear ODE. The conjectured characterization for A # 1
is described in Section 5.2. In Section 6 we prove our result regarding the
volume of the LP polytope of a regular graph with large girth.

In what follows, given a set A, we let I4 denote the indicator function
of the set A: [4(x) = 1if z € A and [4(z) = 0, otherwise, and when A is
finite, let |A| denote its cardinality. For a € [0, 1], let §, denote the Dirac
delta measure at a, let dr denote one-dimensional Lebesgue measure, and
given x = {zy,u € V}, let dx denote |V|-dimensional Lebesgue measure.
Also, for any subset A C V, let x4 represent the vector (z,,u € A). Let R
and R, denote the sets of real and non-negative real numbers, respectively.
Given any subset S of .J-dimensional Euclidean space R”, let B(S) represent
the collection of Borel subsets of S. For conciseness, given a measure p on
B(R), for intervals [a, b], we will use B[a,b] and p[a, b] to represent B([a, b])
and p([a, b)), respectively.

2. A family of hardcore models. Let G be a simple undirected graph
with finite node set V' = V(G) and edge set F = FE(G), and recall the
associated LP polytope defined in (1.1). We now introduce the continuous
hardcore model on the finite graph G associated with any parameter A > 0.
In fact, we will introduce a more general family of hardcore models that
will include both the discrete and continuous hardcore models in a common
framework, and allow us to also interpolate between the two. Any model in
this family is specified by a finite Borel measure p on [0, 1], which we refer to
as the “free spin measure” for the model. The free spin measure y represents
the weights the model puts on different states or spin values when the graph
G is a single isolated vertex; specific examples are provided below. Given
a free spin measure p on the Borel sets B[0,1] of [0,1] and k € N, let p®*
represent the product measure on B([0, 1]*) with identical marginals equal
to p.

DEFINITION 2.1. The hardcore model corresponding to the graph G =
(V. E) and free spin measure p is the probability measure P = Pg ,, given by

(2.1) P(A) := %u@ww (4), AeB(P),
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where P = P(G) is the LP polytope defined in (1.1) and Z is the partition
function or normalization constant given by

(2.2) Z = pPVI(P).

The measure P is well defined as long as Z > 0. Since the hypercube
{x:0< =z, <1/2,Vu € V} is a subset of P(G) for every graph G, a simple
sufficient condition for this to hold is that the free spin measure satisfies
©[0,1/2] > 0. This will be the case in all the models we study.

We now describe the free spin measure associated with specific models.
For A > 0, the free spin measure of the two-state hard-core model with

activity A is given by p = ,ug\z),

(2.3) w2 (B) := A61(B) + 60(B), B e B0, 1].
(2)

The measure p " in (2.3) is discrete, supported on {0,1} and gives weights

A and 1 to the values 1 and 0, respectively, and the corresponding IP’G )
KaPN

defines the standard (discrete) hardcore model with parameter A > 0. This
model was generalized to an (M + 1)-state hardcore model, for some integer
M >1,in [15, 6]. Given a parameter A > 0, the free spin measure associated
with a rescaled version of the latter model (that has support [0, 1]) is

M
(2.4) pM By =3 No . (B),  BeB0,1]
=0

The case M = 1 then recovers the standard (two-state) hardcore model.
We now define the continuous hardcore model on G with parameter A > 0
to be the measure IP’% := Pg ,, where the free spin measure v) takes the form

(2.5) vA(B) = /B \edz, B e B[0,1].

Despite the similarity in the definitions in (2.5) and (2.4), an important dif-
ference is that while ,LLE\Q) is discrete, vy in (2.5) is absolutely continuous with
respect to Lebesgue measure. In fact, when A\ = 1, the free spin measure is
just the uniform distribution on [0, 1], the corresponding Gibbs measure is
simply the uniform measure on the polytope P, and Z is the volume of the
polytope P, as already mentioned in Section 1.2. For each activity parameter
A > 0, we also introduce a family of models, indexed by ¢ € (0,1/2) which

we refer to as the e-continuous hardcore model that interpolate between the
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discrete and continuous hardcore models with the same activity parame-
ter. For A > 0 and ¢ € (0,1/2), the free spin measure of the e-continuous
hardcore model with activity parameter A is given by

(26)  vi(B) = -

" 2/ X* (I, () + Ty —e,1y(2)) da, B € B0, 1].
€JB

We now clarify the precise sense in which this interpolates between the
discrete and continuous models. Given probability measures {7.} and 7 on
B0, 1], recall that 7. is said to converge weakly to 7 as £ — ey, if for every
bounded continuous function f on [0, 1], f[O,l] f(z)me(dx) — f[O,l] f(z)m(dzx)
as € = g9. For any A > 0, when ¢ 1 1/2, v§ converges weakly to vy, the free
spin measure of the continuous hardcore model with parameter A > 0, as in
(2.5), whereas as € | 0, v§ converges weakly to ME\Q), the corresponding free
spin measure of the two-state hardcore model as in (2.3).

Given any hardcore model on a finite graph G with free spin measure p, we
let X = (X, u € V) denote a random element distributed according to Pg ,,,
and refer to X, as the spin value at u. Recall that given a subset S of nodes
in V(G), we use Xg = (X, u € 5) to denote the natural projection of X to
the coordinates corresponding to S. The constructed hardcore probability
distributions Pg , are Markov random fields, or Gibbs measures, in the sense
that they satisfy the following spatial Markov property. Given any subset
S C V, let 0S denote the set of nodes w in V' \ S that have neighbors in
S, that is, for which (u,v) € E for some v € S. Then for every vector
x = (zy,u € V) € P(G) that lies in the support of P =P, ¢, we have

P(xs|xy\s) = P(xs(xas).-

Namely, the joint probability distribution of spin values X,, associated with
nodes u € S, conditioned on the spin values at all other nodes of the graph
is equal to the joint distribution obtained on just conditioning on spin values
at the boundary of S. Of course, such a conditioning should be well defined,
which is easily seen to be the case for the hardcore models we consider.

3. Main Results. We now turn to the setup related to the main results
in the paper. We first recall some standard graph-theoretic notation. For
every node u € V., N'(u) = Ng(u) denotes the set of neighbors of u, namely
the set {v : (u,v) € E}. The cardinality of N'(u) is called the degree of the
node u and is denoted by A(u). A leaf is a node with degree 1. Given a
positive integer A, a graph is called A-regular if A(u) = A for all nodes
of the graph. The graph theoretic distance between nodes u and v is the
length of a shortest path from u to v measured in terms of the number of
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edges on the path. Namely, it is the smallest m such that there exist nodes
Uy = U, UL, ..., Uy = v such that (u;,ui41),9 = 0,1,...,m — 1, are edges.
A cycle is a path ug = u,uq,...,u, such that m > 3, u,, = ug, and all
UL, ..., Uy, are distinct. The girth g = g(G) of the graph G is the length of
a shortest cycle.

Let T, A denote a rooted regular tree with degree A + 1 and depth n,
which is a finite tree with a special vertex called the root node, in which ev-
ery node has degree A + 1 except for the root node, and the leaves, which is
the collection of nodes that are at a graph-theoretic distance n from the root
node and denoted OT,, o. Each leaf has degree 1, and the root has degree A.
Note that 0T,  is also the boundary of the remaining nodes of Ty, o (which
we refer to as internal nodes). Fix A > 0 and let IP,, A ) represent the (contin-
uous) hardcore distribution on T, A with parameter A > 0, corresponding to
the free spin measure vy in (2.5). We denote the (cumulative) distribution
function of the marginal of P, o\ at the root node by Fj, o x(-). Clearly,
Fo.a() is absolutely continuous and we denote its density by f, ax(:).
Given an arbitrary realization of spin values at the boundary xgr, ,, we
also let Fj, A x(*[XaT, ) denote the cumulative distribution function of the
conditional distribution of P,, A » at the root given XOT,, A - It can be shown
(see (4.2) with pu = vy) that for n > 2, F;, A x(+|Xar, ,,) has a density, which
we denote by f, A x(z[xar, A)- In particular, for z € [0, 1],

€T €T
Fypan(z) = / foan®dt,  Fua(zlxons,) = / Foaa(txom, ).
0 0

We now state our first main result, which is proved in Section 4.5. For any
absolutely continuous function F', we let F denote the derivative of F, which
exists almost everywhere. Also, for any real-valued function g on [0, c0) and
compact set K C [0, 00), we let ||g(-)||x := sup,ei lg(2)]-

THEOREM 3.1.  For every A > 1 and A > 0, there exists a non-decreasing
function Fa x with Fa x(0) = 0 that is continuously differentiable on (0, 00),
and satisfies, for any compact subset IC C [0, 1],

(3.1) Jim sup \ oy an(lxory,) — FA,A(-)HM =0,

(3.2) Jim Sup‘ Foan(lxors,) — FA,A(')HK =0,

where the supremum is over all boundary conditions xar, ,, € [0, 1]10Tanl,
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REMARK 3.2. The relation (3.1) of Theorem 3.1 implies that the cumu-
lative distribution function of the marginal distribution at the root is asymp-
totically independent from the boundary condition. In particular, the model
exhibits the correlation decay property regardless of the values of A and
A (which implies no phase transition). In fact, it follows from Theorem 3.1
that there exists a unique Gibbs measure on the infinite (A +1)-regular tree
and that this measure is translation invariant and its marginal distribution
function at any node is equal to Fa ). Relation (3.2) shows that the decay
of correlations property extends to the marginal density.

Next, we provide a more explicit characterization of the marginal distri-
bution function Fa  in the special case A = 1, which is the quantity of
interest for computing the volume of the polytope P(G). We show that this
limit is the unique solution to a certain first-order ODE.

THEOREM 3.3. For A =1 and A > 1, there exists a unique C' = Ca 1 > 0
such that the ODE

(3.3) F(z) = C(1 = PR (2)A 3D 2 € (0,00),
with boundary conditions
(3.4) F0)=0 and inf{t>0:F()=1}=1,

has a solution. Moreover, the ODE (3.3)-(3.4) with C = Ca 1 has a unique
solution Fa 1. Furthermore, Fa 1 = Fa 1, where Fa 1 1s the limit distribution
function of Theorem 3.1.

The proof of Theorem 3.3 is given in Section 5.1. In fact, we believe a
generalization is possible to all A > 0. Specifically, as stated in Conjecture
5.2 at the end of Section 5.1, we believe Fz ) also admits a characterization
in terms of a differential equation, although a more complicated second-
order non-linear differential equation, but we defer the validation of such a
conjecture to future work.

The behavior of the continuous hardcore model described above should be
contrasted with that of the discrete hardcore model for which, as discussed
in the introduction, the phase transition point on a (A + 1)-regular tree is
Ae = A2 /(A — 1)L In particular, when A > 5, A, < 1 and so the discrete
hardcore model on the tree with A = 1 admits multiple Gibbs measures.
This raises the natural question as to what happens for the e-interpolated
model, with free spin measure v§, as in (2.6). It is natural to expect that
this model would behave just like the standard hardcore model with A =1
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for sufficiently small e. Somewhat surprisingly, we show that this is not the
case. By establishing a correlation decay property similar to that described
in Remark 3.2, in Theorem 3.4 we show that there is a unique Gibbs measure
for the e-interpolated model for every positive €, no matter how small.

THEOREM 3.4. For every A > 1, and € € (0,1/2), let FTE% denote the
cumulative distribution of the marginal of the Gibbs measure Py, , .= at the

1
root of Ta,. Then there exists a non-decreasing continuous function FX:)

with Fg)(z) =0 for z <0, Fg)(z) =1 for z > 1, that satisfies

(3.5) hm sup HF (‘|xoTA,) — Fg)(-)H[OJ] =0,

where the supremum is over all boundary conditions xar, , € [0, 1]‘8TA7"‘.

We now turn to the implications of our results for volume computation.
Specifically, applying Theorem 3.1, we are able to compute asymptotically
the volume of the LP polytope associated with any regular graph that is
locally tree-like (that is, with large girth). The proof of Theorem 3.5 is
given in Section 6.2.

THEOREM 3.5. Fiz A > 0 and A > 1, and let Fa x be as in Theorem
3.1. Let Gy,n > 1, be a sequence of A-reqular graphs with g(G,,) — oo, and
let Zg,, » be the associated partition function as defined by (2.2) with p = py
n (2.1) and P = P(Gy,). Then

lim —=*2 = —1In MNER (1 —2)dx
n—o0 [V(Gy,)| 0<z<1 A 1’/\( )
A .
(3.6) Y ln/ Fa_i)(x)Fa—1 (1 — x)dx.
0<z<1

Combining Theorem 3.5 with Theorem 3.3, we see that in the special case
A = 1, the volume Zg,, ; of the polytope P(G,,) satisfies

. InZg, 1
im = =,
n—oo |V(Gy)|

where 7, which stands for the right-hand side of (3.6) with A = 1, takes the
form

1
v = —ln/o F’AA_Ll(l —x)dx

LR
_ 5 ]n/ (1 — FAA__lljl(aj‘)) FA_171(1 — .Z') dx,
0
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where Fa_1 1 is the unique solution to (3.3)-(3.4) with C = Ca 1, as identi-
fied in Theorem 3.3

This result provides a fairly explicit expression for the exponential limit
of the volume of such a polytope, via the solution F A—1,1 of the ODE, which
can be computed, for example, numerically. A similar expression for general
A would be obtained if Conjecture 5.2 were shown to be valid.

4. Analysis of Continuous hardcore Models. For ease of exposi-
tion, we fix A > 1 and for each n > 1, use the notations T,, and P,, in place
of Ty, A and P(T,, a), respectively. Also, in order to present a unified proof
of Theorems 3.1 and 3.4 to the extent possible, we will first fix any spin
measure p that is absolutely continuous with respect to Lebesgue measure,
let m denote its density, and let F;, and f,, respectively, denote the cumu-
lative distribution function and density of the marginal at the root node of
the hardcore model on T,, with free spin measure u. Also, in analogy with
the definitions in Section 3, let F,,(-|xat,,) and, for n > 2, f,(:|xar,, ), denote
the corresponding conditional distribution functions and density given the
boundary condition xat, € [0, 1]19T=1. Also, let Z,, denote the corresponding
hardcore partition function (2.2).

The proof of Theorem 3.1 entails several steps. First, in Section 4.1 we
establish a monotonicity result, which allows one to only consider the cases
when the boundary condition xgr, is the vector of zeros or is the vector
of ones. Then in Sections 4.2 and 4.3 we derive iterative formulas for Fy,
and Fy,11 and show that each of these sequences is pointwise monotonic
in n, and thus converge to limiting functions F, and F,, respectively. In
Section 4.4, we characterize F, and F, in terms of certain ODEs, and also
identify a certain Hamiltonian structure that leads to an invariance property
in the particular case of the continuous and e-interpolated models. Finally,
in Section 4.5, we use this invariance property to prove Theorems 3.1 and
3.4.

4.1. Monotonicity property. Given a spin measure pu, let Ogr, and 1ar, ,
respectively, be the boundary condition corresponding to setting the values
for the leaves of T,, to be all zeros and all ones. In Lemma 4.1 we state a
monotonicity property for general models, having discrete or continuous free
spin measure. This property is well known for the special case of the standard
(two-state) hardcore model, and was further extended in [6, Lemma 2.2] to
the multi-state hardcore model with free-spin measure yi/l *1in (2.4) for
any integer M > 1. For completeness, the proof of Lemma 4.1 is provided
in Appendix A.
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LEMMA 4.1. Forn > 1, every boundary condition xgt, and every z €
[0,1],

F,(2]0a1,) > Fn(2|xo1,) > Fn(z|1s1,),

when n is even and

when n s odd.

4.2. A Recursion for the Marginal Distribution Functions. We now de-
rive iterative formulas for the functions F;,. Let Ty denote the trivial tree
consisting of an isolated vertex. Then from (2.5), Zp := p[0, 1], where pu is
the free spin measure, and the associated distribution function Fj takes the
form

(4.1) Fy(z) = z €0,1].

LEMMA 4.2.  Given any free spin measure u, for everyn > 1, F,(z) =0
for z <0, Fr(z) = 1 for z > 1, F, is nondecreasing on (0,1) and the
following properties hold:

1. For z € [0,1], F,,(2]0st1,) = Fr—1(2) and F,+1(z|1or,) = Fr-1(2).

2. Moreover,

_ Zp
=

(42)  Fu(2) /[0 B ulde), =€ 0,1)

3. Furthermore,

Zn
(4.3) | B utan = 53
[071} Zn 1
and
2
(4.4) hnrr_lgéf 7 > 0.

n

PRrOOF. The values of F,, on (—o0,0] and [1,00), and the monotonicity
of F), follow immediately from the fact that F;, is the cumulative distribu-
tion function of a random variable with support in [0, 1]. Next, given the
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boundary condition Opr,, the hard-core constraints x, + x, < 1 for every
leaf node u and its parent v, reduces to the vacuous constraint x, < 1. Thus,
the boundary condition Opr, translates to a free boundary (no boundary)
condition on the tree T,_;. Similarly, the boundary condition 1gt, forces
x, to be zero for every parent v of a leaf of the tree T,,, which in turn trans-
lates into a free boundary condition for the tree T,_o. This proves the first
assertion of the lemma.

We now establish the second part of the lemma. Let uy denote the root
of the tree T,, and note that for every n > 1, letting x = (x4, u € V(T,,)),
we have for every z € [0, 1],

1

(4.5) F.(z) = ?<M®‘V(Tn>‘) {xePy:xyy < 2}
n

Now, let uq,...,ua denote the children of the root ug. Each child u; is

the root of a tree ']I‘fl_1 that is an isomorphic copy of T,_1. The constraint

x € Py, translates into the constraints z,, +x,, < 1,7 =1,2,..., A, plus the

condition that the natural restriction xp:  of x to the subtree T¢_, lies in

i = P(T¢_,). Since these subtrees are non-intersecting, we obtain

(uEVaE) {x € Py : my, < 2}

@6) = [ dutwn) T] 07 € Pl <1}

0 1<i<A
Now, for each 1 < ¢ < A, we recognize the identity

1 ® i )
7 ) (1 ‘V(Tnfl)') {x eEP)iay, <1— Qj‘uo} = Fr_1(1 — zy,).
e

Combined with (4.6) and (4.5), this yields (4.2).

Setting F,,(1) = 1 in (4.2), we obtain (4.3). Furthermore, since F,_; is

bounded by 1 and p is a finite Borel measure, (4.3) implies that sup,, ZZA” <
1

1[0, 1] < oo, which yields (4.4). O

Combining Lemma 4.1 and the first part of Lemma 4.2 we now obtain a
different monotonicity result along certain subsequences.

COROLLARY 4.3. For every free spin measure p, forn > 1 and z €
[0,1], Fon+1(2) < Fop—1(2) and Fon(z) > Fon_o(z). Furthermore, for every
ni,ng € Z+, with F2n1+1(2> > F2n2 (z)
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PROOF. Once again, let ug denote the root of the tree T, and label its
children as uq,...,ua. Consider the random vector X chosen according to
the hardcore measure P = P, ,, and let Py, denote the marginal of P
on the leaves 0T,,. Then F,, is the cumulative distribution function of the
marginal at the root, that is, F,,(z) = P(X,, < z). Thus, for every odd
n > 3, using Lemma 4.1 for the inequality and Lemma 4.2(1) for the last
equality below, we have

Fp(z) = P(Xy, < 2) = / P(Xu, < 2[Xor, = Xot, )Por, (dXar,)
Xor, €[0,1]19Tn]
< P(Xy, < 2[10r1,,)
= n—2(z)-
Similarly, for every even n we obtain F,,(z) > F,,_2(z) for every z. Finally, to
establish the last inequality suppose first that n; > ns. Then since the first

assertion of the lemma implies Fb,, (2) > Fau,(2), by a similar derivation,
we have

F2n1+1(z) = /X ]P)<Xu0 < Z‘XaTznl-H = XOTan, 41 )P3T2n1+1(dxaT2n1+1)

OTon +1
> ]P(XUO < Z|03T2n1+1)

= F2n1(z)
> F2n2 (2)

Conversely, if n; < no, then 2n; +1 < 2ny — 1 and we use instead

Fon, (2) = / P(Xy, < Z|X3T2n2 = X9Tan, )PaTan (dXE’Tan)
X

T2y,

< P(Xu, < 2[00715,,)
= Fopy-1(2)
< Fony+1(2).

O]

4.3. A Convergence Result. The monotonicity result of Corollary 4.3 al-
lows us to argue the existence of the following pointwise limits: for z € [0, 1],

(4.7) Fo(z) := 1i_>m Font1(2), F.(z):= 1i_>m Fy,(2).
Also, note that by Corollary 4.3, for z € [0, 1],
(4.8) 1> Fopy1(2) > Fo(z) > Fe(z) > Fan(z) > 0.
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Clearly F, and F, are measurable and bounded. So, we can define

-1
o A1
(4.9) Cypi= ( /MFO (1 t)u(dt)> ,
and
-1
(4.10) Ce::< FeA(l—t)u(dt)> .
[0,1]

Note that by (4.7), since p is a finite Borel measure, the dominated conver-
gence theorem, (4.3) and (4.4) imply

-1

ZA
4.11 C, = lim / FL o (1 —t)u(dt = lim 22+ >0,
(4.11) HX)( on 2 (L= 1)u( )) B

Moreover, by (4.8), the dominated convergence theorem and (4.3), we have

-1
ZA
4.12 C. = lim F& (1 —t)u(dt = lim —22.
(4.12) HOO( on 2 (L —=8)u( )) P

The first equality above, together with (4.8) and (4.1), also show that

Lo (u[0.1/2))5+1
18) G =t s (W0 1)5

We now derive an analogue of (4.2) for the limits F, and F,, and strengthen
the convergence in (4.7).

| wlo.1 - ) () >
[0,1]

COROLLARY 4.4. Suppose the free spin measure u satisfies p[0,1/2] > 0.
Then Ce,C, € (0,00), F,(0) = Fe(0) = 0, F,(1) = Fe(1) = 1, and for
z €[0,1],

(4.14) F) = C. [ FA(L= tu(a)
0

(4.15) E.(2)=C, / FA( = t)p(dt).
0

Moreover, we also have

B |Fani1() — Fo()llo = 0.
lim [P0 () — E.()l|jo = 0.

n—oo
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Finally, suppose p has density m and that T is an open set of continuity
points of m. Then m, F,, F, and F. are continuously differentiable on T,
and for every compact subset K C Z,

Hm || Foni1 () — Fo(-)|lc = 0,
n—oo
lim ||Fon(-) — Fe(*)||x = 0.
n—oo

PROOF. The values of F, and F, at 0 and 1 follow directly from the corre-
sponding values of F,, from Lemma 4.2 and (4.7). Since (4.8) implies C, < C.
the estimates (4.11) and (4.13) imply that as long as u[0,1/2] > 0, both C,
and C. lie in (0,00). For z € [0, 1], let F(2) and F}(z) equal the right-hand
sides of (4.14) and (4.15), respectively. Taking limits on both sides of (4.2)
along odd n, and using (4.7), (4.12) and the dominated convergence the-
orem, we obtain (4.14). The relation (4.15) is obtained analogously, using
(4.11) instead of (4.12). The latter relations show that F, and F, are contin-
uous. Since they are also pointwise monotone limits of the sequences Fb;,41
and Fb),, respectively (see Corollary 4.3 and (4.7)), by Dini’s theorem, the
convergence is in fact uniform.

We now prove the last property of the lemma, even though we do not
use it in the sequel. Suppose p has density m that is continuous on Z.
Then, (4.1) and (4.2) show that for every n, F, is absolutely continuous
and F,(2) = Z,'Z> [ F2 (1 — 2)m(z), from which it follows that F}, is
continuous on Z. Likewise, the continuous differentiability of F, and F, on
Z can be deduced from (4.14) and (4.15). The uniform convergence of the
derivatives on any compact subset K C Z is a direct consequence of (4.2),
(4.14)-(4.15) and the uniform convergence of {Fb,41} to F, and {F»,} to
F.. O

REMARK 4.5. We now claim (and justify below) that to prove the cor-
relation decay property in Theorems 3.1 and 3.4, it suffices to show (for the
respective models) that C. = C,. Indeed, by Lemma 4.1, Lemma 4.2(1) and
(4.7), to show correlation decay is equivalent to showing F, = F,. Now, by
(4.8) we have F,(z) > F.(z) for every z € [0,1]. Hence, if C. = C, = C,
then by (4.14)-(4.15), we have for z € [0, 1],

R =C [ FAU-bu) <C [ FAQ-bHu(d) = F(z).
[0,2] [0,2]

Together with the observation that Fy(z) < F,(z), this implies F, = F.
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4.4. Differential equations for F, and F.. To show C. = C,, we first
derive some differential equations for the functions F, and F,. The first
result of this section is as follows.

PROPOSITION 4.6. Suppose the free spin measure p is absolutely con-
tinuous with density m and satisfies u[0,1/2] > 0. Let T be any non-empty
open set in [0, 1] that is symmetric in the sense that x € T implies 1 —x € T.
If m is continuously differentiable and strictly positive on I, then on I, the
function F, defined in (4.7) is twice continuously differentiable and satisfies

L ()

(4.16) Fo(z) = m(1=2)(Fo(2)) 5 (Fol2))2,

D=

) 1
WFO(Z) —C,CEA(m(z))

PROOF. Relations (4.14) and (4.15) of Corollary 4.4 imply that F, and F
are absolutely continuous with density C. F2(1—-)m(-) and C,F2(1—-)m(-),
respectively. Now, if m is continuous on Z, then clearly, these densities are
continuous, and so F, and F. are continuously differentiable on Z. If 7 is
symmetric, then F,(1 —-) and F¢(1 — -) are also continuously differentiable
and so, if m is continuously differentiable on Z, then F, and F. are twice
continuously differentiable on Z and for z € Z,

Ey(2) = Com(2)FA(1 — 2) — Com(2) AFA ™Y1 — 2)FL(1 — 2).

Applying (4.14) and (4.15) again, we also have

1

Fu(1—z) = (Fy(2))5(Cem(2)) 3,
F.(1—2)=Com(1 — 2)F2(2).

Substituting these identities into the previous expression for F,, we obtain
the following second-order ODE for F;, on Z:

Fo(e) = ) = Com() A(Cum(2) 5 (Bo(e)) 5 Com(1 = 2) ()
= P8 (e) - CuCE MmN Am(1 () ' (Fo(2)2,
for z € Z. O

We now fix A > 0 and € € (0,1/2], and specialize to the case when the
density m of the free spin measure has the form

(4.17) m(z) = Nl qui-en(2), z€[0,1].
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Note that the case e = 1/2 corresponds to the continuous hardcore model.
Define

1\ 1\
(4.18) 6, := (ACOA ce) and 0, = ()\CGA co> .

We then have the following result:

PROPOSITION 4.7.  Suppose the free spin measure has a density m of the
form (4.17) for some € € (0,1/2] and A\ > 0. Then F, is twice continuously
differentiable on the intervals (0,¢) and (1 —e,1) and the function

A+1 z A+l
A —

(InMA™ET0. 2 Fy(2)(Fo(2))

Dl

Ry(2) = )\_Z(eeFO(z))AH‘*‘/\_i(geFO(Z))

is constant on each of the intervals (0,¢) and (1—e,1). Moreover, F, satisfies

(4.19) F,(0+)=C.,  F,(1-)=0,
and
(4.20) inf{t >0: F,(t)=1} =1,

and Ry satisfies the boundary conditions
(4.21) Ra(0+) = (0.C.) "5, Ry(1-) = A1~

PROOF. Since the the density m in (4.17) is continuously differentiable

on the intervals (0,¢) and (1—e¢, 1), and the corresponding free spin measure
puts strictly positive mass on [0, 1], it follows from Proposition 4.6 that Fj,
is twice continuously differentiable and satisfies (4.16) on each of those in-
tervals. The proof of the first assertion of the proposition proceeds in three
steps.
Step 1. We first recast the second-order ODE for F, in (4.16) as a sys-
tem of non-autonomous first-order ODEs. Consider g(z) = (g1(2), 92(2))
:= (F,(2), F,(2)), which lies in R? since Fy, is nonnegative and nondecreas-
ing. Let Z=(0,e)U(1 —¢,1)ife <1/2 and let Z = (0,1) if € = 1/2. Since
m is continuously differentiable and m(z) = (In \)A\* on Z, F, satisfies the
second-order ODE in (4.16), which is equivalent to saying that g satisfies
the following system of non-autonomous first-order ODEs on Z:

(4.22) 9(2) = G(g(2), 2) == (G1(91(2), 92(2), 2), G2(91(2), 92(2), 2)),
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where for i = 1,2, G; : Ri — R are defined by
(423) Gl (yla Y2, Z) = Y2

i . A1
(4.24) Ga(y1,y2,2) := (In N)yg — Co,CE AN NI T2y, &y

Step 2. Next, we reparametrize the system of ODEs above to eliminate
the explicit dependence of G2 on z in (4.24). Namely, we reformulate the
system of ODEs as an autonomous system. Consider the transformation

Az (g1,92) = (h1, he) defined by
(4.25) hi(z) = A\ 30,9, (2)
z 1
(4.26) ha(z) = A SETO5 (ga(2)) 5.

We now claim that (hi(-), ha(-)) satisfies the following system of ODEs:

(4.27) h(z) = H(h(z)), =z€(0,1),
where H : R3 — R? is defined by H (y1,y2) := (H1(y1,y2), Ha(y1,y2)), with
h’l)\ A
(4.28) Hi(y1,y2) = —x it
hl)\ A
4.2 H. = —yr.
(4.29) 2(y1, 42) AU

The proof is obtained using a fairly straightforward verification. For z €
(0,1), we have using (4.25)-(4.26), and ¢1(z) = g2(2) from (4.22)-(4.23),
o 1 )\ z z
() = 3N 570 (2) + A5 g (2)
In A A
e 1h1(z) + (ha(2))".
This verifies (4.28). Similarly, applying (4.22) and (4.24) together with (4.25)-
(4.27), and (4.29) we obtain

. In A =z 1 1
A A(AF1) A A
ha(z) Yy 1))\ 0 (g2(2))2

z 1 _
+ATEETT 05 A (gy(2)) 5 (In N)ga(2)

1-A) (A1)

z 1 1 z
~NTIETIOS AT (gy(2) B CoCB ANEA T (ga(2)) 5 (g (2))

_ In A h()—l—g
T AL PP TA
In A

e Tha(2) = (h(2))",

1 1
ho(z) — 02 CoCEND; 2 (hy(2))”
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where the last equality uses definition (4.18) of .. This verifies (4.29).
Step 3. Next, we show that the system (4.27)-(4.29) is a Hamiltonian system
of ODEs, in the sense that if h(-) = (hi(-), ha(-)) is a solution of (4.27)-(4.29)

on some interval, then the function
®oh(z) = (h1(2))*" + (ha(2))2T = (InX)ha(2)ha(2)

is constant on that interval, where ® : (y1,y2) — R is defined by

D(y1,y2) =y Y5 — (I \)yrye.

Indeed, note that on substituting the expressions for hi and hy obtained
above, we have on this interval,

doh=(A+1)hPh + (A+1)h5 hy — (0 X)(hihg + hihs)

In A In A
hl)\ A In)\ A
— (hl)\) <_A—{—]_h1 +h2 > hQ - (ln)\) (A—{— 1h2 — hl > hl

=0.

The first assertion of the proposition then follows on substituting the defi-
nition of h; and g;, i = 1,2, from Steps 1 and 2 into the expression for ® o h
in Step 3.

Next, note that the boundary conditions in (4.19) follows on substituting
the form (4.17) of p into (4.14). When combined with the boundary condition
F,(0+) = F,(0) = 0 and F,(1—) = F,(1) = 1 from Corollary 4.4, this
implies (4.21). Finally, define 7 = inf{¢ > 0 : F,(¢) = 1}. Then F,(1) =1
implies that 7 < 1. But one must have F,(z) = 0 for z > 7. Thus, to
prove (4.20) it suffices to show that F,(z) > 1 for all z < 1. Now, by (4.14)
for z € (0,1), Fy(z) = C.FA(1 — 2)A\*. However, this is strictly positive
because by symmetry and (4.19) it follows that F.(0) = C, > 0, and hence,
F.(1 —2) >0 for all 0 < z < 1. This establishes (4.20) and concludes the
proof. O

4.5. Proof of Uniqueness of Gibbs Measures. By Remark 4.5, to prove
Theorems 3.1 and 3.4, it suffices to show that the constants C, and C,
in (4.9) and (4.10), respectively, are equal when m is given by (4.17), with
e =1/2and e € (0,1/2), respectively. In each case, we will use the invariance
property in Proposition 4.7 to establish this equality.
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PROOF OF THEOREM 3.1. Set ¢ = 1/2. Then m is continuously differ-
entiable on (0,1) and the function R in Proposition 4.7 is constant on the
entire interval (0,1). Thus, setting R(0+) = R(1—) in (4.21), we conclude

A1 A+l
that 6. © = AC.® . Substituting the value of 6. from (4.18) into this
equation, one concludes that C, = C,, which completes the proof. O

PRrROOF OF THEOREM 3.4. Now, suppose ¢ € (0,1/2). Then m is contin-
uously differentiable on the intervals (0,¢) and (1 —¢,1) and so Proposition
4.7 implies

(4.30) R(0+) = R(e—),  and  R((1—e)+) = R(1-).

On the other hand, since m is zero on (e, 1 —¢), it follows from (4.14)-(4.15)
that both F, and F, are constant on (¢,1 — ¢). In turn, this implies that
; _—%A _ 5_%A e _ T, o 2e—1
Fole=) = —F2(1 =)A= —FZ ()N = Fo((1 —e)+)A\= .
2e 2e
Now, if A = 1, then these identities and the definition of R imply that
R(e+) = R((1 — €)—). Together with (4.30) and (4.21) this implies

A2_1 A+1

(0.C.)°3 =021 o (0)° 5 =\CA .

When combined with (4.18), this shows that C, = C,. O
5. Marginal Distributions of the Continuous Hard-core Model.

5.1. The case A = 1: Proof of Theorem 3.3. Note that the problem con-
cerns the one-parameter family of ODEs

(5.1) Fo(z) = b(C, Fo(z)),

where the parameterized family of drifts b : [0, 00) x [0, 1] — R is given by

(5.2) b(C,y) == C (1 — A1) 30T

For any fixed C' > 0, the function y +— b(C,y) is a Lipschitz continuous
function on (0,1 — §) for any ¢ € (0, 1). Thus there exists a unique solution
F¢ to the ODE (5.1) with boundary condition

(5-3) Fe(0) =0,
on the interval [0, 7c — §), where

(5.4) 7o = 1inf{t > 0: Fo(t) = 1}.
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Here, the infimum over an empty set is taken to be infinity. Since (3.3)
implies that F¢ is constant after 7¢ (if 7¢ < o0), by continuity there is a
unique continuous solution F¢ to (5.1) and (5.3) on [0, 00).

We now show existence of a C' > 0 for which the unique solution F¢ to
(5.1) and (5.3) also satisfies the boundary condition

(5.5) 7o = 1.

We fix A =1 and A > 1 and consider the continuous hardcore model with
parameter X and A. From the proof of Theorem 3.1, it follows that the con-
stants Cy,, C, € (0,00) defined in (4.9) and (4.10), respectively, are equal. We
denote the common value by Ca 1, and let ©4 1 denote the corresponding
common value of §, = 6, in (4.18). Further, let Fa ; denote the correspond-
ing F,, which coincides with F,, by Remark 4.5. By Proposition 4.7, we have

A+1

(©a1Can) & = Ry(0)
= Ri(2)
= (©a1(Oa1FA1(2)A + (@A,1FA,1(2’))%7

1

for every z € (0,1). Noting from (4.18) that ©x 1 = CX;" and rearranging
terms above, this implies that Fa ; satisfies the ODE (3.73) when C = Ca 1.
Furthermore, Fa 1(0) = 0 by Corollary 4.4 and hence, Fa ; is the unique
solution Fg, , to (5.1) and (5.3). Furthermore, it follows from (4.20) that
Toa, = 1, and thus we have shown that (5.1), (5.3) and (5.5) are satisfied
when C = Ca 1.

To prove Theorem 3.3, it only remains to prove that there is a unique
constant C' (equal to Ca 1) for which the unique solution F¢ to (5.1) and
(5.3) also satisfies (5.5). Our next result shows that this is the case.

PROPOSITION 5.1.  Given C > 0, let F¢ be the unique solution to (5.1)
and (5.3) on [0,00), and define ¢ as in (5.4). The function [0,00) > C' +— 1¢
s strictly decreasing and continuous with range Ry. In particular, there
exists a unique C* > 0 such that ¢~ = 1.

PROOF. The proof entails two main steps.
Step 1: We show lime o 7¢ = 00 and limgyee 7o = 0.
First, observe that 7¢ > 1/C since F(0) = 0 and F(z) < C for all z. Thus
70 — o0 as C' — 0. Next, set 0¢(0) := 0 and for § > 0, define

(5.6) oc(8) :==inf{z >0: Fo(z) =1—6}.
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Observe that the set of such z is non-empty since for every z such that
Fo(z) < 1 — 6 we have the uniform lower bound Feo(z) > C(1 — (1 -

§YA+1) 3T > 0. Now, for 2 € [o¢(1/(n — 1)), o0(1/n)], =2 < Fo(z) < 2=L
and hence,

7

A

. A/(A+1) C(A+1)2+1 1
Fo(z) = € (1- r2n() VT - SRR o )

nA+1 nA+1

where o(g) represents a quantity that vanishes as ¢ — 0. Using the identity

1 1 oc(1/n)

— - =Feloc(t/(n 1) = Fe(oo(1/n)) = / Fo(2)dz,
n n oc(1/(n-1))

we obtain the estimate

(57) oo (D_JC <i1) (ca+ystndi) ™ +0( Aﬂ)

nA+1
In turn, since 7¢ = > o7, [O’C (i) —oc ( L )] this implies that

LA R A
Cro=(A+1) 3+ n~ A1 4+ o(1) < oo,
n=1
which shows that 7o — 0 as C' — oo. This concludes the proof of Step 1.
Before proceeding to Step 2, observe that in a similar fashion, for § €

[1/n,1/(n — 1)], we have
> oc (;) —oc <m1_1>] <70 —0c(9)

< 2 e ()= )]

m>n—1

Combining this with the estimate (5.7) and the fact that for both k£ = n

and k = n + 1, the sum »_ ~;m ~2% s of the order O(AHn A+1) we
conclude that

1
2 &2;1 ST + o0,

Step 2. We show that C +— 7¢ is strictly decreasing and continuous.
First, note that for b given in (5.2), we have

(5-8) 70 —o0c(d) =

b A+ x5 o YA T mE A
(5.9)  F5(Cy) =0 -y~ )5, 9y CA(1 - ) EYA,
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Thus, b is continuously differentiable with bounded partial derivatives on
[0,00) % [0,1— 2] for every n € N. Then, by standard sensitivity analysis for
parameterized ODEs we know that for every n € N, on [0,0¢(2)], Ro(2) ==
OFc(x)/0C exists and satisfies

ORc O?*Fe 0

70 (0) = 5 (2) = SH(C Fol2)
— S (CFee) + 5 (R SE ),

which yields the following first-order inhomogeneous linear ODE for R¢:

ORc 0b

) = + (0, Fe()Re(2)

(5.10) 3

>~ Fo(2))

Moreover, since F(0) = 0 for all C, R¢ satisfies the boundary condition
(5.11) Re(0) = 0.

Solving the linear ODE (5.10)-(5.11), we obtain

(
Z z
Re(z) = [ el ORI C Fo(w))da.
0

Substituting the partial derivatives of b from (5.9), we have for z € (0, 7¢),

(5.12)
Ro(z) = / ¢—CAJZ0=(Fe()> ) 57 (Fe®)2dt (1 _ (i ())A 1) 8T dz > 0.
0

Now, fix n € N and recall from (5.6) that Fc(oc(1/n)) = 1 — 1/n. Since
(C,z) — Fc(z) is continuously differentiable, and by (5.1)-(5.2) for any fixed
Co > 0, FCO (6cy(1/n)) > 0, it follows from the implicit function theorem
that C' — ac(l/n) is continuously differentiable, and (5.12) then implies
that

5.13) dloctt/n)

Now, for any C' < oo, fix C_ < C' < Cy. Then for all sufficiently large n, it
follows from (5.8) that

< 0.

¢, —oc,(1/n) < 7¢ —oc(l/n) < T1c. —oc_(1/n).

Since (5.13) implies that ooy (1/n) < oc(1/n) < oc—(1/n), this shows that
To— > T¢ > To4, namely C — 7¢ is strictly decreasing on (0, 00). Finally,
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to show that 7 is continuous, fix C' > 0, and given € > 0, note that (5.8)
shows that there exists a sufficiently large n, such that for all n < C and
CelC—nC+n

76 = 0c(1/n) = (e = oc(i/m)| < 3.

Since, as shown above, C' — o¢(1/n) is continuous (in fact, continuously dif-
ferentiable), there exists § < 1 such that whenever |C' — C| < 6, loa(1/n) —
oc(1/n)| < §, and hence, |75 — 7¢| < €. This shows that C' +— 7¢ is contin-
uous, and concludes the proof of Step 2.

Finally, we note that by Step 1 and the continuity of 7¢ established in
Step 2, {7¢,C € (0,00)} = (0,00). Since C +— 7¢ is a strictly decreasing
continuous function by Step 2, this implies the existence of a unique C* with
7o+ = 1. This completes the proof of Proposition 5.2. O

5.2. A Conjecture for General A > 0. Fix A > 0,A > 1, and let F =
Fa ) =F, and C = C, = C, be the limiting function and constant, respec-
tively, from Theorem 3.1. Then the free spin measure with density m(z) = A\*
satisfies the conditions of Proposition 4.6 with Z = (0, 1) and so it follows
from (4.16) that F' satisfies the second-order ODE

(5.14)  F(2) = (In\)F(z) — CaHANI=9\/A (F(z))

for z € (0,1). Moreover, Corollary 4.4, (4.19) and (4.20) show that F' also
satisfies the boundary conditions

F(0) =0,
inf{t >0:F(t)=1} =1
(5.15) (04 = .

F(1)=0.

We conjecture the following generalization of Theorem 3.3 holds, but defer
investigation of its validity to future work.

CONJECTURE 5.2.  There exists a unique Ca x > 0 for which the ODE
(5.14)-(5.15) admits a solution, and Fa ) is a twice continuously differen-
tiable function that is the unique solution to (5.14)-(5.15) with C' = Ca x.

6. Graphs with Large Girth. We now switch our focus to the prob-
lem of computing the volume of the LP polytope P(G) of a A-regular graph
G with large girth, and specifically prove Theorem 3.5 in Section 6.2. The
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proof approach we use follows closely the technique used in [1] for the prob-
lem of counting the asymptotic number of independent sets in regular graphs
with large girth. First, in Section 6.1 we discuss a certain rewiring technique
that allows one to construct (N — 2)-node regular graph with large girth
from an N-node regular graph with large girth by deleting and adding only
a constant number of (specific) nodes and edges.

6.1. Rewiring. Here, we summarize relevant results from [1, Section 4.3].
Given an N-node A-regular graph G, fix any two nodes uy,us such that
the graph theoretic distance between u; and wus is at least four. The latter
ensures that there are no edges between the non-overlapping neighbor sets of
w1 and ug, which we denote by u11,...,u1,A and ug 1, ..., u2 A, respectively.
Consider a modified graph H obtained from G by deleting the nodes u; and
ug2, and adding an edge between ui; and ug; for every ¢ = 1,...,A; see
Figure 6.1. The resulting graph H is a A-regular graph with N — 2 nodes.
We call this operation a “rewiring” or “rewire” operation. In our application,
the rewiring step will be applied only to pairs of nodes with distance at least
four. Rewiring was used in [14] and [16] in the context of random regular
graphs, and it was performed on two nodes selected randomly from the
graph. Here, as in [1], we will instead rewire on nodes u; and uy that are
farthest from each other. As shown in the next result, this will enable us to
preserve the large girth property of the graph for many rewiring steps.

Recall that g(G) denotes the girth of the graph G. We now state Lemma
2 of [1]. For completeness we include the proof of this lemma in Appendix
B.

LEMMA 6.1.  Given an arbitrary N-node A-regular graph G, consider
any integer 4 < g < g(G). If 2(2g + 1)A%9 < N, then the rewiring operation
can be performed for at least (N/2) —(2g+1)A29 steps on pairs of nodes that
are a distance at least 2g + 1 apart. After every rewiring step, the resulting
graph is A-reqular with girth at least g.

REMARK 6.2. If the same fixed g € {4,...,9(G)} is used at each step,
since every rewiring step reduces the graph by 2 nodes, we see that after
(N/2) — (29 + 1)A% = N/2 — O(1) rewiring steps, the resulting graph
is of constant O(1) size, which will have a negligible contribution to the
asymptotic formula for the volume of P(G).

6.2. Proof of Theorem 3.5. Fix A >0, A > 1 and let Fa ) be the distri-
bution function from Theorem 3.1. We fix an arbitrary sequence G,,n € N,
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0Ty 9Ty A 0Tz CIPN

Fic 1. Rewiring on nodes u1 and us2

of A-regular graphs with diverging girth: lim,_,c g(G,) = co. In what fol-
lows, we adopt the short-hand notation x < (1+€)y to mean (1 —¢e)y <z <
(1 + €)y. The main technical result underlying our proof of Theorem 3.5 is
as follows.

THEOREM 6.3. For every A > 2, ¢ > 0 and X > 0, there exists a large
enough integer g = g(e, A, \) such that if the rewiring is performed on any
A-regular graph G with girth g(G) > g on two nodes that are at least 2g + 1
distance apart, then for the resulting graph H, we have

7 1
ZGA S (1+e) (/ NFR (1 t)dt)
H,A 0

-2

1 —-A
(6.) < ([ BssFsna-na)
0
We first show how this result implies Theorem 3.5.

PROOF OF THEOREM 3.5. We fix € > 0 and g = g(e, A, \) > 4, as de-
scribed in Theorem 6.3. Since ¢(G,) — oo, we have g(G,) > g for all
sufficiently large n. For t = 1,..., L, := |V(G,)|/2 — (29 + 1)A29, let G,
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be the graph obtained from G, o := G, after ¢ rewiring steps. Then, for any
A > 0, trivially we have

ZGp i1

Z(Gn’)\ = H 72 ZG’ﬂ,LnA'
1<t<L, “CntA

For conciseness, we introduce the notation

—-A

1 —2 1
F(A, A) = (/ )\tFAAiL)\(l - t)dt) </ FA,L)\(t)FA,L)\(l - t)dt) 5
0 0
and note that by Lemma 6.1 and Theorem 6.3, for 1 <t < L,
ZOnta1 A < (14 OT(A,N).

Therefore, we obtain

Zooa S (L+ )i (A N Zg

YL,LT”)‘.

Now, recall from Remark 6.2 that the number of nodes, and hence edges,
of G, 1, is bounded by a constant that does not depend on n. In turn, this
implies that Zg, ;  is also bounded by a constant that does not depend on
n. Therefore, taking the natural logarithm of both sides of the last display,
dividing by |V (Gy,)|, recalling that L,, = |V (G,,)|/2—0O(1), and taking limits,
first as n — oo and then as € — 0, we obtain (3.6). O

The remainder of this section is devoted to proving Theorem 6.3. Fix an
integer g, and consider an arbitrary A-regular graph G with girth ¢(G) >
2g+1 and fix any two nodes u1 and us in G that are at least a distance 2g+1
apart. Fix A > 0, and let P = P,, ¢ be the continuous hardcore measure
on P(G), and for any induced subgraph G, let P represent the continuous
hardcore measure on (f}, and let E and Eg represent the corresponding expec-
tations. Also, as usual, let X be the random vector representing spin values
at nodes. Moreover, let H be the graph obtained on rewiring on w; and s
and omitting the dependence on A for conciseness, let Zg, , Zg\ fu,,u,} and
Zm, respectively, be the partition functions associated with the continuous
hardcore model (with parameter A\) on G,G \ {u1,u2} and H, respectively.
Next, for j = 1,2, we denote by u;1,...,uja the neighbors of u; in G, and
let T be the subtree of depth g rooted at uj, and for j = 1,2, let TJ* denote
the subtree of G \ {u1,us} rooted at u;,. Note that (since u; has been re-
moved), u;j; has A—1 children, as do each of the other internal nodes of T+,
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Thus, for every 4, j, T/ is isomorphic to T;_1 a—1, denoted T ~ Ty_1 a_1.
Finally, recall the definition of F;, A = F), A x given in Section 4.2. The proof
of Theorem 6.3 relies on two preliminary estimates, stated in Lemmas 6.4
and 6.5 below. We first show that these estimates imply Theorem 6.3, and
only then prove the estimates.

LEMMA 6.4.
2 A -1
(6.2) M E ] ( / AtHFg_l,A_lu—t|Xm~,i>dt)
j=1 \Jt€l0,1]
LEMMA 6.5.
_Zm
Z6\{ur,uz}
(6.3) =K H/ ]ng 1a1(tXgri)Fyo1a- 1(1—t|XaTzz)].
01

PRrROOF OF THEOREM 6.3. We first use Theorem 3.1 to approximate the
right-hand sides of (6.2) and (6.3) for large g. Let Fa—1 = Fa_1 x be the
limit function in Theorem 3.1. Then, given € > 0, by Theorem 3.1 and the
bounded convergence theorem, for sufficiently large g and every boundary
condition xgp;.i € P(OTH), 1 <i <A, j=1,2,

MFR (1 —t)dt
(64) l_f ﬁte[01 A— 1( <1+E’

8~ fteOl Af Hz 1 Fg—1,a— 1(1 — t|xgps.i)dt 8

Next, we observe that Theorem 3.1 implies that the probability measure
dFy_1,A—1(-|xg71,:) converges to the probability measure dFa_i(-) in the
Kolmogorov distance (and therefore the Lévy distance, which induces weak
convergence on R), uniformly with respect to all feasible boundary con-
ditions (see [9, Chapter 2| for definitions of the Kolmogorov and Lévy
distances and the relation between them). Since, again by Theorem 3.1,
Fy_1.a-1(:|xg72:), g € N, is a sequence of bounded continuous functions
that converges uniformly to Fa_i(-), also uniformly with respect to the
boundary condition xgp2i € P(T??), this shows that there exists g large
enough such that

(6.5)

A
€ (Le[o,l] dFA—1(t)Fa—1(1 — t)) <14 €
8 7 I Jie.1) WFg—1,8-1(txam16) Fy—1,a-1(1 — t[xgy2s) 8’
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for all boundary conditions XU2_,omi- Now, fix € > 0 sufficiently small such
that (1 —¢) < (1 —¢/8)% and (1 +¢/8)3 < (1+¢), and g = g(g,A,\)
sufficiently large such that (6.4) and (6.5) hold. Given the uniformity in
these estimates with respect to boundary conditions, (6.4) and (6.5) also
hold when x is replaced by X. Now, taking the product of the middle term
in (6.4) for j = 1,2 and then taking expectations, and taking expectations of
the denominator in (6.5), combining this with (6.2)-(6.3), and using the fact
that Fa_1 = Fa_1,) is absolutely continuous to write dFa_;(t) = Fa_q (t)dt,
we obtain (6.1). This completes the proof of Theorem 6.3. O

We now turn to the proofs of the lemmas, starting with Lemma 6.4.

PROOF OF LEMMA 6.4. For notational conciseness, set G := G\ {uy,us}.
Then, since u1, us are not neighbors, for zq, 29 > 0,

P(Xul < ZI7X’lL2 < 22)

= Z(al / A%w / A\ w2 / ] H \Zu dx,
Taq E[Ovzl] Tug 6[0722] X(},GP(G)I’U‘JYZ“FIU,] <1Vi,j UGV(@)

where the range of i, j aboveis¢=1,...,A and j = 1,2. Then

_ g1 / [T A
- i G
2140,2200 Xs€P(G) ueV(G)

82

MP(X@U < z1, Xy, < 22)

(6.6) =Zg'Zg.

Since the trees T, j = 1,2, are non-intersecting and each u; lies in T/, using
the spatial Markov property in the second equality below, we have

P(Xo, < 21, Xy < 2) =B [P ( Xy, <21, X0, € 22/X0e_om )]

2

=E [P (X, < 2Xom)
j=1

Now, fix j € {1,2}. Then T’ is not isomorphic to Ty a—1, but each of the
disjoint trees T’ = 1,..., A, rooted at the corresponding neighbor u;;
of u; are isomorphic to Ty_1 a—1. Thus, another application of the spatial
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Markov property shows that

A
P(Xy, < 2| Xori) = / X7 TP (Xuy, € 10— 24,|0X o) daw,
Ty, €[0,2] i—1

A 71
X ( / X7 TP (X, €1 - 24,|0X i) da:uj> :
Zqu[O,l] i1

Taking the derivative with respect to z;, we get

A 71
= MNP (Xy,, <1—10Xgps.) dt
210 (/te[o,u H (Xu, 10X i) >

d
T P(Xy; < %[ Xori)

dz; paley
A -1
= (/ A HFg—l,A—l(l - t|Xadet> :
te[0,1] ;4

where the last equality uses the fact that T ~ Ty—1,A—1 and u;j; is its root.
The last four displays, together with the dominated convergence theorem (to
justify interchange of E and differentiation d/dz;) and (6.6), yield (6.2). O

PROOF OF LEMMA 6.5. Recall that H is the graph obtained from G \
{u1,us} by adding edges between u; ; and ug; for every i = 1,..., A. Thus,

PH) = {x € P(G\ {u1,u2}) : Ty, ; + Ty, <1,1 <i <A},

and hence,

Zy

(6.7) __‘H
26\ {ur,us}

= ]P)G\{ul,ug}(XULi + XU2,¢ <1, 1<:< A)

The right-hand side of (6.7) above can be rewritten as
PG\{m,ug}(Xul,i + XUZ,i <1, 1<:< A)

= EG\{ul,uz} [PG\{M,M} (Xul,i + Xu2,i <1, 1<:< A’XUleuizlaTﬂ?iﬂ :

Since u; and ug are more than a distance 2g + 1 apart, the trees T/, j =
1,2,7=1,...,A are non-intersecting and disconnected in G \ {u1,us} (see
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Figure 6.1). Therefore, by the spatial Markov property,

]P)G\{uhuz} <XU1,1' + XUQ,i <1, 1<:< A‘Xuizluf:ﬁ’ﬂ‘jvJ

A
= HPU?:@TN (Xul,i + Xu2,i < HXU?:l@TN)
i=1

A

(6.8) = H/ PTM (d$u1’i’X8T1,i)PT2,i (X“2,i S 1-— $u1,¢|X8T2ai)'
i=1 7 %y ;€[0,1]

Now, each tree T’ is a A-regular rooted tree (recall that the nodes u;
and ug have been removed), with each node (other than the leaves) having
(A — 1) children, and is thus isomorphic to Ty_1 a—1. Therefore, recalling
the definition of F, A(:[XaT, o) = Fn.ax(-[XaT, ») from Section 3, for every
X2 orii € P(U3_,0T7"), we have

Pu;lami (qu + XUQ,i < 1|XU?:18TJF" = Xuizla’ﬂ‘jﬁi)

= [ AR om ) Fyac (1= ).
xul’iE[(),l]

Combining the last three displays with (6.7) we obtain (6.3). O

APPENDIX A: PROOF OF MONOTONICITY

PROOF OF LEMMA 4.1. To prove the lemma it clearly suffices to estab-
lish the following;:
Claim: For every n, and every two boundary conditions xar,, ygr, €
[0,1]9T» such that xar, < Yor, coordinate-wise, there exist random vari-
ables X and Y such that P(X < z) = F,,(z|xar, ), P(Y < 2) = Fy(2|ysr, ). 2 €
[0,1] and almost surely X <Y when n is even and X > Y when n is odd.

We establish the claim by induction on n, and repeatedly use the follow-
ing elementary observation regarding the coupling of two random variables
with the same distribution: given a random variable U with cumulative dis-
tribution function F' and two real numbers 61 < 65, there exists a probability
space and a random vector (X7, X2) defined on it such that X; has the distri-
bution of U conditioned on X < 6;,7 = 1,2, and X; < X5 almost surely. In
what follows, let U be distributed according to the free spin measure p. We
now prove the claim for n = 1. Given Xgr,, Yar,, let Z = max;ear, (XoT, )i
and § = max;eo, (Yo, )i- Then, by the definition of the hardcore model,
F1(|xar,) is equal to the conditional distribution of U given U < 1 —Z and
likewise F (:|xar, ) is the conditional distribution of U given U < 1—g. Since
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XoT; < Yor, implies 1 — 2 > 1 — g, the claim for n = 1 follows from the
observation made above.

Now, for the induction step, assume the claim holds for n =1,...,m —1.
Suppose m is even. Consider two copies of the tree T,,, with roots u and
v respectively, and label their children as wuq,...,ua, and v1,...,vA, re-
spectively. On these two copies consider two arbitrary boundary conditions
XoT,, and ygr, , respectively, that satisfy xgr,, < ygr, . Fori=1,... A,
let Xng (respy, yfﬂ-m) be the natural restriction of the boundary condition
XaT,, (respy, yar,, ) to the subtree corresponding to u; (respy, v;), each of
which is a copy of the tree T,,_1. By the inductive assumption, since m — 1
is odd, for each i = 1,..., A, there exist two coupled random variables X;
and Y; distributed according to Fp(-[x4yp ) and F(-|y%y, ), respectively,
such that X; > Y; almost surely. Generate pairs (X;,Y;) independently
across i = 1,...,A in this way. Now let U be a random variable distributed
according to the free spin measure p. Then the random variable X dis-
tributed according to F,(:|Xst,,) has the conditional distribution of U given
U <1 —maxj<;<a X;, integrated over the joint distribution of Xy,..., Xa.
Similarly, Y distributed according to F,,(-|xar,,) is distributed as the con-
ditional distribution of U given U < 1 — maxj<;<a Y;, integrated over the
joint distribution of Y7, ..., YA. Since by construction we have X; > Y;, then
1 —maxi<ij<a X; < 1—maxi<i<a Y;. Thus, there exists a coupling of X and
Y such that X <Y almost surely. The case of odd m is analyzed similarly,
using that the result holds for all even n < m. Hence, the details are omitted.
The claim then follows by induction. O

APPENDIX B: PROOF OF THE REWIRING LEMMA

PROOF OF LEMMA 6.1. In every step of the rewiring we delete two nodes
in the graph. Thus, when we perform ¢ < (N/2) — (29 +1)A?9 rewiring steps
sequentially, in the end we obtain a graph with at least N —2((N/2) — (29 +
1)A2%9) = 2(2g +1)A% nodes. Suppose that at step t < (N/2) — (29 +1)A%
we have a graph Gy that is A-regular and has girth at least g. We claim
that the diameter of this graph is at least 2g + 1. Indeed, if the diameter is
smaller than 2g + 1, then for any given node v any other node is reachable
from v by a path with length at most 2¢g and thus the total number of nodes
is at most 3 o<p<o AF < (29 + 1)A%9, which is a contradiction, and the
claim is established.

Now, given any ¢t < (N/2) — (29 + 1)A29, suppose the rewiring was per-
formed at least ¢ steps on pairs of nodes with distance at least 2g 4+ 1 apart.
Select any two nodes up, ug in the resulting graph G; which are at the dis-
tance equal to the diameter of Gy, and thus are at least 2g + 1 edges apart.
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We already showed that the graph G;11 obtained by rewiring G; on v, vs is
A-regular. It remains to show it has girth at least g. Suppose, for the pur-
poses of contradiction, G441 has girth < g — 1. Denote by u;1,...,u;a the
A neighbors of uj;, j = 1,2. Suppose k > 1 is the number of newly created
edges which participate in creating a cycle with length < g—1.If k =1 and
u1,j,u2 ; is the pair creating the unique participating edge, then the original
distance between w1 ; and us; was at most g — 2 by following a path on
the cycle that does not use the new edge. But then the distance between
u1 and ug is at most g < 2g + 1, which gives a contradiction. Now suppose
k > 1, then there exists a path of length at most (¢—1)/k < (¢9—1)/2 which
uses only the original edges (the edges of the graph G;) and connects a pair
v,v" of nodes from the set uj1,...,u1A,u21,...,u2. If the pair is from
the same set, say u11,...,u1,A, then, since these two nodes are connected
to u1, we obtain a cycle in G; with length (¢ — 1)/2 + 2 < ¢, leading to a
contradiction (since by assumption g > 3). If these two nodes are from dif-
ferent sets, for example v = uj j,v" = ugy, then we obtain that the distance
between u; and ug in Gy is at most (g — 1)/2 + 2 < 2¢ + 1,which also leads
to a contradiction. So we conclude that G;41 must have girth at least g, as
stated. O
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