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A bstract - Emission source microscopy (ESM) technique
ca n be utilized for localizat ion of electromagnetic
int erference sources in complex a nd large systems. In thi s
work a Ga ussian process regression (G PR) meth od is applied
in real-t ime to select sa mpling points for the spa rse ESM
imaging using a motorized sca nner. T he Gau ssian process
regr ession is used to estim at e th e complex a mplitude of th e
sca nned field a nd its uncertainty a llowing to select th e most
relevant areas for sca nning. Co mpa red with the randomly
selected sa mples th e proposed method a llows to reduce th e
number of sa mples needed to achieve a certain dynamic
ran ge of th e image, redu cing the overa ll sca nning time.
Results for simulated and mea su red 1D scans a re presen ted .

measurement points with less image quality degradation
compared to the random ESM scanning.

The paper is organized as follows. Section II introduces the
sparse ESM technique and Gaussian process regression. In
Section III the system setup of sparse ESM using Gaussian
process regression is illustrated, and the simulat ion and
measurement resu lts are demonstrated. Finally the summary is
given.

II. INTRODUCTIONOFSPARSEESM ANDGAUSSIAN PROCESS

REGRESS ION
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I. INTRODUCTION

Overview a/Sparse ESM Technique.

The ESM algorithm is based on the synthetic aperture radar
technique, which uses the two-di mensional (2-D) Fourier
transformation. The field (image) on the OUT plane after back­
propagation can be expressed as follows:

Fig. I . 2-DESM scanning arrangement.

Since the sparse ESM is carried out with non-uniform
scanning points, a predefined grid ofzero values is created before

In (2) k is the wave number, and kx' ky , kz are the components
ofthe propagation vector (or the spatial freque ncies in X-, yo, and
z- directions). Et(x, Y,zo) is the tangential fields on the scanning
planar surface (x, y) at the elevation Zo above the image plane
(see. Fig. I).

(2)
kz=Jk2_ki-k~, ifki+k~ ~k2,

k = -J' Ik 2 - k 2 - k 2 otherwise
z " x y ' .

where
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Emission source microsco py (ESM) is a technique that can
localize and characterize radiation sources in complex systems
by measuring the electromagnetic field magnit ude and phase
over the planar surface at a typical distance of several
wavelengths away from the OUT [I ].

Uniform ESM imaging prov ides the best results in terms of
the image quality [2], but leads to a long scanning time needed to
sample the fields on the plane with sub-wave length step required
to satisfy the Nyq uist criterion [3]. To overcome the problem a
sparse scanning strategy was proposed [1]. As [5] demonstrates,
with the random selections of the sampling locations, the
dynamic range ofthe image (related to the amount of noise added
due to space samp ling) is equa l to the number of samp les. And
while sparse random sampling often produces satisfactory
results, it still can lead to proh ibitively long scanning times
needed to achieve a desirable image quality. An alternative to
random samp ling is manual sampl ing [1], [6] which usua lly
provides fast scanning but requires a human operatio n, and the
scanning process is affected by operator' s subj ective decisio ns
and perceptions. This paper proposes an automated method to
select the samp ling points based on the Gaussian process
regressio n, eliminating a need of human interven tion into the
ESM process.

Gaussian process regression (GPR) can pred ict the field
distribution based on random ly and sparsely measure d samp les.
In this study, the Gaussian process regress ion is applied to select
the next scanning location based on the prev ious ones. The
automatic GPR ESM method can intell igently and automat ically
control the scanning process, reducing the number of
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the scanning and filled- in dur ing the scanning proce ss [2], [5].
The zero-valued grid should be defined with a step size much
smaller than the wavelength to minim ize the phase erro rs in the
fie ld caused by the difference of the actu al and discretized
locations of the probe. For example, when work ing at 3 GHz, the
reasonable choice of the step cou ld be 2 mm (12 .5 point s per
wavelength) , which cou ld cause a relativel y small phase as well
as localization errors. At the same time the zeros in the scanned
fie ld distribution lead to noise in the image . The signal-to-no ise
ratio ofthe acqu ired image is approximatel y equal to the number
of the sparse samp les and does not depend on the density of the
grid [5].

B. Introduction of Gaussian Process Regression.

A Gau ssian process is a collection of random variables, any
finite number of which have ajoint Gaussian distribution [7]. A
Gaussian process is comp lete ly specified by its mean value

value is too large, the function cou ld be appro ximated by a
constant (the variations of the function wou ld be within the
±(Jmin band relative to the constant). If the minimum value is too
small, the GPR wou ld try to fit measurement errors (such as
add itive noise), which is undesirable. The cho ice of the
min imum value of sigma is an important prob lem, which requ ires
add itiona l investigation. In the presented imp lementation the
min imum value of sigma was selected empirically.

C. Sparse ESM system using GPR

The GPR is performed separately for rea l and imaginary parts
of the measured field distr ibution. As the result of the GPR, the
mean values tlreal and tlimag as well as the standard deviation s
(Jreal and (Jimag are estimated (all of these quantities are
function s of the spatial coordinates on the sampling plane or
line). The tota l field power and its uncertainty are then calculated
as

tl(w) = IE[(w)], (3) P = tl~eal + tl fmag , (6)

k(w, w') = IE[(t(w) - tl(w) )(t(w') - tl(w') ) ]. (4)

wher e w is the input vector (sampled function) and IE is the
expected value operator, and a covariance funct ion

where few) is the estimated probabi lity density of the process
w, characterized by its mean value and covariance, and GP is the
Gaussian process distribution.

App lication ofthe GPR appro ximat ion is illustrated in Fig. 2.
A certain function (the curve "Actual" in the figure) is sampled
at several locat ions (marked by crosses). App lication of the GPR
allows to estimate the mean value of the funct ion ("tl") and its
uncertainty (or the confidence interval "u + (J" and "u - (J").

(7)

Obviously the regions with the large st power on the scan
plane contribute the most to the ESM image . At the same time
the large uncertainty in estimated field distribution leads to the
large uncertainty in the image . So it is reasonable to scan
primarily at the regions with high estimated power and high
uncertainty. To satisfy these two requirement and emp irica l
cr iterion was developed. According to it the next mea surement is
performed at the location Xn+1 (n being the number of
previously acquired samples) with the maximum product of the
predicted power and uncertainty. At the same time, the next
measurement point sho uld not be closer than a cert ain distance E

(typically a fraction ofa wave length) to already sampled ones Xi

to avo id undes irable clusterin g effect (see [2] for detai ls):

(5)few) - GP(tl(w), k(w, w')),

Thu s the Gau ssian proce ss can be wr itten as

Fig. 3. Flow diagram of real-time automatic ESM using GPR

The GPR fit can be performed if at least two samples are
avai lable. In the proposed implementation the first two initial
samples are taken at random locat ions. The complete flow
diagram of the process is shown in Fig. 3.

(8)
xn +1 = x lmax]o . P],

Vi E [1 ,n ] , lxn +1 - xii ;::: E.

The results of the GPR can be regarded as the fit of the
function f(x) with the prov ided fit uncertainty. As can be seen
from the example, the funct ion f(x) is well fitted at the interval
from approximately -0.5 to 0.5 (this interval is characterized by
small predicted uncertainty), and it is reaso nable to add the
consecutive samp ling points outside this interval where the
pred icted uncertainty is large.

To perform the GPR fit the Matlab implementation of the
Gau ssian proce ss regre ssion is used throughout the rest of the
pape r. The main parameter needed to perform the GPR is the
minimum value of the standard deviation (Jmin. This value is
important because it allows to set the "si ze" of the feature s that
are supposed to be fitted by the G PR. If the min imum sigma

~,!-- ...,.,....- --.,...- ----,:--- -:-- -:::-- ----,- - -:-- --;.
x

Fig. 2. An example of a 10 GPR estimation
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Because of the constrain in (8), the distance between the
sampling points canno t be smaller than E, which allows to have
on ly a limited number ofsamples in the scanning area . This leads
to the natural stop of the algorithm when no more sampling
points can be added.

The ESM imaging can be performed period ically during the
scan to observe image evolution in rea l time, or after the stop of
the algori thm.

iterations the error in the GPR imaging error is approx imate ly 10
times lower than that of the random scanning proce ss. Both plots
in Fig. 4 demonstrate the advantage of the GPR imaging over
random sampling in terms of the scanning time - i.e. the ability
to obta in the image of better quality for the same number of
acquired samp les, or to reduce the number of samples needed to
obtain an image ofa certai n qua lity.

'0

I- GPRI
--Random

DIpole 3.Dipole 2

X/A

(a)

.,
Dipole 1

-8 -6

·50

100 r----.----,------,---~-__;:::::::::!:==::::::;l

10-2

Table I Parameters of radiation sources used in simulation.

III. SIM ULAnON AND M EASURMENT REULTS

A. Simulation Result (ID).

In the simulation of the automatic sparse ESM using
Gaussian proce ss regression, three horizontally or iented dipoles
are put on the image line at different positions . The working
freq uency is 10 GHz , with the wave length A=0.03 m, and the
length of the scanning and image lines is 20 A (0.6 m). The Ex
(tangential) component of the field due to the dipoles was
calculated on the scan line using ana lytica l formulas for an
infinitesimal dipo le [8]. The parameters of the dipo les are listed
in Table I.

Source Dipole I Dipole 2 Dipole 3
Posi tion -8 I 5
IA]
Dipo le mom ent 0.0 1 I I
[k m]

12010040 60 80

numbero fs ample points

(b)

20

Measurement results ( ID).

1O·6L-__~ .i-_____'. ...L______' ...J

o

Fig. 4. Images obtained by GPR and random sampling:
ESM image with 120 measured samples (a), the MSEe as a function of the

number of sampling points (b)

To verify the performance of the GPR method, the random
sampling method is simulated as a comparison. The images
obta ined as the result of the ESM proce ss are normalized to the ir
corresponding maxima to facilitate the ir comparison (the
abso lute values of the images depend on the number of samp les
and the sampling step). Estimation of the abso lute value of the
image can be performed using interpo lation of the scanned field
as described in [4]. Accuracy of this proce ss with respect to the
GPR imaging requ ires additio nal investigation.

To quanti fy the error ofthe obtained image the mean squared
difference between the normalized images is calculated: B.

where Es is the image obtained by using the GPR or the random
sampling method, Eo is the actua l image (comp lete uniform
scan) , and m is the number of the samples in the image (i.e. the
on the samples in the predefined grid) .

The images obtained by takin g 120 samples randoml y or by
the GPR selection with comparison to the actua l image are show
in Fig. 4 (a). As can be seen, even with this relatively low number
of points the GPR sampling allows to resolve the weak source
(dipo le I), while in the image obtained by the random samp ling,
the weak source cannot be ident ified becau se of high leve l of
noise. The evo lution of the mean squared error in the scann ing
proce ss is illustrated by Fig. 4(b) . As can be seen, the accuracy
of the GPR imaging (characterized by the corresponding MSE
value) is consistently better than that of the random sampling
starti ng from approx imate ly 70 acqu ired sample s and after 120

MSE = ~f' ( IEs(O I _ IEo(01 ) 2
E mL max lEs l max lEol

l =l

(9)

The scanning system setup is illustrated in Fig. 5. The
scanning probe is attached to the carriage that can move on a
frame . The carriage is moved by two stepper motor s with two
timing belts. The Microcontroller Unit (MCU) rece ives
commands from the PC and controls the stepper motors .

The OUT on the image plane and the probe on the scanning
plane are both log-periodic antenn as with the working frequency
range of850-6500MHz. The antennas are connected to the VNA
ports. By measuring the transmission coefficient (S21) between
the antenna s it is possible to measure the comp lex values of the
field amplitude at the scanning antenna location (scaled by the
unknown, but irrelevant in this case, antenna and cab le factors).
The measured component is determined by the orientation of the
scanning log-periodic antennas (x or y).
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Fig. 5. Automatic sparse ESM system setup
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part s of the field after 10 acquired samples. As can be seen, the
GPR instructed the scanner to scan primarily over source 2,
where the field is already collected with relatively high density
and accuracy. Fig. 7 (c) shows the curves related to the criterion
(8), and Fig. 7 (d) demonstrated the image obtained after
collecting 10 samples in comparison to the reference (re sult of
the uniform scan). After 10 samples the images already start to
reveal two peaks corresponding to two sources, and while the
image quality is low in both GPR and random cases, the GPR
image is already closer to the reference (uniform scan) than the
random scan image.

Fig. 8 demonstrates the results at IOOth iteration (clo se to the
end of the GPR scan process), showing convergence of the GPR
and the random sampling images to the reference. As can be seen ,
the GPR sampling po ints cover the scan line almost uniformly;
however, the samples are not collected around points x = -0.03
m, x = -0.18 m, and x = 0.13 m which correspond to the nulls
of the field power, demonstrating intelligent scan point se lection.
After 100 sampling the image obtained by the GPR scanning is
significantly better than that obtained by the random scan (Fig. 8
(d)).

Focus axis

X[m]

Scanning axis

0.3o 0.1

Steppe r M otor

Probe antenna

-0.3 -0.2

Mot or dr ive

····T················································· .

The scanner allows to perform 20 scans, but only 10 scan
results are reported in this paper. Implementation of the 20
scanning with the GPR is subject of the ongoing work.

In the 10 scans only one motor ofthe scanner is engaged and
the scanning is performed along the line over the OUT (Fig. 6).
In the scanning process the predefined zero-valued array is filled
with the sampled field values. The extent ofthe scan range is 0.6
m with 6001 pre-defined sampling locations, resulting in the
sampling step of O.I mm. The measurements are performed at 3
GHz.

02 r---~--~--~---,------,-----,

Fig. 6. Measurement setup geometry and photo .
(b)

Fig. 6 illustrates the source arrangement. Two antennas are
placed on the focu s line at locations -0.2 m and O.I m (0
corresponds to the center of the scan line) ; the distance between
the focus line and the scanning axi s is 0.4 m. The two source
antennas are connected to the VNA through a splitter, providing
roughly equal excitation. By measuring the 52 1 between the
VNA port s, the field on the scanning axi s is obtained. Similar to
the simulated results presented in the previous section, uniform,
random, and GPR sampling measurement were performed. The
total number of sampling points of the uniform sampling
measurement was 241 (sampling step was 2.5 mm corresponding
to 40 samples per wavelength.

Ne xt two figures illustrate the con vergence process during
the GPR scan . Fig. 7 (a) , (b) show the fit of the real and imag inary
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Fig. 7. GPR ESM scanned field and ESM image obtained after 10 samples :
predicted real part (a), predicted imaginary part (b), predicted power and
uncertainty (c), ESM images for GPR,unifonn, and random scanning (d)

Fig. 8. GPR ESM scanned field and ESM image obtained after 100 samples:
predicted real part (a), predicted imaginary part (b), predicted power and

uncertainty (c), ESM images for GPR, uniform, and random scanning (d)

IV. SUMMARY
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areas relevant for the image.
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