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Rainbows Revisited: Modeling Effective Colormap Design for
Graphical Inference

Khairi Reda and Danielle Albers Szafir
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Fig. 1. Eight example stimuli from Experiment 1. A single stimulus consists of a lineup of four color-coded scalar fields shown in a 2x2
grid. For each lineup, which of the four plots stands out as different? The answers are in Section 10. This graphical inference test
enables us to determine the discriminative power of competing colormap designs. Our results give rise a new model for predicting a
colormap’s usefulness, particularly for tasks involving model-based inference and judgement.

Abstract—Color mapping is a foundational technique for visualizing scalar data. Prior literature offers guidelines for effective colormap
design, such as emphasizing luminance variation while limiting changes in hue. However, empirical studies of color are largely focused
on perceptual tasks. This narrow focus inhibits our understanding of how generalizable these guidelines are, particularly to tasks
like visual inference that require synthesis and judgement across multiple percepts. Furthermore, the emphasis on traditional ramp
designs (e.g., sequential or diverging) may sideline other key metrics or design strategies. We study how a cognitive metric—color
name variation—impacts people’s ability to make model-based judgments. In two graphical inference experiments, participants saw a
series of color-coded scalar fields sampled from different models and assessed the relationships between these models. Contrary to
conventional guidelines, participants were more accurate when viewing colormaps that cross a variety of uniquely nameable colors.
We modeled participants’ performance using this metric and found that it provides a better fit to the experimental data than do existing
design principles. Our findings indicate cognitive advantages for colorful maps like rainbow, which exhibit high color categorization,
despite their traditionally undesirable perceptual properties. We also found no evidence that color categorization would lead observers
to infer false data features. Our results provide empirically grounded metrics for predicting a colormap’s performance and suggest
alternative guidelines for designing new quantitative colormaps to support inference. The data and materials for this paper are available
at: https://osf.io/tck2r/

Index Terms—Color, perception, graphical inference, scalar data

<+

INTRODUCTION

Color is one of the most widely used channels in visualization. De-
signers use color to encode a variety of quantitative information, such
as the wind-speed of a hurricane or the level of noise created by a
jet engine simulation. In these and other similar visualizations, color
not only communicates individual data values but also helps convey
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forms and patterns [59]. An observer can then study these patterns to
infer something about the underlying physical process or model that
generated the data.

Prior work offers a variety of guidelines for effective colormap de-
sign (see Bujack et al. [11] or Zhou & Hansen [68] for surveys). For
example, experts advocate for color sequences that gradually increase
in luminance for continuous variables [43,51]. The idea behind this
recommendation is that by carefully controlling luminance, we help
establish ordinality. Additionally, luminance has higher capacity to
convey subtle spatial details compared to hue or chroma [14,61]. Ex-
perts have long discouraged the use of the rainbow and other spectral
sequences, which tend to vary predominantly in hue [5,35,45]. Rain-
bow colormaps in particular have been singled out as an example of
ineffective, or even deceptive, visualization design [5,45].

The above recommendations have been absorbed into the canon of
data visualization [36]. However, empirical studies of color driving
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these guidelines have predominantly emphasized perceptual tasks, such
as estimating values at specific map locations [41,59] or comparing the
distance between color patches [32]. Though informative, these studies
do not always reflect the more complex and interpretive tasks people
perform with visualizations, making the applicability of guidelines un-
certain. Such tasks often require analysts to integrate multiple patterns
and statistics to make inferences about visualized data. Consider a
computational scientist who analyzes an ensemble of color-coded plots
representing different model outputs. In this context, the scientist may
be interested in understanding the models behind each visualization,
comparing these models, and making a judgement about the relation-
ships between models. The scientist may conclude, for instance, that
the models are largely in agreement despite apparent variation in output
or may draw on prior expertise to infer that a specific model shows
a seemingly unusual outcome. In deciding what colormap to use for
this kind of analysis, we could surmise that the component perceptual
tasks, such as comparing key values, are best supported by a sequential
or divergent ramp (e.g., viridis or grey-red). However, it is unclear
if the more cognitive operations of model inference and judgement,
such as distinguishing meaningful differences from noise, are similarly
impacted. It is possible for cognitive determinants, such as the ability
to distinguish categorically between colors or associate colors with
distinct names and concepts [20,31,49], to play an important role in
visual inference. A difference in colormap processing between the
more cognitive versus perceptual tasks may necessitate different guide-
lines for effective visualization design, depending on the nature of the
analysis.

Our goal in this work is two-fold. First, we aim to identify colormap
design principles for improving graphical inference from quantitative
visualizations. Second, we test whether certain colormaps can cause
people to see false differences that are not present in the underlying
data (i.e., false positives). To that end, we compare traditional colormap
designs against an unconventional cognitive metric: color name vari-
ation. We study the impact of this metric on people’s ability to make
graphical judgements about ensemble visualizations. Participants saw
a lineup of scalar fields (Figure 1), and were prompted to identify an
‘oddball’ plot that belongs to an incompatible model. We found that
colormap characteristics predictably affect performance at this task,
with rainbow schemes affording the highest accuracy. Specifically,
accuracy was positively correlated with a colormap’s level of name
variation, providing significant advantage to maps that traverse a variety
of nameable colors. In a second experiment, we measured the impact of
this metric on specificity to test the hypothesis that color categorization
leads to false inferences. Results showed that, despite the increased sen-
sitivity, rainbow maps did not necessarily lead to more false positives.
Our findings collectively suggest benefits to maximizing categorical
color and name variation in quantitative maps. We discuss the results,
speculate on the underlying perceptual and cognitive mechanisms, and
suggest alternative colormap design strategies.

2 RELATED WORK

We review core color-encoding principles and discuss current ap-
proaches to colormap design. We then survey recent empirical studies
of color in visualization, focusing on quantitative (as opposed to cate-
gorical) colormaps.

2.1 Color Mapping Guidelines

There is a rich body of guidelines for choosing color sequences for
quantitative data [46,51]. While the vocabulary varies from source
to source [11], the guidelines generally agree on three principles [51]:
1) Order: a good colormap sequence should be naturally orderable (e.g.,
from a cool blue color to warm red); 2) Continuity: the colormap should
only reflect actual differences in the data without creating artificial
boundaries; and 3) Perceptual Uniformity: adjacent colors should reflect
even perceptual distances throughout the sequence, such that a step in
data magnitude is matched by an equivalent perceptual step in color.
Given these principles, most researchers advocate for ramps with
monotonically increasing luminance [5] while discouraging the use
of ‘spectral’ schemes (e.g., rainbows) [45]. Foundational textbooks

also encourage the use of sequential and divergent maps for numeric
data but recommend spectral schemes for categorical data [36]. The
tendency for rainbows to create boundaries between hues (sometimes
referred to as a "hue banding’ effect) is believed to mislead viewers [51].
However, the impact of such banding on data interpretation is still
poorly understood [37,39].

Despite consistent recommendations from researchers, rainbow col-
ormaps continue to be popular among practitioners [35]. It is unclear
why practitioners continue to adopt seemingly inferior designs. Re-
searchers speculate that people find rainbow colormaps attractive [4],
which in turn drives their color encoding choices. However, evidence
also suggests that people prefer color combinations that are harmo-
nious in hue [48], which most rainbows lack. Could practitioners’
preferences reflect a utilitarian notion that is somehow missed by con-
ventional guidelines? Our work considers this question in the context
of a graphical inference task.

2.2 Approaches to Colormap Design

Tools for selecting or creating colormaps largely dictate the kinds
of color encodings used in visualizations. Arguably, the most popu-
lar color selection tool is ColorBrewer [19], which provides a set of
hand-crafted colormaps for quantitative or categorical variables. These
colormaps are based on extensive empirical research [7, 8] and gener-
ally adhere to established guidelines. However, Brewer et al’s color
palettes are primarily aimed at thematic maps (i.e., choropleths) [6,38].
It is unclear if these recommendations generalize to continuous spatial
representations, such as scalar fields where data values typically create
smooth color gradations.

Continuous maps appear frequently in domains such as computa-
tional science [66], medical imaging [4], astrophysics [29], and remote
sensing for critical applications (e.g., visualizing hurricane data). The
potentially large analytic and communicative impact for these visu-
alizations highlights the need for validated color encoding principles.
Although many practitioners continue to use rainbow colormaps, some
visualization systems have adopted painstakingly crafted alternatives as
defaults. For example, cool-warm in Paraview [34] and viridis in Mat-
plotlib [57] aim to replace rainbow with more perceptually grounded
alternatives (e.g., by ensuring perceptual uniformity). However, these
systems offer a small library of fixed colormap options, making them
difficult for designers to customize [31].

A few tools enable designers to construct their own colormaps guided
by conventions. Designers can create ramps by specifying a handful
of key points, which are then mapped to a geometric path (e.g., a
line or simple curve) and sampled uniformly in a perceptual color
space. For example, Wijffelaars et al. observed that ColorBrewer
ramps tended to traverse cubic curves [65]. Their tool enables people
to manipulate key control points on these curves, generating maps
that mimic ColorBrewer. Other approaches rely on specific tasks to
drive colormap selection [2,56]. For example, PRAVDAColor [2]
applies design conventions based on data characteristics and task types
to generate tailored colormaps. However, more recent work suggests
that assumptions around colormap design, such as the assertion that
CIELAB matches perceived differences in data marks [52, 54], may not
hold in practice. A recent analysis of practices also found that designer
colormaps often do not obey conventional guidelines [53]. Empirical
evaluations of colormap performance point to conflicting results that
often cannot be reconciled with the guidelines [41,42]. The limited
empirical data, along with the near universal reliance on standard design
tools, highlight the importance of validating color encoding guidelines
in realistic tasks.

2.3 Empirical Studies of Quantitative Colormaps

Historically, colormap design guidelines have been largely grounded in
intuition. Subsequent empirical studies sometimes confirm [32,60] and
sometimes challenge [41, 62] those guidelines. In an early study, Ware
argued for colormaps that monotonically increase in luminance to aid
form comprehension [59]. However, the same study also found non-
monotonic variations (e.g., in rainbow) to reduce simultaneous contrast
errors, effectively improving value estimation. Reda et al. confirmed



© 2020 IEEE. This is the author’s version of the article that has been published in IEEE Transactions on Visualization and
Computer Graphics. The final version of this record is available at: xx.xxxx/TVCG.201x.xxxxxxx/

this hypothesis, but found the spatial frequency characteristics of the
data largely dictate the optimal colormap design [41]. Ware et al. also
evaluated how well viewers can find high spatial frequency features with
different colormaps. They found that the detection threshold cannot be
solely attributed to luminance, but is rather added by chroma and hue
variation [62]. Some earlier work supports the effectiveness of rainbow
schemes in interpreting thematic maps and continuous surfaces [7,23,
30]. Recent studies, however, report findings that are in line with
traditional preferences towards luminance-oriented colormaps. For
example, in a study with doctors, Borkin et al. found rainbow colormaps
to be substantially less accurate than divergent schemes for diagnosing
heart disease [4]. The authors hypothesized that divergent ramps are
better for finding low-value regions, which were key to completing
that task accurately. Liu & Heer also found jer (a rainbow variant)
to be generally inaccurate for judging perceptual distances between
color patches [32]. Dasgupta et al. found that climate scientists’ can
more accurately estimate mean map values with a sequential scheme
than with a rainbow [13]. However, they reported higher utility for
rainbow maps in variance estimation. Using methods borrowed from
psychophysics, Reda & Papka also found that people exhibit lower
JND (i.e., higher sensitivity) when estimating spatial variance with
rainbow [42].

In this work, we study a task that emphasizes graphical infer-
ence [10]. This kind of task allows us to test how well viewers can
discriminate between models underlying a set of color-coded visu-
alizations. We suspect such task to be important in many scientific
contexts, where one may not only be interested in a single feature,
but also in interpreting the relationships between multiple datasets.
We also anticipate that such interpretive tasks require different col-
ormap characteristics than those necessary for perceptual tasks, such as
value estimation, based on evidence from prior studies. In this paper,
we specifically compare perceptually based design recommendations
against a cognitive metric of color categorization [20].

3 METHODS

Visual analysis of ‘ensembles’ arises frequently in science. For exam-
ple, climate scientists often analyze scalar field data to forecast global
temperature rise under different climate models [66]. An aerospace
engineer might be interested in comparing simulated noise levels gen-
erated by different jet engine prototypes [27]. Beyond simulated data,
infectious disease researchers often study color-coded 2D histograms
to understand the receptor characteristics of immune cell populations
subjected to flow cytometry techniques [50]. These tasks are not limited
to decoding raw values from color. Rather, analysts often need to infer
properties of the model behind the visualizations and potentially assess
the relationships between multiple alternative models. Inference is
further complicated by the fact that a visualization typically represents
a single sample from what could be a large (or infinite) number of
potential samples of either a model or the real world. One may obtain
a visually distinct visualization of the same phenomenon by simply
re-sampling the model or by taking a new set of observations. An
analyst therefore has to think about which image features are due to
real model properties and which are due to random variations arising
from the sampling process. The complexity involved in this type of
task provides an opportunity to probe our assumptions about how color
works in visualization, while also examining an important class of
analyses relevant to many practitioners (e.g., professional scientists).

3.1 Model Task

To simulate the above analyses experimentally, we devised a task based
on Buja et al’s concept of graphical inference [10,63]. The task evalu-
ates how well a viewer can visually discriminate between two distribu-
tions. The idea is to conceal a plot of the ‘real’ data, which typically
contains a pattern of interest, in a lineup that also contains several
‘decoy’ visualizations. The decoy plots represent datasets that could
have arisen by chance, typically sampled from a null distribution. The
viewer’s task is to identify the real data from the null by inferring true
differences between the two distributions.
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Fig. 2. Stimulus scalar fields are synthesized by iteratively sampling
from a Gaussian mixture model. The first row corresponds to a target
model. The second and third rows show two example decoy models
obtained by perturbing the target. The third row corresponds to a decoy
with larger perturbation (higher KL divergence) for an easier trial. The
columns represent increasing sampling rates, with the rightmost column
almost perfectly recreating the actual probability density. In our experi-
ments, sampling is stopped near Column 3 to provide participants with
an imperfect representation of the model.

Buja et al’s protocol was conceived as a method for guarding against
false discovery [10]. However, the test is also useful for evaluating the
power of competing visualization techniques [12,22,64]: if a particular
visualization method makes it easier to distinguish smaller model dif-
ferences, then that visualization can be said to have higher statistical
power. For example, Hofmann et al. employed graphical inference to
compare two different visualization designs for timeseries [22]. We
use a similar approach to measure the discriminative power of different
colormap designs for inference. We focus on continuous colormaps for
scalar data and 2D histograms as those visualizations arise frequently
in scientific applications, where we often see a need for inference. In
our experiments, the viewer sees a lineup of four color-coded scalar
fields (see Figure 1 for examples). The fields are sampled from one
of two models: a trarget and a decoy. Specifically, one of the four
visualizations is sampled from the target model, while the other three
are sampled from the decoy model. Per the original method [63], the
viewer must identify the plot that “doesn’t belong:” in this case, the
visualization that came from the target model.

Graphical inference can be seen as analogous to a statistical hypothe-
sis test in that both are intended to discriminate true differences [10,63].
However, it is important to recognize that visualizations support a va-
riety of inferential styles, and the task we adopt here represents one
instance from a large class of inferential tasks. In this paper, we use the
term ‘inference’ as a shorthand for graphical inference.

3.2 Stimuli

We employ a synthetic data generation procedure to generate 2D fields
with known target-decoy model pairs. The procedure creates a target
model and subsequently perturbs it to produce decoys (see Figure 2
for an illustration of this process). The target is first synthesized from
a combination of 2D Gaussian kernels. The kernels are centered ran-
domly within the spatial domain and their parameters (expected value,
standard deviation, and covariance) are varied to generate pseudoran-
dom configurations. The kernels are then integrated to produce a joint
2D probability distribution. To generate a decoy model, individual
kernel parameters from the target model are randomly perturbed within
a fixed range (determined through piloting). Larger perturbation results
in more obvious target-decoy divergence and, thus, easier judgement.
This entire process is repeated separately for every trial.

The synthetic procedure above produces models that exhibit a variety
of spatial arrangements and patterns, as shown in Figures 1 and 2.
Qualitatively, our implementation generates both models dominated by
large densities as well as those that are composed of smaller features.
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The emerging target-decoy pairs also differ in a variety of ways across
stimuli; we observe differences characterized by shifting of the densities
or “empty spaces,” addition or removal of “hotspots,” and overall
changes in the 2D pattern. This broad diversity helps ensure that our
experimental results are not biased by specific shapes or patterns.

We generate a lineup stimulus (Figure 1) by sampling the target and
decoy models to produce four fields (one from the target and three
from the decoy). Because fields represent random draws from either
distribution, a lineup will always exhibit variations between fields even
for fields drawn from the same distribution. Visualizing samples, as
opposed to the actual probability densities, provides participants with
imperfect model representations, the quality of which is afflicted by the
sampling process. This uncertainty is key to operationalizing graphical
inference. First, the randomness introduced by sampling prevents
participants from basing their judgements on small variations in one part
of the image. Instead, they will need to compare the four visualizations
holistically and integrate multiple percepts [40] to make a summary
determination. Second, participants will need to distinguish visual
features that reflect systematic model differences from fluctuations due
to random sampling. The combination of these two factors give rise to
a more interpretive task than in earlier experiments, which emphasize
statistical or localized percepts [32,41,59,62]. This task in turn enables
us to shift the focus from issues of color perception to questions of how
color encodes affect inference and model-based judgement.

4 HYPOTHESES & METRICS

Color mapping guidelines, such as ensuring equal perceptual distances
and minimizing color discontinuities, are inspired by traditional color
spaces (e.g., CIELAB or LUV). These color models approximate the
relative appearance of a small number of isolated color patches. By
contrast, visualizations often comprise a significant number of marks
or color gradations (as in scalar fields or heatmaps). The layouts and
viewing conditions in these data displays are far more complex than
those assumed in conventional color models, making these models (and
the guidelines on which they are based) less dependable in practice [54].
Furthermore, while metrics of perceptual color distance may be im-
portant in perceptual tasks (e.g., estimating a color value), those same
metrics may arguably be less relevant for graphical inference, where
precise quantitative differences may not matter as much as the overall
quality of those differences.

‘We hypothesize that accessible cognitive characteristics of color [15],
such as the ability to readily recognize colors by name and distinguish
different hues categorically, play a larger role in graphical inference. In
particular, we expect that color nameability aids people in reasoning
over coarse-grained differences despite a potential loss of precision
in comparing smaller perceptual variations. Recent empirical work
provides evidence to substantiate this conjecture. For example, Reda
& Papka found that observers efficiently estimated structural proper-
ties (e.g., gradients) in scalar fields using rainbows [42]. Participants
appeared to take advantage of the emerging discrete color bands (e.g.,
blue, green, and red patches in rainbow). By visually judging the appar-
ent size, numeracy, and clusteringness of these features, one can obtain
fairly reliable estimates about various statistical properties. Color cate-
gorization may seem like a bad idea for quantitative datasets [5], but
this discretization may help in practice by providing a “featurized” rep-
resentation of the data. Segmented features, in turn, can make it easier
to extract certain ensemble properties at a glance [16].

Dogmatic adherence to “bad” colormaps by visualization practi-
tioners may also suggest some unobserved utility. Many professional
scientists continue to shun expert guidelines in favor of seemingly infe-
rior rainbow maps [35,45]. Common justifications for this preference
include that practitioners are hesitant to change their conventions [34]
or find colorful visualizations to be aesthetically appealing [4]. How-
ever, it is also possible that practitioners find rainbows useful for some
tasks, likely due to cognitive benefits that cannot be discerned from
traditional color appearance models—a hypothesis that we test. We
also consider a counterargument that more colorful maps can cause
people to “hallucinate” features that are not in the actual data [28]. The
latter could manifest as a reduction in inference specificity.

We posit two hypotheses based on the above observations:

H1—We argue that perceptually grounded colormap metrics, such
as uniformity, order, and smoothness [11], are not well-suited for
inferential tasks. Instead, we hypothesize that performance will be tied
to people’s ability to reason categorically about color in a visualization.
The latter may be facilitated by maps that blend a broader variety of
nameable colors. Because there is no established way to measure the
degree of categorical separation in continuous colormaps, we propose
a new metric, color name variation (see §4.1) based on a popular
name-distance model [20].

H2—We expect colormaps with high name variation to cause people
to detect false differences between visualizations of the same model.

Color categorization is thought to be misleading for data types that
vary continuously [S]. For example, the transition from green to yellow
in a rainbow causes people to perceive a sharp boundary, which could
be mistaken for a data feature. Therefore, while we anticipate people
to be more sensitive with high name-varying colormaps, we suspect
these ramps will also increase the rate of false positive judgments. The
latter manifests as greater likelihood of reporting differences between
visualizations when the underlying models are in fact identical.

4.1 Color Name Variation

Color names refer to the basic linguistic associations we make with
color (e.g., “red,” “green,” and “blue,”) [3,9,67]. Color naming can
also be a cognitive tool, providing people with a way to categorize,
discuss, and reason over color. In visualizations, color categorization
may help people think about complex patterns by enabling selective
attention to specific data features, which may otherwise be too fuzzy.
Categorization can also help reduce a large number of data points to a
smaller set of “bins” that can be reasoned with more easily. Therefore,
the extent to which a colormap facilitates categorization may correlate
with performance on graphical inference tasks (H1).

To approximate categorization, we use Heer & Stone’s name dis-
tance model [20]: given two CIELAB colors, the model outputs the
probability the pair have different names. We extend this metric to
a continuous colormap by measuring the probability that an adjacent
pair of colors are associated with distinct names. Summing these prob-
abilities gives us an approximation of the number of distinct colors
contained within the colormap. We refer to this measure as color name
variation (CNV). Formally:

n

CNV(C) =Y, A(C(i—1)/n>Ci/n) )]

i=1

where C;/,, is a color sampled from a continuous ramp C at ith position,
n is the number samples to be taken (we use n = 8), and A is the cosine
name-distance from Heer & Stone [20], computed as:

A(C(ifl)/nvci/n) =1- C()S(TC(,;I)/,, ) TC<i)/,l) @)

where T¢ is the color-term count matrix derived from five million
samples through an online survey.!

Higher name variation indicates a ramp that combines a variety of
distinctly named colors, which in turn presents as an increased likeli-
hood of color categorization. For example, rainbow colormaps which
sweep through a range of saturated hues score higher on this metric,
whereas single-hue ramps generally exhibit much lower name varia-
tion. Divergent and multi-hue ramps tend to overlap and lie somewhere
between rainbows and single-hue ramps (see Figure 3). Although
we intuitively associate color names with different hues, name varia-
tion is not uniquely bound to any single perceptual factor. Across a
corpus of 235 colormaps (see §4.2), the CIE L*, C*, and h* compo-
nents exhibited comparable correlation with name variation (Pearson’s
r=0.754,0.727, and 0.718, respectively). Name variation thus appears
to be almost equally driven by changes in lightness, chroma, and hue.

Thttp://blog.xked.com/2010/05/03/color-survey-results/
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Fig. 3. We selected a set of 12 color ramps representing four conventional design families: single-hue, multi-hue, divergent, and rainbow ramps.
These ramps exhibit a range of color name variation scores, the primary metric we use to model subject performance. We also consider a

log-transformed CIELAB metric as an approximation of name variation.

4.2 Ramp Selection

To understand what colormap properties facilitate graphical inference,
we sampled a set of 12 colormaps from a corpus of 235 unique de-
signs. The original corpus included a variety of sequences collected
from ColorBrewer [19], ColourLovers,2 MATLAB, Matplotlib [57],
Google [33], and Tableau. The resulting sample of 12 ramps repre-
sents a continuum of name variation levels across four different design
families (single-hue sequential, multi-hue sequential, divergent, and
rainbows). Figure 3 illustrates the selected ramps.

In addition to broadly representing commonly used colormaps, the
selected ramps afford interesting comparisons. For example, Color-
Brewer’s red-purple has higher name variation than ColourLover’s
purples but lower than plasma, yet the three ramps share a similar
gamut of purple hues. We similarly included three rainbow variants:
turbo, jet, and a standard RGB rainbow. This selection represents
relatively high color name variation but also notable differences in
perceptual characteristics. For example, Google’s turbo is purported
as a perceptually improved alternative to jet due to its almost-uniform
luminance profile.

5 EXPERIMENT 1

Experiment 1 tests the hypothesis that a colormap’s usefulness for
graphical inference is correlated with its name variation (H1). We
expect participants to be more accurate with ramps that combine a
larger variety of nameable colors. To test this hypothesis, we conducted
a crowdsourced study with colormap as a between-subjects factor.

We analyze the results using three models, each providing a compet-
ing explanation of the results. The first model predicts that colormaps
from the same design family will show comparable accuracy but that
the different families (single-hue, multi-hue, divergent, and rainbow)
will exhibit varying performance. By contrast, the second model is
more parsimonious and predicts performance using a single quanti-
tative metric: the colormap’s name variation. The model is able to
distinguish more granularly between colormaps, even for those within
the same design family (e.g., viridis and plasma). The third model
uses a colormap’s log-transformed length in CIELAB space as an
approximation for name variation.

By comparing these alternative models, we assess the suitability of
our two metrics (color name variation and log-LAB length) for pre-
dicting effective colormap composition. Additionally, by contrasting
with the design family model, we test if these metrics provide a more
useful indicator than conventional guidelines (e.g., perceptual unifor-
mity and luminance monotonicity). We use the Bayesian Information
Criterion (BIC) to compare model fit. The choice of BIC reflects our
goal in uncovering general colormap design principles as opposed to
accurately predicting performance on a per-subject basis. BIC favors
simpler models by penalizing the number of parameters; however, more
complex models are still favored if they improve the fit to the data.

Zhttps://www.colourlovers.com

5.1 Task

We employ the graphical inference task described in §3.1. Each stim-
ulus comprises a lineup of four scalar fields (see Figure 1) that are
sampled from one of two models: a target and a decoy model. All gen-
erated fields measured 200 x 200 pixels, subtending approximately 4°of
visual angle when viewed from 30 inches away at 96 DPI (the standard
pixel density for web browsers [58]). A color scale was displayed to the
right of the lineup for reference. Participants were instructed to identify
the visualization that “does not belong.” They indicated their choice
by clicking on one of the four images and confirmed the selection by
pressing Enter to move to the next trial.

We limited lineups to four visualizations, as opposed to the more
typical ten plots [63], to reduce the per-trial response time and allow
for a larger number of stimuli per subject. While this setup increases
the alpha-level for an individual lineup test from 0.1 to 0.25, our exper-
imental design does not depend on reaching statistical significance in
every trial. Instead, to accommodate the reduced statistical power, we
increase our sampling rate and collect 88 trials per participant. We also
employ a diverse set of distributions to ensure the results are not biased
by specific model features (e.g., clusters or hotspots).

5.2 Experimental Design

We evaluated 12 colormaps (Figure 3, §4.2) in a between-subjects
design. Every participant saw one colormap from each of the four
design families for a total of four colormaps per participant.

The experiment was blocked by colormap with block order random-
ized. Participants completed 22 trials with each colormap, resulting
in 88 trials per participant. Each trial consisted of a freshly generated
lineup (as described in §3.2). Difficulty was controlled by systemat-
ically varying the divergence between the target and decoy models.
We measured divergence using Kullback-Leibler’s (KL), a popular
information-theoretic metric for quantifying the distance between two
distributions [21]. We uniformly sampled stimuli with KL divergence
in a range of 10-35%. Lower divergence corresponds to smaller model
differences (i.e., more difficult judgements). This range was deter-
mined through piloting to reflect expected success probabilities that
are slightly greater than chance (P = 0.25) to near perfect. For a visual
reference, the top row in Figure 1 represents stimuli with 27% diver-
gence (somewhat easy) whereas the bottom row is at 15% (less obvious
differences).

Individual trials within each block (corresponding to different levels
of difficulty) were displayed in random order. In addition to the actual
trials, we randomly inserted 2 engagement checks per block for a total
of 8 checks throughout the experiment. These checks consisted of very
easy stimuli (40% divergence, or four times easier than the starting
difficulty).

5.3 Procedure

Participants were first screened for color-vision deficiency using 14
Ishihara panels. They then saw a tutorial and completed 24 practice
trials. These practice trials included feedback informing participants
of whether they had guessed correctly or indicating the correct answer
otherwise. During training, each participant saw their four assigned
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Fig. 4. Observed mean accuracy for the 12 colormaps (left). The same
data is also grouped by design family (right). Errors bar are 95% con-
fidence intervals. Arrows indicate significant differences in accuracy
between the design families (p < 0.05 with Tukey’s adjustment).

colormaps in random order. After practice, participants completed the
actual trials, in which no feedback was given. At the end of the experi-
ment, we asked participants to provide a brief qualitative description of
the strategy they followed in the task including any “visual features or
characteristics” they based their judgements on. Participants concluded
by completing a brief demographic survey.

5.4 Participants

We recruited 180 participants (115 males, 64 females, and 2 others)
from Amazon Mechanical Turk, compensating them with $3 each. Par-
ticipants had a mean self-reported age of 37.4 years (STD = 11.7). We
excluded from the analysis any participant who failed the color-vision
test or misjudged the majority of the engagement checks (mean perfor-
mance on the engagement checks was 95.6%). We then recruited new
participants to replace those excluded until we reached the sample size
above. To mitigate effects of interparticipant variation, every colormap
was seen by exactly 60 different individuals, and each colormap from
a particular design family was tested at least twice with every other
colormap from a different family.

5.5 Results

Participants completed the experiment in 20.4 minutes on average
(STD = 8.2). In total, we obtained 15,840 binary judgements (i.e.,
whether the participant had correctly identified the target distribution).
Mean accuracy at the task was 66.5% (chance performance is 25%).
Figure 4 plots accuracy as a function of colormap and design family.

We analyze the results using three logistic regression models: 1)
a model predicting the probability of correct inference separately for
each design family; 2) a model that predicts performance based on
a colormap’s name variation; and 3) a model representing post-hoc
refinement of the second model with log-LAB length serving as an
approximation to name variation (raw LAB distance resulted in poor fit
that we were unable to obtain a well-formed model). All three models
included one additional fixed-effect parameter corresponding to the
target-decoy divergence (i.e., trial difficulty) and one random intercept
to account for individual variation among subjects. We first analyze
each model separately and then compare their relative fit. Figure 6 plots
model responses against the observed data. Table 2 gives the fitted
parameters for each model.

5.5.1 Design Family

The design family model contains four discrete variables, one for each
of the four design groups (single-hue sequential, multi-hue sequential,
divergent, and rainbows). On average, participants were most accurate
when viewing rainbow colormaps (Mean accuracy: 69.1%, 95% CI:
67.0-71.1). Multi-hues were the next most effective (mean: 67.4%, CI:
65.2-69.5) followed by divergent (mean: 66.2%, CI: 63.8-68.5) and
single-hue ramps (mean: 63.3%, CI: 61.0-65.6).
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Fig. 5. Mean colormap accuracy as a function of color name variation
(left) and log-LAB length. Both metrics show significant correlation with
the observed inference performance in Experiment 1.

We draw pairwise comparisons between the four design families
using Wald’s Z and employ Tukey’s adjustment for multiple compar-
isons (see Figure 4-right for a summary of the significant differences).
Rainbow colormaps were significantly more accurate than single-hue
(Z =6.020, p < .001) or divergent ramps (Z = 3.107, p < 0.05). Multi-
hue and divergent colormaps were both more accurate than single-hues
(Zyn = 4153, pi, < 0.001; Z; =2.922, p; < 0.05).

5.5.2 Color Name Variation

Our second model captures performance solely as a function of color
name variation, making no distinction between design families. A
Wald’s test indicates name variation to be a significant predictor of
performance (Z = 5.526, p < 0.001). A step increase in this parameter
improves the odds of correct inference by a factor of 1.07. In other
words, color name variation is positively correlated with accuracy. This
translates to sizable advantage for ramps blending a variety of distinctly
nameable colors. As an example, the difference in name variation
between viridis and jet stands at 2.03 in favor of the latter. Accordingly,
the odd of inferring the correct model is 1.15 times higher with jet than
with viridis, all other factors being equal.

5.5.3 log-LAB Length (post-hoc)

Color name variation can be cumbersome to compute: it is not sup-
ported by most design tools and requires access to an empirical name
model. We therefore looked for a closely related metric that is grounded
in more standard color spaces. We found that by taking the full length
of a colormap’s curve in the LAB space and log-transforming that
measurement, we obtain a close approximation to name variation. For
the colormaps included in this study, the two measures exhibit high
correlation (Pearson’s r = 0.946). Table 2-C lists coefficients for a
model trained with this metric. The model indicates log-LAB length
as a significant predictor of accuracy (Z = 5.99,p < 0.001): a step
increase in this parameter improves the odds of correct inference by
a factor of 1.2. For example, comparing jet and viridis, the model
predicts inference odds that are 1.17 times higher with jer.

5.5.4 Model Comparison & Discussion

We use BIC scores to determine which of the models is a better fit to the
data (see Table 1). Lower BIC indicates a more desirable model based
on a trade-off between fit and parsimony. A difference greater than 10
provides strong evidence in favor of the lower scoring model [25]. The

Model Parameters AlC BIC logLik | Deviance
Design Family 5 17209.39 | 17255.4 | -8598.7 | 17197.4
Color Name 3 17213.24 | 17243.9 | -8602.6 | 17205.2
log-LAB Length 3 17207.92 | 17238.6 | -8600.0 | 17199.9
Table 1. Comparison of the goodness-of-fit for the three models. To

select among the models, we use the BIC criterion (bold, lower is better).
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Parameter | Estimate (95% Cls) Z value
(intercepl) | 0.39 (0.34—0.44) YR o Parameter | Estimate (95% Cls) Z value P Parameter | Estimate (95% Cls) Z value P
divergence | 1.13 (1.13—1.14) 15.33 - (Intercept) 0.39 (0.35—0.45) 14.31 ok (Intercept) 0.38 (0.33—0.43) 14.42 ok
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(A) Design Family model (B) Color Name model (C) log-LAB Length model

Table 2. Parameters for the three models. The estimates shown correspond to exponentiated model coefficients so as to reflect odd ratios (+95%
confidence intervals). Asterisks denote p-values (***=p < 0.001, **=p < 0.01)

BIC score for the color name model is lower than the design family
model (ABIC=11.5). This difference corresponds to strong evidence
that name variation is a better explanation of the empirical results.
The log-LAB length model has a slightly lower BIC score than the
original color name model it approximates, suggesting a slightly better
fit; however, the difference is small (ABIC=5.3). The log-length of a
colormap is therefore a good approximation for its name variation, and
by extension, inference performance.

Our results show name variation and log-LAB length to be better
predictors of colormap usefulness for graphical inference. Either metric
alone appears to closely predict participants’ expected performance
(see Figure 5). Furthermore, the three models are in agreement and
show that accuracy is bolstered by incorporating distinctly nameable
colors. The correlation between name variation and accuracy coincides
with a preference for more colorful ramps (e.g., RGB rainbow and
Jjer), which afforded greater accuracy. These results run counter to
conventional design wisdom, which stipulates that rainbows are ill-
suited for quantitative data [5] and should instead be reserved for
categorical variables [36]. Rather, we find that rainbow colormaps
significantly outperform the more perceptually uniform alternatives,
such single-hue (e.g., blues) and divergent ramps (e.g., cool-warm and
grey-red). These counterintuitive results are explainable by considering
differences in name variation.

6 EXPERIMENT 2

Results from Experiment 1 indicate that name variation improves graph-
ical inference. Participants appear to benefit from colormaps that blend
a variety of color names. However, the more colorful ramps (e.g., jet
and RGB rainbow) may also be deceptive [43,44] as they implicitly dis-
cretize visualizations even when the underlying data is continuous [39].
The resulting visual artifacts can be misconstrued as data features [5],
leading to false inferences. Experiment 2 tests the hypothesis that rain-
bow colormaps increase the rate of false discovery (H2). Specifically,
we study how color name variation impacts the two kinds of error
people make in inference: Type I (false positives) and Type II errors
(false negatives).

6.1 Task

We modify the original graphical inference task (see §3.1) to model a
situation where an analyst can either declare a positive (i.e., there is

a detectable difference between a set of visualizations) or a negative
result (there is not a difference, with the visualizations representing the
same phenomenon). We adapted the Experiment 1 task by converting
the response format from multiple choice (i.e., choose one of four plots)
to a binary response (i.e., do these plots represent the same model).
Participants indicated which of four visualizations in a lineup appears
to come from a different model (a positive inference) or, alternatively,
declared all four visualizations belong to the same model (a negative).
This design is analogous to a dichotomous choice between either reject-
ing the null hypothesis by asserting that one of the visualizations in the
lineup is special or accepting the null hypothesis and declaring that the
visualizations correspond to the same distribution despite some noise.

We modity the sampling procedure (§3.2) such that, in half of the
trials, the lineup plots are sampled from the same target model (i.e.,
no decoys). The other half consists of trials that are identical to the
original task, with three of four visualizations sampled from the decoy
model and one from the target. To discourage random guessing, we
maintain a similar response format and prompt participants to click
on the image that “does not belong”. However, we add a fifth choice
labeled “no discernible difference between the images.” Our analysis
treats the response as binary: positive if the participant selects one
of the four images or negative for declaring a ‘no difference.” False
positives occur when participants falsely report a difference, such as
those caused by hallucinated features from rainbow banding, whereas
false negatives occur when participants fail to report differences, such
as when model-differentiating features are undetected.

6.2 Experimental Design & Procedures

We selected a subset of four colormaps for this experiment: blues,
viridis, cool-warm, and RGB rainbow. These ramps correspond to
different levels of name variation (blues—low, viridis & cool-warm—mid,
RGB rainbow-high) while also representing the four design families.
In Experiment 1, these ramps exhibited near-linear performance difter-
ences as a function of name variation (Pearson’s r = .986), providing
a good source of error variation. We employ a within-subjects design,
with all participants experiencing the four colormaps.

The procedures were similar to Experiment 1 (see §5.3 for details).
Participants were first screened for color-vision deficiency. They then
completed a practice session with feedback followed by four blocks
of analyzed trials. The experiment was blocked by colormap with 24
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trials per block (half true positives and half true negatives), for a total
of 96 trials plus 8 engagement checks. Trial and block order were
both randomized. To help clarify task instructions, we explicitly told
participants that half of the stimuli will show no discernible difference
between the images. This information was emphasized to reduce po-
tential response bias due incorrect priors (e.g., participants wrongly
assuming negative stimuli are more likely).

6.3 Results

We recruited 60 participants (mean age: 37.4 years, STD: 10) from
Amazon Mechanical Turk, compensating them with $3 each. We used
the same exclusion criteria as in Experiment 1 (see §5.4). Participants
completed the experiment in 22.4 minutes on average (S7D: 10.7).
Mean accuracy in the task was 74.2%, with 68.8% sensitivity (true
positive rate) and 79.7% specificity (true negative rate). Figure 7 plots
the results by colormap. We employ logistic regression to separately
analyze the specificity and sensitivity results. As in Experiment 1, we fit
two models: a color name model and a design family model. We omit
the log-LAB length model for space constraints and given its similarity
to the name model.

6.3.1

Color name variation does not predict specificity (exponentiated esti-
mate: 1.03, CI: 0.95-1.12, Wald’s Z = 0.732, p = 0.464). The estimate,
centered approximately around one, suggests that colorful maps do not
necessarily increase the odds of making a false positive error. How-
ever, the design family model shows some performance differences:
the divergent cool-warm ramp exhibited significantly lower specificity
(ee: 0.74, CI: 0.57-0.97, Z =2.212, p < 0.05). Pairwise comparisons
with Tukey’s adjustment show cool-warm to be worse than viridis
(Z =2.857,p < 0.05). All other comparisons were not significant.

Specificity

6.3.2 Sensitivity

Color name variation significantly predicts sensitivity (ee: 1.15, CI:
1.07-1.24, Z = 3.951, p < 0.001): a step increase in name distance in-
creases the odds of resolving true positives by 1.15 times. Similarly, the
design family model indicates a preference for rainbow and divergent
designs: both RGB rainbow and cool-warm led to higher sensitivity
than viridis (Z, = 3.451, p, < 0.01; Z¢,, =3.579, peyy < 0.01) and blues
(Z, =4.428,p, < 0.001; Z;,, = 4.554, pcyy < 0.001).

In summary, the results provide no evidence that the more colorful
maps (e.g., RGB rainbow) increase the false positive rate. We instead
find evidence confirming that name variation supports inference by in-
creasing the true positive rate. The higher sensitivity for RGB rainbow,
combined with its baseline specificity, may explain why this colormap
performed highly in Experiment 1. People appear better at discriminat-
ing between models when viewing a rainbow map without necessarily
being misled into seeing false, model-extrinsic differences.

7 DISCUSSION

Color is one of the most commonly utilized visual properties for com-
municating quantitative data. However, we are still developing an em-
pirical understanding of how color works in visualization. We sought to
understand how colormap characteristics affect graphical inference. We
hypothesized that cognitive determinants, such as the ability to name
and think categorically about colors, affect people’s ability to draw in-
ferences about data. We further hypothesized that inferential accuracy
can be improved by using colormaps that cross a variety of color names.
To quantify the latter, we proposed a new metric, color name variation,
and studied its impact in two crowdsourced experiments.

71

We first sought to model participants’ performance by using a col-
ormap’s name variation as an explanatory factor. Results show name
variation to be a good predictor of colormap utility for graphical in-
ference. Incorporating a larger span of nameable colors significantly
increases accuracy. This positive correlation can be seen in Figure 5-left.
These results support H1.

Our results are at odds with conventional guidelines, which suggest
that designers should limit colors to a judicious selection of hues [32]
while emphasizing luminance variation and perceptual uniformity [26,
43,62]. We instead found that the highest performing colormaps were
rainbows (RGB rainbow, jet, and turbo, in that order). These findings
suggest that the more complex, interpretive tasks may depend on the
cognitive characteristics of colormaps, rather than their perceptual
appearance.

While our results conflict with conventional guidelines [51], the
contrarian findings can largely be explained by our name variation
metric. Rainbow colormaps, for instance, cross a broad range of readily
identifiable colors (e.g., blue, red, orange, and yellow). This blend
creates the appearance of “bands” that are easily distinguishable [39].
Although this kind of color discretization is believed to be problem-
atic for quantitative data [5], we speculate that the visual system can
take advantage of these emerging discrete features. For example, a
viewer can heuristically use the apparent size, numeracy, and distri-
bution of color patches as a proxy for various statistical properties
in the data (e.g., variance [42]). People can reliably estimate these
statistics with a quick glance likely due to fast-acting ensemble vision
processes [1,47,55]. Such visual statistics may provide key summary
features that help people discriminate between models. However, some
ensemble processes operate solely on segmented visual features [16],
which may explain the advantage for discretizing colormaps like rain-
bow. Our color name variation metric appears to model this tendency.
Conversely, the smoother colormaps may complicate ensemble vision
and potentially leave out key model-discriminating features. In addition
to facilitating ensemble-based heuristics, color categorization may help
observers encode specific data features in their working visual or verbal
memories [24]. These mental representations could in turn be used
to compare visualizations, enabling a more thorough assessment of
different models. Future work is needed to test these visual ensembles
and working memory explanations.

Name variation also explains performance discrepancies that we
observed post-hoc. For instance, the difference between viridis and
plasma is not well-explained by conventional design features. The
two colormaps have virtually identical perceptual properties: both fea-
ture sequential, multi-hue, perceptually uniform ramps derived with
spline interpolation in the CAMO2 space [57]. Yet, results show plasma
to be more accurate (68.6%, CI: 65.4-71.9) than viridis (66.4%, CI:
62—70.8). This performance gap cannot be explained with traditional
design characteristics. However, the color name model readily distin-
guishes between these two ramps: it appears that plasma combines
more nameable colors (3.44) than viridis (2.75). Intuitively, we observe
shades or blue, purple, orange, and yellow in plasma, compared to
a slightly more limited set of hues in viridis (navy blue, green, and
yellow). Accordingly, and consistent with the observed data, the name
model predicts slightly better inference accuracy with plasma.

The BIC criteria provides statistically robust evidence for a correla-
tion between performance and name variation (§5.5.4). The comparison

Inference by Color
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against a conventional design family model suggests that traditional
design properties, such as whether a colormap is sequential, divergent,
or a ‘rainbow’ type, may not provide an optimal way of selecting col-
ormaps. Graphical inference appears less dependent on these design
characteristics. Instead, name variation alone may be sufficient to
measure colormap utility for graphical inference.

7.2 Color Categorization & Specificity

Results from Experiment 1 indicate that color categorization may reveal
subtle variations in the data. However, categorization could mislead
viewers and cause them to misinterpret color boundaries as if they were
data features [5] (H2). This misinterpretation could cause an analyst
to falsely declare differences among visualizations that are otherwise
sampled from the same model or phenomenon. Alternatively, an analyst
could falsely conclude a discrepancy between a presumed prior model
and a model represented by an observed visualization [17]. Yet, con-
trary to this hypothesis, Experiment 2 found no relation between name
variation and specificity (p = 0.464). Participants were no more likely
to report false differences while viewing colormaps with greater name
variation. We find no evidence that the non-uniform colormaps (e.g.,
RGB rainbow) make people more susceptible to false positives com-
pared to perceptually uniform ramps (e.g., blues, viridis, coolwarm).
However, we did find a positive association between name variation
and sensitivity (i.e., true positive rate), consistent with Experiment 1.

Findings from the two experiments could explain why rainbow and
other hue-varying colormaps remain in wide use despite known limita-
tions [35]. Our results suggest that the popularity of these schemes may
be driven by greater utility for graphical inference as opposed to purely
aesthetic preferences. This observation leads to an unorthodox guide-
line: designers may want to maximize the range of nameable colors in a
ramp. The LAB-based model suggests an even simpler heuristic: maxi-
mizing a colormap’s log-transformed curve length. While reasoning
in log-LAB instead of LAB may appear counterintuitive, our analysis
indicates that the former metric closely approximates name variation
(Pearson’s r = 0.95), providing a link between color appearance and
name distance [20].

Rainbow schemes are not the only design family with broad name
variation. Certain multi-hue colormaps, such as plasma, appear to
strike a balance between perceptual uniformity and name variation.
Inferences with plasma had above-average accuracy (68.6%), albeit
slightly below RGB rainbow (70.3%, CI: 66.6-74.0). Accordingly,
designers may opt for the more colorful maps while continuing to
balance other design constraints, such as luminance monotonicity or
perceptual uniformity. Though seemingly less relevant to graphical
inference, these properties still play a key role in many tasks, including
form perception [43,59]. Future work could investigate how to optimize
these competing design constraints, for example, by computationally
synthesizing new colormaps on demand (as in Colorgorical [18]). The
two metrics proposed in this work (color name variation and log-
LAB length) could aid this process by providing predictive models of
colormap utility.

8 LIMITATIONS AND FUTURE RESEARCH

This study provides a first empirical investigation into how colormap
design affects graphical inference. However, our approach provides
only a preliminary lens onto this question and is subject to several
limitations. We see these limitations as opportunities for future work.

Although we purposefully diversified the stimulus set by using a
variety of distributions, all stimuli ultimately consisted of a mixture
of Gaussians. These models approximate a range of phenomena in
science and engineering, but they cannot capture all data types and
characteristics. To further explore graphical inference in other contexts,
the procedures employed in this study can be extended to tasks in spe-
cific domains. For example, to evaluate colormap effectiveness for flow
visualization, an experiment could use flow models, applying measured
perturbations to eddies and vortices to identify the most discriminat-
ing colormaps. For false-color astrophotography, an experiment could
test models of galactic structures with perturbations to spirality or the
homogeneity of galaxies.

Our study limits inference to a specific class of tasks known in
the literature as “graphical inference” [10, 63]. Participants assessed
ensemble visualizations holistically and made summary judgements.
This task evaluates viewers’ overall interpretations of a model and their
ability to discriminate between different models. However, the task
does not necessarily test if people can find subtle image differences. The
term ‘inference’ can encompass a broad range of cognitive activities
with visualizations (e.g., inductive reasoning and hypothesis testing),
whereas we only consider a specific interpretation of this term.

Although our study shows a clear advantage for colorful ramps (e.g.,
rainbows), these ramps may not be accessible to people with color-
vision deficiencies. Designers should therefore balance name variation
with more accessible color metrics. One of the ramps we tested, plasma,
seem to combine two accessible characteristics (relatively high name
variation with monotonic luminance), making it a strong candidate for
accessible visualization.

While results from Experiment 2 show that colorful maps do not
necessarily decrease inference specificity, people could still perceive
artifacts from rainbow maps in other contexts (e.g., when studying a
single image, or when looking at multiple images with vastly different
distributions). Understanding when such artifacts emerge and how they
support or hinder analysis is key future work [39].

Lastly, our work considers color name variation as the main cogni-
tive metric for modeling performance in graphical inference. However,
we found that the results also correlate with log-LAB length. This lat-
ter metric, which may provide a measure of perceptual discriminative
power, offers an alternative explanation for our observed results.

9 CONCLUSION

Color encoding is a fundamental concern for data visualization. Ef-
fective colormaps should not only help people perceive low-level data
features, but must also facilitate accurate interpretation and inference.
We theorized that performance in these tasks is correlated with the cog-
nitive properties of colors. We tested this theory in two crowdsourced
experiments measuring participants’ ability to discriminate between
2D scalar models as a function of colormap design. We found that
graphical inference is closely tied to the variety of nameable colors
in the map. Colorful ramps, such as jetr and RGB rainbow, led to sig-
nificantly more accurate inferences than ramps comprising a limited
selection of hues. In a second experiment, we measured the rate of
false discovery but found no evidence of a relationship between color
name variation and the false positive rate. Our results highlight the
need for new color-encoding guidelines based on cognitive rather than
purely perceptual factors. We proposed two new metrics for modeling
colormap utility in visual inference. These metrics provide generative
principles for new colormap designs while also extending conventional
principles on color use in visualization.

10 ANSWERS FOR FIGURE 1

Top row (starting with the leftmost lineup): top-right quadrant, bottom-
left, bottom-right, top-left.
Bottom row: top-left, bottom-left, bottom-right, bottom-right.
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