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ABSTRACT 

Traditional parental control applications designed to protect 
children and teens from online risks do so through parental 
restrictions and privacy-invasive monitoring. We propose a 
new approach to adolescent online safety that aims to strike 
a balance between a teen’s privacy and their online safety 
through active communication and fostering trust between 
parents and children. We designed and developed an 
Android “app” called Circle of Trust and conducted a mixed 
methods user study of 17 parent-child pairs to understand 
their perceptions about the app. Using a within-subjects 
experimental design, we found that parents and children 
significantly preferred our new app design over existing 
parental control apps in terms of perceived usefulness, ease 
of use, and behavioral intent to use. By applying a lens of 
Value Sensitive Design to our interview data, we uncovered 
that parents and children who valued privacy, trust, freedom, 
and balance of power preferred our app over traditional apps. 
However, those who valued transparency and control 
preferred the status quo. Overall, we found that our app was 
better suited for teens than for younger children. 

Author Keywords 

Adolescent online safety; mobile smart phones; parental 
mediation; technical monitoring  

CSS Concepts 

• Human-centered computing > Human computer 
interaction (HCI) > Empirical studies in HCI 
INTRODUCTION 
Ninety-five percent of teens in the United States have access 
to a smartphone, and 45% of them are online ‘almost 
constantly’ [1]. Unfortunately, increased access to the 
internet through the unmediated use of smartphones exposes 
teens to a myriad of online risks. From watching 

inappropriate content, sexting, to chatting with strangers 
online, risks associated with smartphone use are becoming 
more commonplace for teens. For instance, 15% of teens say 
they send sexts, and 27% of teens have received them [51]. 
To keep their children safe from these online dangers, about 
39% of parents report using parental control software for 
blocking, filtering or monitoring their teen’s online activities 
on their home computers; yet, only 16% use parental controls 
on their teens’ mobile smart devices [52]. This lower usage 
may be because recent research [7,15,33,40] has shown that 
parental control apps are overly restrictive, invasive of teens’ 
personal privacy, and negatively impact teens’ relationships 
with their parents. To try to overcome these problems, we 
conceptualized and implemented a new approach to mobile 
online safety by designing and developing Circle of Trust, an 
Android app for teens and their parents. Our approach aims 
to balance a teen’s privacy with their parents’ concerns for 
their online safety through fostering trust and 
communication between parents and children. We asked 
parent and children to share their opinions about Circle of 

Trust, based on the following research questions: 

RQ1: How does ‘Circle of Trust’ compare to traditional 

parental control apps? 

RQ2: What are the different values in design that parents 

and children care about when making these comparisons? 

RQ3: What specific features in ‘Circle of Trust’ do parents 
and children find useful (or not)? 

To answer these questions, we conducted a mixed methods 
user study with 17 parent-child (ages 9-17) pairs. Using a 
within-subjects experimental design, we found that parents 
and children significantly preferred our new app design over 
existing parental control apps in terms of perceived 
usefulness, ease of use, and behavioral intent to use. They 
also felt that Circle of Trust was significantly less privacy-
invasive for children and would improve communication and 
the trust relationship between parent and child. Using the 
lens of Value Sensitive Design (VSD) [31], we also analyzed 
how participants felt about the apps based on family values 
that they mentioned during their interviews. Parents and 
children who preferred Circle of Trust tended to value the 
child’s privacy, trust, freedom, and balancing the needs of 
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both parents and teens. Those who preferred the baseline 
parental control app put more value in transparency for the 
sake of safety and parental control. Through this research, we 
make the following unique research contributions: 

• Designed and implemented an interactive artifact [70]  
in the form of an Android app called Circle of Trust.  

• Compared Circle of Trust to the baseline features 
available in many commercially available parental 
control apps [66].  

• Gained empirical (both quantitative and qualitative) 
insights from 17 parent-child pairs on the strengths and 
weaknesses of our new design. 

In summary, we contribute a novel artifact developed 
through a theoretically validated approach to assess whether 
this artifact should be deployed longitudinally within 
families. The key contribution of this work is the care that 
was taken to minimize potential negative impacts [73] and 
ethically redesign existing parental control tools to better 
support parents and teens. Based on our findings, we provide 
actionable recommendations for iterating on the design of 
Circle of Trust, and more broadly, on designing adolescent 
online safety tools that support parents and teens.  

BACKGROUND 

In this section, we situate our research within the mobile 
online safety for adolescents literature and explain how our 
research leverages a Value Sensitive Design [30] approach.  

Mobile Online Safety through Parental Control 

Recently, the debate on whether mobile smartphones are 
harmful or helpful to teens has become a popular topic within 
the academic research community [22,39,46,74] and, more 
generally. within society as a whole [18,28,48]. Blackwell et 
al. [7] found that parents are often unaware about the types 
of social media apps their teens use and the frequency of use 
of these apps due to the limited visibility parents have into 
their teens’ digital lives via their mobile devices. Gámez-
Guadix et al. [32] found that teens are at least twice as likely 
to experience online sexual solicitations and have sex with a 
partner that they first met online when they have 
smartphones. This heightened risk perpetuates another point 
of controversy—whether and how parents should monitor 
their children’s mobile smartphone and technology usage. 

Those who have examined parental monitoring and parent-
teen perceptions of risk (in offline contexts) have found that 
surveillance and tracking may not be the most effective 
solution, as it may perpetuate paranoia and fear on the part 
of both parents and teens [55,61]. For instance, Boesen et al. 
[8] examined mobile-based location tracking and found that 
such tracking devices had the potential to undermine trust. 
This has also been examined (with similar findings) by social 
computing researchers in at-home settings between family 
members [54,63]. A 2016 Pew Research study found that 
only 16% of parents use parental controls on teens’ mobile 
smart devices to monitor their teens’ mobile activities 
[52].Wisniewski et al. [66] shed some light as to why a 

minority of parents choose to use parental control apps. In 
their analysis of 75 commercially available parental control 
apps, they found that most of the features supported parental 
control over teen-self regulation of their own behaviors. For 
instance, the apps gave parents granular access to monitor 
teens’ intimate online interactions with others (e.g., every 
text message sent or received), and did very little to support 
teens as end users. Using the lens of Value Sensitive Design 
(VSD) [30], they argued that these apps do not reflect 
positive family values (e.g., trust, respect, empowerment) 
that should be encouraged within families.  

Ghosh et al. [33] followed up by analyzing 736 Google Play 
reviews posted by children about these apps. They confirmed 
that teens strongly disliked parental control apps, finding 
them overly restrictive and privacy invasive to the point that 
the teens felt the apps harmed their relationship with their 
parents. Through a survey study of 215 parents and teens, 
Ghosh et al. [34] further confirmed that low autonomy-
granting parents (e.g., authoritarian) were the most likely to 
use technical monitoring on their teens’ mobile device, and 
teens who had parents who used parental control apps 
reported higher levels of online victimization and offline 
peer problems. This body of work [33,34,66,68] suggests 
that parental control apps may be detrimental to families, a 
teens’ developmental growth, and the goal of keeping teens 
safe from online risks. Based on the limitations of existing 
parental control apps that were identified through this prior 
work, our aim was to conceptualize and design a new 
approach to mobile online safety that encompasses positive 
family values, as well as considers the needs of teens. 
Numerous researchers (e.g., [14,58,66,67,75]) have called 
for new sociotechnical solutions that move away from 
parental control toward promoting more teen-centric 
solutions. This research is a first step towards answering that 
call. In the next section, we introduce Value Sensitive Design 
[28] as the approach we used to create Circle of Trust. 

A Theoretical Lens of Value Sensitive Design 

Our study leverages VSD and builds upon Wisniewski et 
al.’s prior work [60] by conceptualizing, implementing, and 
evaluating a new mobile online safety app with the goal of 
promoting more positive family values through design. 
Value Sensitive Design (VSD) is “a theoretically grounded 
approach to the design of technology that accounts for 
human values in a principled and comprehensive manner 
throughout the design process” [30]. VSD consists of 
conceptual, empirical, and technical investigations that help 
identify and embed human-values into the design of systems 
[31]. Past research on the topic of mobile online safety for 
teens has applied VSD principles to better understand the 
values and needs of parents and teens (c.f., [16,33,34,66]). 
For instance, Czeskis et al. [16] conducted semi-structured 
interviews of teens and their parents in order to understand 
the role of human values in mobile safety. In our study, we 
leveraged VSD in two ways: 1) in the iterative 
conceptualization and design of the features included in 
Circle of Trust, and 2) in the qualitative analysis for 
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identifying family values that influenced parents’ and 
children’s app preference during our user evaluation.  

DESIGNING CIRCLE OF TRUST 

In this section, we introduce Wisniewski et al.’s Teen Online 
Safety Strategies (TOSS) framework [66], which served as 
inspiration for the design of Circle of Trust. Then, we discuss 
the family values we incorporated in the design of our app.  

The Teen Online Safety Strategies (TOSS) Framework 

We drew from Wisniewski et al.’s TOSS framework as the 
grounding for designing Circle of Trust. The TOSS 
framework was theoretically derived to illustrate the tensions 
between parental control and teen self-regulation when it 
comes to teens’ online behaviors, their desire for privacy, 
and their online safety [66]. In this framework, parental 

control strategies for online safety included: 1) Monitoring: 
passive surveillance of a teen’s online activities [50], 2) 
Restriction: placing rules and limits on a teen’s online 
activities, and 3) Active Mediation: discussions between 
parents and teens regarding their online activities [23,50]. In 
contrast, teen self-regulation strategies included: 1) Self-

Monitoring, 2) Impulse Control, and 3) Risk-Coping. In 
order for teens to effectively self-regulate their online 
behaviors, they must be aware of their own actions through 
self-observation [3,45]. Impulse control aids in self-
regulation by inhibiting one’s short-term desires in favor of 
positive long-term consequences [6], and risk-coping is a 
component of self-regulation that occurs after one 
encounters a stressful situation, which involves addressing 
the problem in a way that mitigates harm [29,49]. 
Wisniewski et al.’s concluded that existing parental control 
apps implicitly valued parental authority and teen safety over 
teen privacy, trust, and open communication [66]. Thus, our 
goal was to develop an app that embedded these less 
emphasized values by design. We used the following design 
strategies to balance the value tensions of parents and teens: 

Guidelines for Parental Control 

• Monitoring: Preserve teen privacy through less 
granular activity monitoring risky activity. 

• Restriction: Do not include features that restrict or 
control teens’ online activities of behavior. 

• Active Mediation: Prompt parents to engage with their 
teens to follow up on potentially risky online activities. 

Guidelines for Teen Self-Regulation 

• Self-Monitoring: Help raise the risk and self-awareness 
of teens by having them help monitor their own online 
activities. 

• Impulse Control: Heighten self-awareness to help 
teens regulate their risk-related behaviors more 
intentionally. 

• Risk-Coping: Aid in risk appraisals, so that teens can 
work with their parents to respond to potential threats. 

Next, we describe the values we explicitly designed for when 
developing Circle of Trust based on these guiding principles. 

Designing for Positive Family Values 

We designed for the values of teen privacy, trust, and 
parental involvement. Below, we provide support from the 
literature as to why we chose to design for these values.  

Designing for Teen Privacy 

Privacy is a complex concept that has been theorized in 
numerous ways [2]. For instance, Petronio’s Communication 
Privacy Management (CPM) theory [56], which is often 
applied within the context of families, frames privacy as an 
interpersonal boundary regulation process between parents 
and teens. This boundary is often marred with tension as 
parents and adolescents are in a constant push-pull process 
to negotiate between the teen’s safety and well-being and 
their autonomy in online spaces [25]. Most research shows 
teens value their privacy, while interacting with others online 
[10,19,60,69]. Teen’s need for privacy is directly tied to their 
need for autonomy and respect [57].  

Designing for Trust 

Trust is another important but equally complex concept, 
especially when mediated by technology. Harper [36] 
suggests that we should contextualize technology-mediated 
trust as “a continuation of the normal run of life” (p. 120) and 
focus on the kinds of “worry” that make us think about trust. 
In the case of families, trust is the critical factor in an 
adolescent’s relationship with their parents [65], where 
information disclosure from teens is necessary for 
“knowing” as a form of “trusting” [43]. Inversely, trust is 
tightly coupled with privacy for adolescents, where 
“trusting” is a form of giving a teen the space and autonomy 
to not disclose information [57]. Additionally, trust in the 
context of adolescent online safety involves the perceived (or 
real) safety (or danger) of others with whom a teen comes 
into contact and how this may disrupt the balance of privacy, 
trust, autonomy, and online safety within families [25]. Trust 
can be both a value (and a tension) used within the VSD 
process [37,64]. In a 2014 parent-teen interview study [15], 
researchers reported that some degree of trust is needed to 
promote independence in teens. Prior trust between parent 
and teen improves the parent-teen relationship [59] and helps 
the child get involved in less high-risk behaviors [9].  

Designing for Parental Involvement 

Responsiveness and demandingness are the two dimensions 
by which parenting styles vary. Responsiveness quantifies 
how much a parent is warm and supportive of their child’s 
emotional and physical needs for autonomy [4,5]. 
Demandingness quantifies the behavioral and psychological 
control parents use in child rearing. Authoritative parents are 
both high on responsiveness and demandingness [21,26], and 
this type of highly involved parenting style is associated with 
positive youth outcomes that help children in their 
developmental growth [47]. Therefore, a shift towards more 
involved and supportive parent-child relationships has been 
advocated by researchers in the fields Human-Computer 
Interaction (HCI) and of adolescent online safety (c.f., 
[38,44,53,72,76]).  

CHI 2020 Paper CHI 2020, April 25–30, 2020, Honolulu, HI, USA

Paper 618 Page 3



Translating Values into Design 

The main features of Circle of Trust were mapped directly to 
the family values described above and the dimensions of the 
TOSS framework that were under-supported in Wisniewski 
et al.’s empirical app analysis as shown in Table 1. Our goal 
was to move away from parental control apps for online 
safety to more collaborative privacy-preserving apps that 
help parents and teens manage online risks together.  
Specifically, we moved away from parental control through 
privacy-invasive monitoring (mediated by trust-level) and 
restriction (which was completely removed as a design 
guideline) towards parental active mediation (parent 
dashboard), teen self-monitoring (teen dashboard), and risk-
coping (risk flagging). For instance, we used risk-flagging, 
combined with metadata and trust-level to balance the trade-
off between teen privacy and the parents’ “need to know” 
that their teen was safe. We introduced a “Circle of Trust” 
feature by which parents and children could negotiate trusted 
and non-trusted contacts, and we designed the app for use 
jointly by parents and teens. 

DESIGNING CIRCLE OF TRUST 

Circle of Trust is a family online safety app that lets parents 
and children co-mediate the text messaging (i.e., SMS and 
MMS) activity that takes place via the child’s phone. Figure 

1 illustrates the three main screens of Circle of Trust. In the 
sections below, we describe each of the main features. The 
novelty of our app comes from the use of summarization 
techniques (e.g., sentiment analysis, word cloud, risk-
flagging) that share an abstraction of the child’s online 
activities to their parents, rather than the actual message 
content. An additional unique characteristic of Circle of 

Trust is controlling this level of abstract through the trust by 
mutually negotiating safe and unsafe contacts.  

Main Dashboard. The Circle of Trust dashboard is shown 
in Figure 1(a). It provides a summary of all conversations 
the child had in the last two weeks prior to when the app was 
installed and thereafter. By default, all contacts are outside 
of the child’s “Circle of Trust,” indicated by the red shield 

around the profile picture of the child’s contacts. Contacts 
within the “Circle of Trust” are indicated by green shields. 
In the figure, two contacts are in the “Circle of Trust.” The 
main dashboard also shows the number of messages 
sent/received and the number of risk alerts, which are 
indicated by the red triangle (in Figure 1(a)). Risk flags are 
explained in detail below. 

Contact Summary. Upon clicking on a contact on the 
dashboard, the app provides a summary of the conversations, 
shown in Figure 1(b). The contact summary page includes 
the following features, which are described in more detail 
below: (a) Circle of Trust, (b) Message Counts, (c) Risk 
Flags, (d) Sentiment Analysis, and (e) Image Word Cloud. 

(a) Circle of Trust Feature. The idea of the “Circle of Trust” 
was inspired by research on healthy relationship formation 
and stranger safety for children with Autism [24]. The idea 
of trust circles was to help youth more accurately assess 
whether people they knew were safe or unsafe. We leveraged 
the concept to “trusted” and “untrusted” contacts in this first 
design iteration. At the top of the contact summary page, 
there is a switch for the “Circle of Trust” feature. By toggling 
this switch, the child can request that their parent add 
someone to their circle of trust. Similarly, from the parent’s 
dashboard, the parent can add someone to their child’s 
“circle of trust” or make a request that their child remove 
someone from the “circle of trust,” who was previously 
approved by the parent. When the app is first installed, all 
contacts are outside of the circle of trust. After installation, 
parents and teens negotiate trust level of new contacts to 
jointly determine whether parents can view all text messages 
or only messages flagged with risks. 

(b) Message Counts. This shows the number of messages 
exchanged between the child and a contact. The total is based 
on message content (i.e., texts, images, or videos) and the 
total for each type of message is shown as well. 

(c) Risk Flags. The total number of flags is shown as well as 
the categorized totals by type (e.g., text, images, videos). 

Design Justification Circle of Trust Features 

 Main 

Dashboard 

Circle of Trust 

Feature 

Message 

Counts 

Risk 

Flags 

Sentiment 

Analysis 

Word 

Cloud 

Message 

Details 

Values in Design 

Teen Privacy  X* X X* X X X* 
Trust  X  X    
Parental Involvement X X  X    
TOSS Framework 

Parental Monitoring X X X X X X X 
Restriction        
Active Mediation X X X X X X X 
Teen Self-Monitoring X X  X X   
Impulse Control X  X X X X  
Risk-Coping X X  X X X  

*Trust-level dictates level of privacy abstraction. When a contact is “trusted,” parents only see risk-flagged content and 

message summaries using aggregation, sentiment analysis, and computer vision image object detection.  

Table 1: Mapping Circle of Trust Features to TOSS Framework and Values in Design 
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Circle of Trust analyzes text messages and images for risk 
content using off-the-shelf risk detection APIs. Risk content 
includes profanity in text, and explicit/suggestive content in 
images. However, the app does not yet have the ability to 
analyze multimedia content other than images.  

(d) Sentiment Analysis. The sentiment percentage score for 
each text is calculated, based on the extent to which a 
message is positive, negative, neutral, or mixed. An 
aggregated sentiment is shown for each conversation.  

(e) Image Word Cloud. At the bottom of the contact 
summary screen, we used AWS’s Rekognition API [77] to 
create a word cloud that visualized entities detected in 
images (not text) sent and received. A word cloud is an image 
composed of set of words, in which the size of each word 
indicates its frequency (e.g., more frequent, larger word). 
The intent was to give parents an idea of the types of images 
being exchanged while preserving the privacy of the actual 
photos. For example, in Figure 1(b), the word cloud 
identified “man” and “exercise” as the prominent objects in 
the photo shown in Figure 1(c).  

Message Details. At the bottom of the contact summary 
screen, users can click on “Details” to view the message 
details for that contact as shown in Figure 1(c). Based on 
trust level of a contact (i.e., trusted or untrusted), this feature 
varies the level of message details shared with the parent. For 
untrusted contacts, parents see all messages, like the baseline 
app. For trusted contacts, parents only see the actual message 
content for risk flagged content with an explanation of why 
it was flagged. Otherwise, the highest sentiment with 
percentage score for every text is shown. For flagged images, 
explicit/suggestive content percentage is shown along with 
the actual image.  

System Implementation. The app architecture is based on 
the client-server model [78]. The server is an EC2 instance 
on Amazon Web Services. The server uses an encrypted 
connection for all communication with the clients. All 
server-side scripts were written in PHP. All data are stored 
securely on the server. Automated risk detection within 
SMS/MMS messages is performed using an API provided by 
a commercial parental control app and Amazon Comprehend 
[79] for text messages and Amazon Rekognition [77] for 
image processing, respectively. 

METHODS 

The primary goal of our study was to observe participants’ 
initial reactions and identify potential pitfalls when using the 
app, so that we could redesign the app prior to conducting 
field studies. Below, we describe our study design. Then, we 
discuss the operationalization of our constructs, data analysis 
approach, recruitment of participants, and their profiles.  

Study Overview 

The user study consisted of two parts. 1) A within-group user 
study was run where each parent-child pair watched a video 
demo of (a) a baseline parental control app, and (b) Circle of 

Trust, They then interacted with both apps on phones 
provided by the researchers, and 2) A user study took place, 
where parent and children were asked to install Circle of 

Trust on their own mobile devices to perform a set of tasks. 
Participants were required to complete Part 1 prior to Part 2. 
Our rationale for having participants complete Part 1 prior to 
installing Circle of Trust on their own devices was to ensure 
that they had a full understanding of the nature of the app 
prior to consenting/assenting to take part in Part 2. Our goal 
was to mitigate the potential for violating the children’s 
privacy and harming the parent-child relationship.  

 

Figure 1: Circle of Trust App. (a) Teen Dashboard (b) Contact Summary (c) Message Details 
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Part 1: A Baseline Comparison 

To implement a within-subjects experimental design, we first 
developed a baseline app, so that participants had a 
comparison point for the status quo of parental control apps. 
We implemented a baseline comparison to reduce demand 
characteristics [20] and confirmation bias that participants 
liked “our” app. The baseline app was modeled after design 
patterns Wisniewski et al. [66] found to be included in most 
commercially available parental control apps. For instance, 
they found that most of these apps catered to parents, had 
limited interface features for teens, and “summary only 
monitoring was very uncommon, ranging between 0-3% of 
all apps” [66]. When text message monitoring was available, 
parents were given low-level message details; thus, the 
baseline app was designed per their findings: 1) the baseline 
app sends parents the content of every text message the child 
sends or receives, 2) the app has a user interface for the 
parent, but there is no user interface for the child, and 3) the 
app sends the unfiltered text messages to the parent.  

Participants completed the IRB approved consent/assent 
form and took a pre-survey. Next, they watched a video 
demo of either the baseline app or Circle of Trust and 
explored the apps on a phone provided by the researchers. To 
avoid ordering effects, the study was counter-balanced by 
alternating which app was presented first to each new 
participant pair who enrolled in the study. Next, we 
administered a post-survey, and the same process was 
repeated for the second app. The study concluded with a 
short, semi-structured interview, which we video- or audio-
recorded based on participants’ choice. Part 1 of the study 
took about one hour to complete. Each participant received a 
$10 Amazon gift card (totaling $20 for the pair).  

Research Hypotheses 

We proposed the following hypotheses for Part 1: 

H1: Parents and children will prefer Circle of Trust over the 

baseline app in terms of: (a) Perceived Usefulness, (b) Ease 

of Use, and (c) Behavioral Intent to Use. 

H2: Parents and children will prefer Circle of Trust over the 

baseline app in terms of: (a) Online Risk Mediation, (b) 

Privacy Invasiveness, (c) Active Mediation, (d) Self-

Monitoring, and (e) Relational Trust- Harm. 

Next, we describe how we operationalized these measures. 

Operationalization of Constructs 

Post-surveys were used to capture dependent measures and 
to test our research hypotheses. Pre-validated dependent 
measures included technology acceptance model variables 
[17], including usefulness, ease of use, and behavioral intent 
to adopt. We used the technology acceptance measures as a 
proxy for assessing whether Circle of Trust would be a better 
alternative than the baseline app. We created new constructs 
for evaluating TOSS related outcomes as shown in 
Appendix Table 3 added as a supplementary document. We 
also created new constructs to measure online risk mediation, 
privacy invasiveness, and relational trust-harm. The privacy 

invasiveness measure was created based on prior qualitative 
work with parents and teens regarding privacy boundary 
turbulence [15,25]. We evaluated the construct validity for 
each measure using Cronbach’s alpha, and all were above the 
0.7 threshold for acceptability (as shown in Table 2). In the 
pre-survey, we also collected demographic information 
about our participants, as well as contextual information, 
including the Parenting Style Index [62]. In the following 
section, we describe Part 2 of our user study. 

Part 2: Using Circle of Trust to Perform a Guided Task 

In Part 2, participants were asked to install Circle of Trust on 
their own Android mobile devices. Once both parent and 
child installed the app, they were asked to complete pre-
defined tasks using the app. These tasks included deciding 
which contacts should be added to the child’s trust circle and 
reviewing risk flags together. We asked participants to think 
aloud [35] during this exercise. After completing the task, we 
concluded the study with a brief exit interview. The session 
was video- or audio-recorded and transcribed. We also took 
high-level observational notes on how parents and children 
interacted with one another and the app. Participants also 
completed a survey assessing each of the main features of 
Circle of Trust after they completed the tasks. All features 
were rated on a 5-point Likert scale from “extremely bad” to 
“extremely good.” Part 2 of our study took approximately 2 
hours and once it was complete, we helped the participants 
uninstall the app and each parent and child received an 
additional $15 dollars Amazon gift card for their time 
(totaling $30 for the pair).  

Data Analysis Approach 

We conducted a mixed-methods, quantitative and qualitative 
analyses of our data to: 1) empirically test our research 
hypotheses and 2) gain additional insights from parents and 
children as to their perceptions about the two apps. For the 
within-subject design for Part 1, we used IBM SPSS 
Statistics 24 [80] to conduct paired t-tests or Wilcoxon 
signed-rank tests based on normality results to determine if 
there were significant effects of our treatment (i.e. baseline 
app versus Circle of Trust) on the dependent constructs. We 
used the Shapiro-Wilk Test for determining normality, also 
shown in the table; if the p-value was below 0.05, the data 
deviated significantly from a normal distribution. If this were 
the case, we used the appropriate non-parametric test to 
assess the statistical difference.  

For our qualitative analysis, we conducted a standard content 
analysis [12], where one counts the frequency of concepts 
that occur across transcripts. We used the lens of value-
sensitive design to identify the emergent values, then we 
assessed how these values were used as a rationale for 
preferring one app over the other. We analyzed the think 
aloud transcripts for value-based evaluations of the app, 
which were included in our qualitative results. The first 
author coded transcripts and iteratively recoded the data 
based on daily feedback from the last author. Through this 
process, we gained valuable insights on what values parents 
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and children thought were important in the context of 
designing family safety systems and how these values were 
associated with Circle of Trust and the baseline app. Parents 
and children discussed multiple values that led them to prefer 
one app or another, and at times, changed their preference 
based on the value they were discussing at the time. 
Therefore, we report our findings based on their values and 
which values aligned with their app preferences.  

Participant Recruitment and Profiles 

We recruited children ages 9 through 17 years of age (teens 
and younger children will collectively be referred to as 
“children” from this point forward). Prior research [33] 
shows that children start using smartphones prior to 
adolescence, some as young as nine years-old. Therefore, we 
expanded the age range of participants from teens (13-17) to 
include younger children (9-12) who use smartphones. Teens 
and younger children will collectively be referred to as 
“children” from this point forward. This gave us an 
opportunity to assess whether our app would be well-suited 
for younger children. To participate in the study, each child 
was required to use SMS/MMS text messaging on their 
phones and have a parent or legal guardian of at least 18 
years of age participant in the study with them. Recruitment 
was done by word-of-mouth and by contacting more than 20 
youth serving organizations. We also sent recruitment e-
mails to our department’s mailing list and distributed a flyer 
to local community groups. Most of our participants were 
recruited from public libraries, YMCAs, and an Indian 
community group. A power analysis using G*Power [27] 
determined that with a matched pairs, within dependent 
means t-test for a large effect size (Cohen’s d = 0.8, α=0.05, 

and Power = 80%), a sample size of 15 was needed to test 
our Part 1 hypotheses. We recruited 17 parent-child pairs for 
Part 1, and eight pairs continued to Part 2. The participants 
who did not complete Part 2 often made this choice due to 
time constraints not having an Android device. Data 
collection ended in May 2018. 

Children were 9-17 years old with average age 13.5 years. 
Parents were mostly between ages 31-40 (8) and 41-50 years 
(8), except one who was older. Most of the children were 
female (9) and most parents (10) were male. Children 
identified themselves as Asian (8), Hispanic/Latino (3), 
Black/African American (1), and other ethnic origins. 
Parents reported similar ethnic backgrounds. Nine parents 
indicated that they had a Master’s degree. Other parents had 
either a four-year (7) or a two-year (1) college degree. The 
annual household income varied from under $30k (1), $30-
$60k (3), $80k-$100k (1), $100k-$150k (8), and over $150k 
(3). Five parents reported using parental control apps on their 
child’s mobile device (e.g., Screen Time, Google a/c, Zift, T-
mobile, Microsoft, and OurPact), and four of the children 
were aware they were being monitored. All four parenting 
styles were represented across our sample: authoritative (6), 
authoritarian (6), neglectful (4), and permissive (1).  

RESULTS 

Hypotheses Testing Results (RQ1) 

Table 2 includes mean, median, and standard deviation for 
all the dependent measures for children (C) and parents (P). 
Bolded rows indicate the difference test was statistically 
significant. For the most part, parents and children 
significantly preferred Circle of Trust. Parents and children 

Measure  

(Cronbach’s ∝) 

C/P Normality  

Test^ 

Mean Median St. Dev. Diff. Test^^ 

TXT COT TXT COT TXT COT TXT COT 

Usefulness (0.93) C 

P 
0.95 

0.89* 
0.88* 

0.95 
4.20 

4.44 
5.34 

5.40 
3.83 

4.5 
5.5 

5.67 
1.47 

1.36 
0.98 

0.84 
-2.37* 

-2.31* 

Ease of Use (0.95) C 

P 
0.91 

0.88* 
0.95 

0.73*** 
5.26 

5.92 
6.09 

6.05 
5.33 

6.17 
6.0 

6.5 
1.16 

0.99 
0.63 

1.24 
-2.64* 

-0.74 

Intent to Use 

(0.97) 
C 

P 
0.90 

0.92 
0.96 

0.8** 
2.33 

3.20 
3.24 

4.04 
2.0 

3.0 
3.0 

4.0 
0.76 

1.24 
0.99 

1.18 
-3.39** 

-2.33* 

Risk Mediation 

(0.92) 
C 
P 

0.81** 
0.81** 

0.88* 
0.7*** 

3.93 
4.04 

4.43 
4.54 

4.5 
4.5 

4.5 
5.0 

1.16 
1.12 

0.54 
0.70 

-1.07 
-1.26 

Privacy 

Invasiveness 

(0.83) 

C 

P 

0.94 

0.87* 

0.90 

0.93 

3.65 

3.82 

2.45 

2.52 

3.67 

4.0 

2.33 

2.67 

1.03 

0.72 

0.54 

0.79 

4.86*** 

-3.33*** 

Active Mediation 

(0.72) 
C 
P 

0.89* 
0.91 

0.96 
0.87* 

3.63 
3.67 

3.84 
4.22 

3.67 
4.0 

4.0 
4.0 

0.76 
0.71 

0.71 
0.51 

-1.17 
-2.13* 

Teen Self-

Monitoring (0.90) 
C 
P 

0.96 
0.85* 

0.89* 
0.82** 

3.33 
4.1 

3.96 
4.47 

3.33 
4.0 

4.0 
4.67 

1.14 
0.80 

0.47 
0.49 

-1.89 
-1.32 

Relational Trust- 

Harm (0.70) 
C 

P 

0.91 

0.91 

0.94 

0.94 

3.25 

3.24 

2.55 

2.61 

3.67 

3.33 

2.33 

2.33 

1.0 

0.7 

0.74 

0.77 

3.22** 

2.65* ∝ = Cronbach’s ∝; C=Child; P=Parent; TXT=Text Messaging Parental Control App; COT=Circle of Trust; ^ Shapiro-Wilk 

Test was used for determining normality, if p-value is below 0.05, the data deviate significantly from a normal distribution; 

^^Median and Wilcoxon Signed Ranked tests were used for assessing non-normal data; * Denotes p-value <= 0.05, ** <= 

0.01, *** <= 0.001 

Table 2: Reliability Metrics and Descriptive Statistics for Dependent Measures 
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preferred Circle of Trust over the baseline app in terms of: 
Usefulness (H1a), Behavioral Intent to Use (H1c), Privacy 
Invasiveness (H2b), Relational Trust-Harm (H2e). Children 
preferred Circle of Trust over the baseline app in terms of 
Ease of Use (H1b) and parents preferred Circle of Trust over 
the baseline app in terms of: Active Mediation (H2c). We did 
not find any significant results for: Risk Mediation (H2a) 
and Teen Self-Monitoring (H2d). Also, Ease of Use (H1b) 
for parents and Active Mediation (H2c) for children were not 
supported. We also tested for paired differences between 
parents and children for all the dependent measures. Parents 
reported significantly higher child self-awareness for Circle 

of Trust than children (Z=-2.923, p=0.003). Parents’ 
behavioral intent to use of the baseline app was significantly 
higher than those of children (t(16)=-3.080, p<=0.01). No 
other statistically significant differences were found between 
parents and their children.  

The Values that Mattered within Families (RQ2) 

In this section, we present the most frequently discussed 
values in relation to what participants thought about the two 
apps. Respecting a child’s privacy was the most frequently 
mentioned value (N=31 out of 34 participants), followed by 
promoting parent-child trust (N=18), facilitating open 
communication (N=14), and negotiating control between 
parents and children (N=14). In most cases, these values led 
participants to prefer the design of Circle of Trust over the 
baseline parental control app. In the sections below, we 
describe each value and how this value played a role in how 
children and parents evaluated the apps. 

Respecting the Privacy of the Child  

Most children (13 out of 17) preferred Circle of Trust 
because it gave them more privacy. Parents only saw risk-
flagged content for trusted contacts, which made children 
feel better about their parents monitoring their text messages:  

“Your parents can not see everything. Not that I can get 
away with things. It [Circle of Trust] shows less and it shows 

bad things- not the exact word.” –C1, 14-year old male 

Many children explained that they would be uncomfortable 
texting if they had no privacy from their parents, indicating 
they would even use a different messaging platform, if the 
baseline app were installed on their phones:  

“I feel like you are not giving your child and her friend 
privacy. … I will not feel comfortable texting with my friends 
about what we talk about.” –C2, 16-year old female 

Similarly, most parents (13 out of 17) valued their children’s 
privacy and preferred Circle of Trust. They thought that this 
app was less privacy-invasive than the baseline app, which 
they thought would invade their child’s privacy:  

“In the first app [baseline app], it looks like I am invading 

her privacy a lot. I was getting to know things I might not 

want to. But here [Circle of Trust] she gets her privacy.”–
P8, Mother of 15-year old female 

On the other hand, some parents of younger children thought 
that, at their children’s age, privacy was not important. 
According to them, their children were not mature enough to 
differentiate between right and wrong by themselves.  

“Privacy is not important at this age … at her age, she does 
not know, what is good, what is bad.”–P9, Mother of 10-year 
old female 

Overall, most children and parents wanted their child to have 
some level of privacy, and hence, preferred Circle of Trust 
over the baseline app for this reason.  

Promoting Trust between Parent and Child 

Some children (6 out of 17) thought that using Circle of Trust 
would improve their trust relationship with parents. 
According to them, using the baseline app would question 
the existence of trust between parent and child:  

“If you are using [Circle of Trust] then your child realizes 

that my parents trust me at certain level and if you are using 

text messaging [baseline] app and see all messages then 

your child thinks my parent don’t trust me, they think I might 
do something wrong.”–C15, 15-year old male 

However. some younger children preferred the baseline app 
as it would allow their parents to teach them how to safely 
interact with others and build trust. Yet, when they grew 
older, they would value being able to confide in their friends 
without their parents’ supervision: 

“May be for children baseline app would be better. So that 
child can discuss with their parents what did they did wrong 

and how he can they improve in texting. But when they grow 

older … Circle of Trust would be better ... Based on if they 
are trusted or not, child can confess their own thoughts with 

their friends.” –C12, 10-year old female 

Over half of the parents (9 out of 17) agreed that trusting their 
children was necessary as they grow older. Otherwise, a lack 
of trust would hurt the relationship with their children:  

“When you are bringing up your child you need to trust them 
at a certain point of time ... Unless you trust them to a certain 

level, it’s very difficult to maintain certain sort of 

relationship with them. So, I feel the first app [Circle of 

Trust] is better.”–P5, Mother of 12-year old female 

In summary, parents and children believed that Circle of 

Trust would help them build parent-child trust. A lack of 
trust might hurt parent-child relationships, especially as 
children matured into teens. Younger children and their 
parents would like to use the baseline app more, but these 
parents would consider increasing trust over time.  

Facilitating Open Communication  

Some children (4 out of 17) thought that Circle of Trust 
would help them communicate better with their parents. 
When a child was too scared or uncomfortable to approach 
their parent for help, they felt that the app could help initiate 
those types of hard conversations:  
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“… the kid does not have to be the one going and asking for 
help. The parents can go and like ‘hey you know I see that’s 
happening’ and confront the kid about it instead of the kid 
having to confront them. Because if they [children] are 

insecure then confrontation is not the thing they want to do 

at all.”–C17, 17-year old female 

Over half of the parents (9 out of 17) also liked how Circle 

of Trust helped them teach their children whom they should 
and should not trust. The Circle of Trust app would facilitate 
more communication as part of this negotiation process:  

“And we can discuss why they are not [trusted]. What is 

inappropriate about it and why certain friends are [trusted]. 

Communication would increase between me and my child.” 
–P1, Father of 14-year old male 

Parents and children generally liked the communication 
between parent and child and preferred to use Circle of Trust. 
They felt that communication would help children learn 
more about online safety and would promote positive parent-
child relationship. However, one parent preferred open 
communication with his child to the extent that he preferred 
not to use any app at all. Yet, he said that if he had to use an 
app, then Circle of Trust would be much better for his family. 

Negotiating Control between Parents and Children 

Some children (5 of 17) liked Circle of Trust as it would give 
them some control to decide who should be in their trust 
circle, and who should be outside of it:  

“I like the Circle of Trust app probably because it allows me 
as the child [to] decide who you do want in your circle and 

who you do not want in your circle.”–C2, 16-year old male 

Similarly, some parents (5 out of 17) liked the fact that Circle 

of Trust gave children and parents the ability to negotiate 
which contacts would be trusted or not. The ability to 
negotiate boundaries through the app was helpful. These 
parents liked the fact that in Circle of Trust presented the 
interaction as a request of the child instead of a demand: 

“Because, it never kind of forcing you to...I am requesting.”–
P14, Father of 11-year old male 

Parents generally liked the idea of having more control than 
their children when making decisions. Some parents of 
younger children did not want to give their child more 
freedom. However, they were open to giving their child more 
freedom as they got older:  

“You can differentiate based on ages…the age may be from 
9-10 years to say 14-15 years maybe it’s better to use the 
second one [baseline app]. I think when they cross 15, then 

I think the first [Circle of Trust] will be beneficial. Because 

then they are more aware of the society, they are more aware 

of themselves.” –P12, Father of 10-year old female 

App preference based on age was a common theme we found 
when it came to negotiating control. Parents and children 
mentioned other values during the interviews, including the 
importance of safety, the convenience of using risk-flagging 

to assist with monitoring, teaching good decision making, 
and helping children be more aware of their own actions. 
However, these values did not emerge as frequently. 

A Feature-based Assessment of Circle of Trust (RQ3) 

In the post-survey for Part 2, we asked parents and children 
(N=8 pairs) to rate the features of Circle of Trust. Figure 2 

shows mean ratings for the main features of Circle of Trust 
with bars indicating standard deviations. We ordered the 
features by the cumulative average of parents and children in 
descending order. The “Dashboard” was the most popular 
feature among participants, and “Word Cloud” was the least 
popular feature. Children particularly liked having access to 
their own dashboard. Overall, parent ratings were higher than 
those from children, except for the “Circle of Trust 
Accept/Reject for Child” feature, where children had to 
approve if the parent wanted to remove a trusted contact from 
their “Circle of Trust.” Children rated this feature more 
favorably than parents. Parents were ambivalent about 
negotiating with their children about which contacts should 
be in the child’s trust circle. Some parents were against their 
child having accept/reject decision power, acknowledging 
that it would be difficult to give up that level of control: 

 “The feature I didn’t like is obviously the accept/reject 

feature for child because as a parent you wanna be more in 

control of that feature than allowing them to have control of 

that. So it’s kind of reverse of what she was saying 
[smiling].”–P2, Father of 16-years old female 

Overall, the results from Part 2 reconfirmed many of the 
value-based themes from Part 1 of our study. Yet, we gained 
insight into features that needed to be iterated upon in our 
next version of Circle of Trust.  

DISCUSSION 

Below, we discuss the implications of our results, the 
limitations of our work, and future research directions.  

Differentiating between Children and Teens 

A benefit (and lesson-learned) from our choice to include 
younger children in our study was that it confirmed our 
earlier assumption that online safety apps should be uniquely 

 

Figure 2: Parent-Child Evaluations of Circle of Trust 

Features 
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designed for different age groups. Overall, our findings 
suggest that Circle of Trust is more appropriate for teens as 
opposed to younger children. This presents an interesting 
research question for how one might transition the app from 
giving higher levels of parental control for younger children 
to more personal agency to self-regulate once children 
become teens. This is a challenge that commercial entities, 
such as Google’s Family Link, have also had to address [13] 
within their platforms, as 13 is the legal age of consent on the 
internet. One potential way to do this would be to incorporate 
customizable features targeted towards shifting the balance 
between increased parental control or teen autonomy. The 
app might suggest certain features based on the child’s age 
and nudge parents to adjust these features over time. 
Otherwise, a teen could request a certain feature be turned on 
or off based on earning trust from their parents. Making 
family monitoring apps developmentally appropriate based 
on the age of the child is a worthy area of further exploration. 

Reflecting on When Trust Begins 

Participants raised concerns about contacts being out of the 
“Circle of Trust” right after installing the app, and parents 
being able to read all the child’s messages sent/received in 
the last 14 days. This concern raised a basic question about 
the starting point of parent-teen trust. Should we, by default, 
assume no trust and then work up to trusting people? Or 
should we, by default, assume everybody is trusted and then 
they fall out of trust if there is a risk flag? As a parent 
suggested during our study, we plan to redesign the app to 
bring up the contact list first and have parents and teens work 
together to decide who belongs in the trust circle before 
message details are shown to parents. Alternatively, during 
the installation of the app, we could ask parent and child what 
trust circle model (i.e., trusted/non-trusted or spectrum of 
trust) they would like to use to perform the initial negotiation 
on trust circle membership (they could choose between 
showing the contact list first or showing the actual 
conversations). Otherwise, we might have a spectrum of trust 
or multiple circles of trust. Implementing a layered “Circles 
of Trust” that can adjust more intelligently to notify parents 
when they need to pay immediate attention to a situation is 
another avenue we plan to explore.  

Moving towards Teen Self-Regulation 

Circle of Trust did not support risk mediation or child self-
monitoring any better than the baseline app (Table 2). This 
suggests that the app, in its present form, lacks features that 
could help teens self-regulate their online behaviors and 
assess the quality of their relationship with their friends. 
What feature could help teens be more reflective about their 
relationships? We could potentially implement a feature that 
leverages validated approaches to help teen assess friendship 
quality [11] for all their contacts. However, more work needs 
to be done to understand how best to support teen self-
regulation and to teach them how to be good digital citizens 
[42]. Thus, we plan to conduct participatory design sessions 
with teens to improve these capabilities prior to launching a 
longitudinal field study.   

Limitations and Future Research 

We counter-balanced the sessions to minimize potential 
ordering effects and presented the same evaluative questions 
to participants for each app, both of which we designed and 
built, so that they would be consistent in terms of look and 
feel. However, demand characteristics (participants trying to 
please researchers [20]) may still have influenced our results. 
Between group user studies or field studies should be done 
to further reduce bias. Another potential bias is that eight 
parent-teen pairs were recruited from an Indian community 
group. Indian mothers in America are more likely to use 
authoritative parenting styles, while parents residing in India 
are more inclined to use authoritarian parenting styles [41]. 
The Indian parents in our sample were a mixture of parenting 
styles: authoritative (2), authoritarian (2), neglectful (3), and 
permissive (1), and we received a wide range of perspectives 
from these families. Therefore, we do not believe that 
sampling from this population biased our results. On the 
contrary, we believe that drawing participants from non-
white families is a contribution of this work. Similar to Yardi 
et al. [71], future studies should continue to diversify their 
sampling procedures to include families of color. Overall, 
our results are generalizable to the extent that they show that 
the values we intended to embed in Circle of Trust were 
mostly translated into design. More importantly, our 
empirical study pinpointed key opportunities for redesign. 
Based on our findings, we will iterate on Circle of Trust prior 
to conducting longitudinal field studies with families.   

CONCLUSION 

We conceptualized a new approach to adolescent mobile 
online safety, developed an Android app called Circle of 

Trust, and explored this app in comparison to the status quo 
of parental control apps. Participants found our Value-
Sensitive Design approach less privacy-invasive for teens 
and beneficial to the parent-child trust relationship. We 
provided implications of our results and then suggested 
designs that would help create effective mobile online safety 
solutions and promote positive parent-teen relationships. 
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