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The Elliott-Yafet spin relaxation mechanism posits linear proportionality between spin and momentum
lifetimes in low spin-orbit coupling nonmagnetic metals, and is widely accepted in spintronics. Accurate
experimental determination of the Elliott-Yafet proportionality constants (βi) between the spin and momentum
relaxation times for individual scattering sources is challenging, however. This is apparent from the literature on
nonlocal spin transport in Cu, for example, where reported phonon (βph) and defect (βdef ) Elliott-Yafet constants
vary by an order of magnitude. In recent work we discovered that even part-per-million-level magnetic impurity
concentrations can substantially influence spin relaxation in Cu, via a spin transport analog of the Kondo effect.
To clarify whether this could explain the reported variability in βi, here we report on a comprehensive study
of spin transport in Cu-based lateral nonlocal spin valves, varying the ferromagnetic contact material, interface
structure, Cu thickness, and post-fabrication annealing conditions, resulting in widely varied microstructures and
magnetic impurity concentrations. Quantifying the effects of magnetic impurities on charge and spin transport
we demonstrate the dramatic, even dominant, effect these can have on spin relaxation rates, and thus extracted
βi. Minimization of magnetic impurity effects is achieved via Al interlayer insertion or moderate annealing,
restoring the expected temperature dependence for phonon-mediated spin relaxation, and enabling more reliable
determination of βi for phonons (740 ± 200), and nonmagnetic defects (240 ± 50). The latter contribution is
shown to be dominated by grain boundaries in these polycrystalline Cu films. Cross-sectional transmission
electron microscopy measurement of grain sizes in actual nonlocal spin valve devices then establishes a useful
empirical relationship between average grain size and spin diffusion length. These measurements highlight the
importance of magnetic impurities in metallic spin transport, explain the wide variability in reported βph and βdef

in Cu, and elucidate the relationship between metallic spin transport and microstructure.

DOI: 10.1103/PhysRevMaterials.3.124409

I. INTRODUCTION

Efficient and controlled transport of spins in metals would
enable numerous advances in spintronic devices, including
sensors, logic, and data storage devices. One specific ex-
ample is the need for metal-based alternatives to magnetic
tunnel junctions in hard disk drive read head sensors, which
arises due to resistance scaling challenges at low dimen-
sions [1–3]. The substantial effort to improve our understand-
ing of the injection of spins from ferromagnetic (FM) to
nonmagnetically-ordered (“nonmagnetic,” NM) metals, and
their subsequent transport and relaxation, thus continues,
particularly at nano- and meso-scopic scales [4–22]. Among
the many questions that remain open, the impact of spe-
cific scattering sources on spin relaxation in NM metals is
prominent [11,21,23–25]. Even in heavily studied light metals
with weak spin-orbit interaction (e.g., Al, Cu), the individual
effects of interfaces, surfaces, grain boundaries, dislocations,
and point defects (impurities, etc.) are far from understood
[9,11,17–19,21,26–28].

*These authors contributed equally to this work.
†Corresponding author: leighton@umn.edu

The prevailing theoretical picture for spin relaxation in
light NM metals, widely accepted in spintronics, is the Elliott-
Yafet (E-Y) mechanism, wherein conventional elastic scat-
tering mediates spin mixing, controlled by the spin-orbit
interaction strength [29–31]. This was originally cast in terms
of simple linear proportionality between the spin lifetime τs
and the momentum relaxation time τe, i.e., τs = βτe, where
β is sometimes referred to as an E-Y constant [32]. Follow-
ing a probabilistic interpretation, spin relaxation thus occurs
every β momentum relaxation events on average (i.e., with
probability β−1 at each event), β being proportional to the
spin-orbit interaction strength. This original formulation did
not, however, explicitly account for multiple possible sources
of scattering, such as phonons, surfaces, grain boundaries,
impurities, etc. To address this, a generalized E-Y relation
was advanced [6,7,9–11,13–15,18–21], essentially applying
Mattheissen’s rule to spin transport. The total spin relaxation
rate then becomes

1

τs
=

∑
i

1

τs,i
=

∑
i

1

βi

1

τe,i
, (1)

where the 1/τs,i are the individual spin relaxation rates
due to scattering source i, the 1/τe,i are the corresponding
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individual momentum relaxation rates, and the βi are the
E-Y constants for each source of scattering. Framed this way,
the challenge of quantitative understanding of metallic spin
relaxation reduces to determining the important βi in a given
NM, for subsequent comparison with theory. Some successes
have been achieved. Elemental NM metals such as Au, Cu,
Ag, Na, and K, for example, were shown from conduction
electron spin resonance (CESR) measurements to have the
temperature (T)-dependent scaling of 1/τs with resistivity (ρ)
expected from Eq. (1) [32]. More recently, the phonon value
of β (βph) in polyvalent Al was quantitatively understood
in terms of “spin hot spots,” i.e., points on the Fermi sur-
face where spin-orbit coupling becomes strong compared to
interband energies [33,34]. In general, however, quantitative
experimental determination of even the most elementary βi

in Eq. (1) has proven challenging. Historically, there has
been a paucity of methods to accurately determine τs for
comparison to τe, particularly with some means to separate
scattering sources such as phonons and T-independent defects.
Historical literature data for β are thus mostly restricted to βph

values from CESR on ultrapure NMs [30,32,35]. In Cu, for
example, this has led to an accepted value for βph of ∼1000,
meaning that spin relaxation occurs every ∼1000 phonon
scattering events on average [30,32].

In principle, the lateral nonlocal spin valve (NLSV) pro-
vides a means to substantially advance the quantitative un-
derstanding of E-Y spin relaxation in metals, as it enables
all-electrical generation and detection of diffusive pure spin
currents [4,5]. This allows for determination of τs(T ) in a
device in which ρ(T ), and thus τe(T ), can also be straight-
forwardly measured. Appropriate analysis then enables sepa-
ration of T-dependent (phonon) scattering from T-independent
(defect) scattering, thus determining βph and βdef . Additional
experiments carefully varying specific defect densities could
then be used to deconvolute the effects of various defects
(e.g., grain boundaries, surfaces, impurities, etc.) on βdef .

Briefly, the NLSV geometry places two FM nanowire con-
tacts (a spin injector and a spin detector) a distance d apart on
an NM nanowire channel, as schematically shown in Fig. 1(a).
Injection of a current I from the injector FM into the NM wire
results in accumulation of a nonequilibrium spin population
in the NM. This spin population diffuses towards the detector
FM where it is detected via the nonlocal potential difference
�VNL that develops between the detector FM and the far end
of the NM wire, which remains in equilibrium. This �VNL is
measured by toggling the magnetizations of the injector and
detector between parallel (VP) and antiparallel (VAP) states.
The nonlocal spin resistance, or “spin signal” is then given
by �RNL = �VNL/I , providing a direct measure of the spin
accumulation at the detector. T-dependent measurements of
�RNL vs d then yield the NM spin diffusion length λN (T )
and thus τs(T ). This can be compared with τe(T ) determined
from ρ(T ), enabling the determination of βph (from the T
dependence) and βdef (from the low T , residual values).

Although the above analysis appears relatively straightfor-
ward, examination of the literature on metallic NLSVs reveals
remarkable variability in published βph and βdef values. Cu,
Al, and Ag are the only NM metals that have been widely
studied in NLSVs, Cu being the focus of most attention
[10,11,13–15,18–20]. Even in this most heavily studied case,

FIG. 1. (a) Schematic of the NLSV geometry for a FM/Cu
device, showing the Cu channel, FM injector/detector (with sep-
aration d), and nonlocal measurement configuration. (b) Cross-
sectional TEM image of a Co/Cu NLSV, showing the Co injector and
Cu channel (tN = 50 nm). (c) Corresponding STEM/EDX chemical
composition map (magenta, Co; cyan, Al; green, Cu). (d) Nonlocal
resistance (RNL) vs H for a tN = 25 nm Co/Cu NLSV at T = 5 K; the
spin accumulation signal (�RNL = RP − RAP) is indicated. (e) and (f)
�RNL vs d at temperature T = 5 K. Note the semilog scale. Data are
shown for: (e) Fe/Cu NLSVs with channel thickness tN = 200 nm
annealed at temperatures TA between 80 and 300 °C and (f) Co/Cu
NLSVs with TA = 300 ◦C at tN between 25 and 200 nm. Solid lines
are fits to the model described in the text. Error bars are shown but in
some cases are smaller than the data points.

reported βph values for Cu vary between 490 and 3570
[10,13–15,20], i.e., almost an order-of-magnitude. Although
this range encompasses the accepted CESR value of ∼1000
[30,32], it is unclear what the origin of the large variability
in NLSV-deduced βph values is, and thus what level of agree-
ment truly exists between CESR and NLSV measurements.
The situation is similarly unsatisfactory for βdef . Reported
values for Cu span from 215 to 2560 [10,11,13–15,18–20],
i.e., a factor of ∼12, with little understanding of how this
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should be apportioned among various possible defects. Some
work has attempted to correlate βdef with grain size, deducing
a grain boundary β (βGB) of ∼1000 [11], but other specific
defect βi remain unknown. Moreover, given that the reported
ranges for βph and βdef overlap, it is not clear if these values
truly differ in Cu. Given these questions, it is imperative
that some understanding be gained of the root cause of
the wide variability in E-Y β values from metallic NLSV
studies.

A range of factors have been suggested to play a role in
the variability of NLSV-deduced βph and βdef values in metals
such as Cu, including strong and/or T-dependent surface
spin relaxation [7,19,21,22], variation in deposition condi-
tions (generating variable distributions of defect types) [8,12],
and uncontrolled incorporation of large spin-orbit coupling
impurities [36]. A quite different factor recently discovered to
play a striking role in metallic spin transport is incorporation
of magnetic impurities (MIs). Specifically, recent work from
ourselves [28,37–39] and others [6,11,13,40] demonstrated
that even very low concentrations of MIs [order parts-per-
million (ppm)] can dramatically influence metallic spin trans-
port through a manifestation of the Kondo effect. Early work
on this effect noted that the widely observed unexpected
nonmonotonicity in �RNL(T ) in Cu-based NLSVs occurs
due to a low T suppression of �RNL that is logarithmic in
T, with a characteristic temperature in good agreement with
the known Kondo temperature (TK ) of the FM/Cu pairing
[28]. The nonmonotonicity in �RNL(T ) was also found to
vanish in NLSVs based on Al, a metal that is known to
not support local moments on dilute 3d transition metal
impurities, and thus not exhibit the Kondo effect [41–43].
Subsequent analyses demonstrated that the low T decrease in
�RNL(T ) occurs due to logarithmic suppression of the current
spin polarization α [28,39]. This was explained in terms of
depolarization of the injected spin current by Kondo scattering
at MIs near the interface, generated by FM/NM interdiffusion.
Annealing was shown to enhance this interdiffusion, leading
to simultaneous observation of conventional transport and
spin transport Kondo effects, and quantification of channel MI
concentrations (in the 10–100 ppm range) [37]. Subsequent
work also introduced MIs throughout the channel, rather than
only at the FM/NM interface, resulting in similar Kondo
effects not only in α(T), but directly in τs(T ) and λN (T ) [13].
Accompanying theory was then developed, showing, remark-
ably, that although the process is not spin-orbit mediated,
Kondo spin relaxation at MIs can be cast in E-Y form, i.e.,
τs,K = βKτe,K (where the “K” subscript denotes Kondo), with
βK = 3/2 [39]. This remarkably low effective E-Y β value
(compare βK = 3/2 with βph ≈ 1000 in Cu for example) was
then validated experimentally [38,39], confirming that spin
relaxation at MIs is highly efficient compared to spin-orbit-
mediated relaxation at NM defects. Spin transport is thus even
more sensitive than charge transport to ppm-level MI concen-
trations. Given this demonstrated importance of MIs in Cu, it
is natural to ask whether Kondo spin relaxation could play a
role in the variability in βph and βdef in Cu-based NLSVs. This
is the motivation for this work. Importantly, based on these
recent experimental and theoretical developments, we are now
armed with the capability to fully quantify the influence of
MIs on both charge and spin transport.

With these goals in mind, we report here on a compre-
hensive study of spin transport in Cu-based NLSVs, varying
the FM contact material, interface structure (either FM/Cu
or FM/Al interlayer/Cu), Cu channel thickness, and post-
fabrication annealing conditions, achieving widely varied mi-
crostructures, interdiffusion levels, and channel MI concen-
trations. Quantifying MI effects on charge and spin transport,
we demonstrate the significant, even dominant, effect these
can have on spin relaxation. In the worst cases the expected
T dependence of τs is in fact completely masked by Kondo
scattering, rendering extraction of reliable βi impossible. Min-
imization of MI effects is achieved via Al interlayer insertion
or moderate annealing, however, restoring the expected T
dependence of τs and enabling more reliable determination
of βph = 740 ± 200 and βdef = 240 ± 50. Grain boundaries
are then shown to be the dominant contributor to βdef , cross-
sectional transmission electron microscopy (TEM) measure-
ment of grain sizes in actual NLSVs establishing a useful
empirical relationship between average grain size and λN in
Cu. These measurements and analyses highlight the impor-
tance of MIs in metallic spin transport, explain the wide
variability in reported βph and βdef in Cu-based NLSVs, and
elucidate the relationship between metallic spin transport and
microstructure.

II. EXPERIMENTAL METHODS

NLSVs were fabricated with Cu channels, using Fe, Co,
and Ni80Fe20 (permalloy, Py) as the FM contacts. Shadow
masks defined by electron beam lithography on Si/Si-N sub-
strates were used for multiangle deposition of NLSVs, as
in our prior work [28,37–39,44]. Ultrahigh vacuum (∼10−10

Torr base pressure) electron beam evaporation was employed,
with Cu source purity of 99.999% and FM purity of 99.95%.
Deposition rates for Cu and the FMs were kept at 1.0 and
0.5 Å s−1, respectively; the FM thickness (tF ) was held at 16
nm, while the Cu thickness (tN ) was varied between 25 and
400 nm. The widths of the FM injector, FM detector, and NM
channel were fixed at 100, 150, and 200 nm, respectively, and
the injector-detector separation (d) was varied between 150
and 2000 nm. As discussed below, some NLSVs also had a 6
nm Al interlayer (IL) between the FM and NM, and some de-
vices (Fe/Cu) were annealed, post-fabrication, at temperatures
TA up to 500 °C in vacuum (10−6 Torr) for 2 h. Unannealed
devices reach 80 °C during processing, and are thus labeled as
TA = 80 ◦C. Conventional cross-sectional TEM imaging was
conducted using an aberration-corrected (probe-corrected)
FEI Titan G2 60–300 scanning TEM (STEM), operated at
300 kV. Cross-sectional TEM specimens were prepared using
a focused ion beam (FIB, FEI Helios NanoLab G4) using
30 kV Ga ions, followed by 1–5 kV ion milling to remove
damaged layers on the specimen surfaces. An example TEM
image from a Co/Cu NLSV, with tN = 50 nm, is shown in
Fig. 1(b), along with a corresponding energy-dispersive x-ray
(EDX) spectroscopy composition map in Fig. 1(c) (color map:
magenta, Co; green, Cu; cyan, Al). Examining Figs. 1(b) and
1(c), the 16 nm thick Co injector and conformal Cu channel
are readily seen. NLSV electrical measurement methods have
also been described in prior work [28]. Briefly, 13 Hz AC
excitation was employed, using typical currents of 316 μA.
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Measurements were made from 5 to 275 K, �RNL being
determined from in-plane magnetic field sweeps at each T.

III. RESULTS

A. Extraction of spin diffusion lengths and lifetimes

Two sets of NLSVs form the basis for the majority of
this study: an Fe/Cu set with fixed tN = 200 nm and varied
TA (80 to 500 °C) and a Co/Cu set with fixed TA = 300 ◦C
and varied tN (25 to 200 nm). (An additional set of devices
discussed in later sections is based on Py/Cu with TA =
80 ◦C and tN = 200–400 nm.) Figure 1(d) displays a typical
measurement of RNL(H ) for our devices, in this case a Co/Cu
NLSV with tN = 50 nm, measured at T = 5 K. Indicated in
the figure is the spin accumulation signal �RNL = RP − RAP.
Note, as is typical throughout the literature, that a field-
independent “background” (2.27 m� in this case) has been
removed from the data of Fig. 1(d). Figures 1(e) and 1(f) show
illustrative T = 5 K (semilog) plots of �RNL vs d for the
two primary sample sets. Considering Fig. 1(e), the expected
simple exponential decay of �RNL(d ) is evident at high d ,
directly reflecting the magnitude of λN , which apparently
increases with TA and tN [Figs. 1(e) and 1(f), respectively].
Also apparent in Fig. 1(e) are the typical low d deviations
from simple exponential behavior. These are characteristic of
transparent (i.e., low resistance) FM/NM interfaces, occurring
due to back-diffusion of injected spins into the FMs [45]. As
illustrated by the solid fit lines, the full d dependence is well
described by the 1D magnetoelectronic circuit theory solution
for �RNL in the NLSV geometry in the transparent interface
limit [45,46]:

�RNL(d,T )

= 4
αeff

2RFM
2

(1−αeff
2)2RN

exp(−d/λN )[
1+ 2RFM

(1−αeff
2 )RN

]2−exp(−2d/λN )
. (2)

Here RN = ρNλN/wNtN and RF = ρFλF/wNwF are the spin
resistances in the NM and FM, ρN and ρF are the respec-
tive resistivities, λN and λF are the respective spin diffusion
lengths, and wN and wF are the respective widths. As in
our prior work [28,37–39,44], we employ an effective value
of the current spin polarization αeff to account for depolar-
ization of the injected spin current by Kondo scattering at
interdiffused FM/NM interfaces. In order to best constrain the
fitting, resistivities were measured on the same NLSVs (or on
nanowires with identical dimensions in the case of the FMs),
all dimensions were measured for each device, and λF was
constrained to a T-independent value of 4 nm, derived from
empirical scaling with ρF [47]. This leaves only λN and αeff

as fitting parameters, the former being uniquely determined by
the high d exponential behavior. Close inspection of Figs. 1(e)
and 1(f) suggests complex TA and tN evolution of the slope
and intercept, and thus λN and αeff , as discussed quantitatively
below.

Fitting results for λN (T ) and αeff (T ) are summarized in
Fig. 2, for both the variable TA Fe/Cu NLSVs (left panel)
and the variable tN Co/Cu NLSVs (right panel). Also shown
for comparison in Fig. 2 are τe(T ) and τs(T ), for the same
devices. τe(T ) is extracted from ρN (T ) measured on the

exact same NLSVs, using τe(T ) = 3/ρN (T )N (EF )e2vF
2, i.e.,

standard Boltzmann transport [48], where N (EF ) denotes the
density-of-states at the Fermi level and vF is the Fermi veloc-
ity. τs(T ), on the other hand, is extracted from λN (T ) via the
typical relations τs = λN

2/D and D = vF/
√

3τe. Figures 2(a)
and 2(e) first show τe(T ), and its response to TA and tN , from
which some simple deductions can be made. From Fig. 2(e),
τe can be seen to trend towards a weakly thickness-dependent
value at high T, consistent with phonon scattering. In the low T
limit, however, τe increases monotonically with tN , exceeding
100 fs at tN = 200 nm. This reflects the typical finite size
scaling of ρN (T ) in metals, which will be shown below to be
dominated by increasing defect (grain boundary) scattering at
low tN . τe is also monotonic with T at each tN [i.e., ρN (T )
is monotonic], indicating that conventional charge transport
Kondo effects are weak. (A minor low T downturn in τe(T ) is
actually evidenced at 200 nm, consistent with our prior work
on Co/Cu [38] and statements in Sec. I.) Moving to the TA
dependence, Fig. 2(a) shows similar overall τe(T ) for Fe/Cu,
the increase with TA at low T suggesting an unsurprising
decrease in defect density. This holds only up to TA = 450 ◦C,
however, beyond which τe drops significantly. Consistent with
prior work on Fe/Cu, at TA = 500 ◦C [37] we then find a
small maximum in τe(T ) at low T [i.e., a minimum in ρN (T )],
which is evidence of the conventional Kondo effect. As will
become clearer below, this is essentially the annealing tem-
perature at which MIs diffuse so extensively throughout the
channel that a significant conventional Kondo effect occurs in
ρN (T ) [37].

At first sight, and qualitatively, the trends in the extracted
λN (T ) [Figs. 2(b) and 2(f)] appear broadly consistent with
expectations based on τe(T ), i.e., with E-Y scaling. For most
TA and tN values, λN monotonically increases on cooling,
apparently mirroring τe(T ). The low T value of λN grows
with increasing tN [Fig. 2(f)], and with TA from 80 to 300 °C
[Fig. 2(b)], corresponding to the decreases in defect density
deduced from τe. Spin diffusion lengths up to almost 1.5 μm
are thus obtained. The situation is distinctly more compli-
cated at TA � 400 ◦C, however, where clear nonmonotonicity
emerges in λN (T ) [see for example the peak in λN (T ) at
TA = 400 ◦C in Fig. 2(b)]. This peak is notably similar to that
seen in NLSVs based on low purity Cu [13], suggesting, in
agreement with our own prior work on Fe/Cu [37], that at
these TA substantial MI concentrations are present not only
at the FM/NM interface (thus affecting αeff ), but also deep
into the channel (thus affecting λN ). At yet higher TA the
spin diffusion length undergoes a sharp drop, which will be
further elucidated below. In general, broad comparison of
Figs. 2(a) and 2(e) with Figs. 2(b) and 2(f) suggests qualitative
agreement with the E-Y mechanism in that λN appears to
approximately scale with τe, at least until heavy MI contami-
nation of the bulk of the Cu channel sets in.

Interestingly, the simple additional step of directly com-
paring τe(T ) with τs(T ) [Figs. 2(c) and 2(g)], rather than
λN (T ), exposes obvious problems. These become apparent in
Fig. 2(g), for example, where τs in Co/Cu NLSVs is found
to have remarkably weak T dependence, in most ranges of
T and tN actually increasing with increasing T, in obvious
contrast with E-Y scaling expectations based on Fig. 2(e).
Similar behavior occurs at low TA in the Fe/Cu NLSVs shown
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FIG. 2. Temperature (T) dependence of (a) and (e) the elastic scattering time (τe), (b) and (f) the spin diffusion length (λN ), (c) and (g) the
spin lifetime (τs), and (d) and (h) the effective spin polarization normalized to its maximum value (αeff/αeff,max). Data are shown for Fe/Cu
NLSVs (left) with fixed channel thickness tN = 200 nm at various annealing temperatures TA = 80 − 500 ◦C, and for Co/Cu NLSVs (right)
at fixed TA = 300 ◦C and tN = 25 − 200 nm. Error bars are standard errors on extracted fit parameters and are shown only at the highest and
lowest T for clarity.

in Fig. 2(c), moderate annealing at around 200–300 °C being
required to restore any T window within which τs decreases on
warming. Increasing TA to 500 °C then induces a sharp drop
in τs to just a few ps, comparable to the low values seen in
Fig. 2(g) for Co/Cu; this is clearly associated with the corre-
sponding decreases in λN [Fig. 2(b)] and τe [Fig. 2(a)] at high
TA, occurring due to large MI concentrations accumulating
throughout the channel. Before any further analysis, the fact
that the spin lifetime in Cu is so different in the Fe/Cu and
Co/Cu NLSVs shown in Figs. 2(c) and 2(g) strongly suggests
an important role in spin relaxation for interdiffused MIs from
the FM.

Figures 2(d) and 2(h) show the final parameter extracted
from the fits of the type shown in Fig. 1, i.e., αeff . This is plot-
ted as αeff (T ) normalized to its maximum value as: (i) this best
illustrates the low T downturn due to Kondo suppression of
injected polarization at interdiffused interfaces (as discussed
in Sec. I); and (ii) the polarization is a property of the FM/NM
interface more than the Cu channel (which is the focus here),
meaning that the absolute αeff values are of lower interest. The
reader may refer to prior work for typical absolute values of
αeff [37,38]. The first feature of note in Figs. 2(d) and 2(h)
is the aforementioned downturn in αeff (T) at low T, which
occurs in all cases. As TA is increased in Fig. 2(d) this effect

strengthens monotonically, to the point where ∼30% of the
polarization is lost at low T. This reflects the increasing Fe/Cu
interdiffusion with TA (as studied quantitatively in our prior
work [37]), leading to stronger suppression of α by Kondo
scattering at interdiffused Fe impurities in the Cu near the
interface. Also consistent with prior work, this suppression
in polarization shifts dramatically upwards in T for Co/Cu
NLSVs [Fig. 2(h)], due to the much larger TK for Co in Cu
(∼ 500 K) compared to Fe in Cu (30 K) [41,49–52]. Due to
the constant TA in the Co/Cu NLSV set, and thus constant
extent of interdiffusion, the αeff/αeff,max(T ) are rather similar
in Fig 2(h).

B. Analysis of spin relaxation rates: Importance of MIs

Based on the above, the behavior of τs in these Cu-based
NLSVs is clearly anomalous, actually increasing with T over
a wide region of parameter space [Figs. 2(c) and 2(g)]. This
appears at qualitative odds with E-Y scaling [τe monotonically
decreases with T in Figs. 2(a) and 2(e)], even prior to the onset
of extensive FM/NM interdiffusion at high TA. To attempt
to understand this we now consider the spin relaxation rate
τ−1
s (T), applying Eq. (1) to decompose this rate into its

dominant components. Figure 3(a) shows τ−1
s (T ) for both
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FIG. 3. (a) Temperature (T) dependence of the spin relaxation
rate (τ−1

s ) for Co/Cu NLSVs (top) with channel thickness tN =
25 − 200 nm and TA = 300 ◦C, and Fe/Cu NLSVs (bottom) with
tN = 200 nm and TA = 80 − 300 ◦C. Solid lines are fits to the
model described in the text, accounting for spin relaxation due to
phonons, magnetic impurities, and defects. (b) T dependence of the
extracted contributions to τ−1

s in Fe/Cu with TA = 80 and 300 °C, and
Co/Cu with tN = 200 nm and TA = 300 ◦C. The contributions shown
are due to Cu phonons (black line, Bloch-Grüneisen model using
the average fitted Debye temperature θD = 300 K and the phonon
Elliott-Yafet constant βph = 1000), Kondo magnetic impurities, and
T-independent defects (dashed lines). (c) Elliott-Yafet plot, i.e.,
τ−1
s vs τ−1

e,ph, where τ−1
e,ph is the momentum relaxation rate due to

phonons. Data are shown for Al interlayer (IL) NLSVs (Co/Al/Cu
and Fe/Al/Cu), and a 300 °C annealed Fe/Cu NLSV. The inverse
slopes from the straight line fits give the βph values shown. Error
bars are standard errors on fit parameters and are shown only at the
highest and lowest T for clarity.

Co/Cu and Fe/Cu NLSVs, at various tN and TA. For clarity
of discussion the extensively interdiffused high TA samples
(400, 450, and 500 °C) are first excluded here, but will be
returned to below. Consistent of course with Figs. 2(c) and

2(g), the most striking feature of Fig. 3(a) is the observation
of τ−1

s values that decrease on warming, in apparent contra-
diction to simple expectations based on increasing τ−1

e (T ).
Devices such as the tN = 25 nm Co/Cu NLSV in Fig. 3(a)
thus appear to yield a spin scattering rate that decreases with
increasing elastic scattering rate, i.e., an unphysical negative
value of βph in Eq. (1). As can be clearly seen in Fig. 3(a),
however, the negative slope of τ−1

s (T ) in the 25-nm-thick
Co/Cu case is gradually eliminated with increasing tN and
TA, and on switching from Co to Fe, eventually inverting to
positive (i.e., βph > 0), at least at sufficiently high T. The
anomalous decrease in τ−1

s on warming thus diminishes with
decreasing overall spin relaxation rate [from top to bottom
in Fig. 3(a)], achieved here through increased tN and TA
(thus decreased defect density). Given the extensive evidence
now gathered for the importance of MIs in metallic spin
relaxation [11,13,27,28,37–40,53], one emerging possibility
to explain this behavior is that these MIs produce T-dependent
spin relaxation that masks the expected phonon contribution,
even in the absence of a clear Kondo signature in τ−1

e (T ).
Specific evolutions of the MI concentration with tN , TA, and
the choice of FM, could then potentially explain all aspects of
the behavior in Fig. 3(a).

Including phonon, nonmagnetic (T-independent) defect,
and MI contributions, Eq. (1) becomes

1

τs
= 1

βph

1

τe,ph
+ 1

βdef

1

τe,def
+ 1

βK

1

τe,K
, (3)

where τe,ph, τe,def , and τe,K are the momentum relaxation rates
due to phonons, (T-independent) defects, and MIs. Critically,
and as reviewed in Sec. I, it is now understood that Kondo
spin relaxation at MIs follows τs,K = βKτe,K with βK = 3/2
[39,54]. The last term in Eq. (3) can thus be completely quan-
tified, provided 1/τe,K is quantified. We achieve this through
use of the established Goldhaber-Gordon (G-G) phenomeno-
logical expression for the Kondo scattering rate [55,56]:

1

τe,K
= 1

τK,0

(
T ′

K
2

T 2 + T ′
K

2

)s

. (4)

τK,0 here is the τe,K value in the (T = 0) unitary scattering
limit [extractable from ρN (T )], dependent on, among other
quantities, the MI concentration, TK , and J , the conduction
electron-MI exchange interaction strength [54]. A modified
Kondo temperature is introduced in Eq. (4), given by T ′

K =
TK/

√
21/s − 1, where s, the G-G exponent, is related to the

magnitude of the MI spin [39,55]. s = 0.22 is established
for Fe in Cu (where the impurity spin, S = 1/2), and is
expected to decrease for Co, for which S = 1 [38,52]. Due to
the low equilibrium solubility of Co in Cu, however, which
has prevented extensive studies of Kondo effects in bulk
Cu1−xCox alloys (they nevertheless occur in nonequilibrium
thin film systems [57], such as the NLSVs studied here [38]),
neither TK nor s are well known for Co in Cu. We thus simply
use TK = 500 K for Co/Cu (the approximate bulk value for
Co impurities in Cu [49,50,52]), and leave s as the only fit
parameter in Eq. (4). s = 0.11 is found to describe the data,
at all tN . For Fe/Cu, TK and s are both well known and are
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thus fixed at 30 K and 0.22, respectively [41,55]. Moving
to the first and second terms in Eq. (3), in initial fits we
simply set βph = 1000 (the CESR literature value [30,32]),
τ−1
e,ph and τ−1

e,def coming directly from the T-dependent and T
→ 0 values in Figs. 2(a) and 2(e). This leaves only βdef and
1/τK,0 as free parameters. Note here that while T -dependent
MI spin relaxation is fully accounted for in τK , a classical
T -independent term remains, contributing to τs,def .

Resulting fits to Eq. (3) are shown as solid lines in Fig. 3(a),
providing very good quantitative descriptions of the data.
Most strikingly, the T-dependent spin relaxation at MIs de-
scribed by Eqs. (3) and (4) is seen to be capable of capturing
not only low T decreases in τ−1

s on warming (e.g., in Fe/Cu,
tN = 200 nm, TA = 300 ◦C), but also the long high T tails in
the upper curves in Fig. 3(a) (at higher overall spin relaxation
rates). These logarithmic Kondo spin relaxation tails occur be-
cause of the very low value of βK (3/2) compared to other spin
relaxation sources such as phonons (βph ≈ 1000). This is most
clearly visualized in Fig. 3(b), where each term in Eq. (3), due
to phonons, T-independent defects, and T-dependent Kondo
relaxation, is separately plotted for three illustrative devices:
Fe/Cu, tN = 200 nm, TA = 300 ◦C [the lowest overall spin
relaxation rate in Fig. 3(a)]; Fe/Cu, tN = 200 nm, TA = 80 ◦C
(intermediate overall spin relaxation rate); and Co/Cu, tN =
200 nm, TA = 300 ◦C [just above the horizontal line dividing
Co/Cu and Fe/Cu in Fig. 3(a)]. The phonon contribution to
τ−1
s is shown by the black solid line, increasing monotonically

with T for all devices, the T-independent defect contribution
by the device-dependent horizontal dashed lines, and the
Kondo contribution, which decreases with T, by the colored
solid lines. The key point is that because βph ≈ 1000 βK , the
phonon contribution to τ−1

s only becomes comparable to the
Kondo contribution at 100–1000 K, dependent on the specific
defect and MI density. It is only above this that a regime
of T-linear τ−1

s can be recovered, which is not reached in
T< 300 K measurements for many samples in this work. The
apparently simple expectation of a τ−1

s that increases linearly
with T over a wide range is in fact only seen in the lowest
defect and MI density devices in this study, the exemplar being
the Fe/Cu, tN = 200 nm, TA = 300 ◦C device at the bottom of
Fig. 3(a). In this device the phonon contribution overpowers
Kondo relaxation at around 100 K [Fig. 3(b)], giving rise to
the increase in τ−1

s with T seen in Fig. 3(a).
1/τs,K (T = 0) and 1/τs,def = 1/βdefτe,def , the T = 0

Kondo spin relaxation rate and the T-independent defect spin
relaxation rate, are the two quantities extracted from the fits
in Fig. 3(a), corresponding to the second and third terms in
Eq. (3). [The first term is fixed by the assumed βph = 1000 and
the known τe(T ).] These two contributions to τ−1

s are plotted
vs TA and tN in Figs. 4(a) and 4(b), respectively, the black
points labeling the defect contribution to τ−1

s , and the red
points the T = 0 Kondo contribution. Note that an expanded
data set is presented here, beyond what is shown in Fig. 3;
added are the TA � 400 ◦C data in Fig. 4(a) and tN > 200 nm
Py/Cu data (TA = 80 ◦C) in Fig. 4(b). The trends of course
reflect the behavior seen in Fig. 3(a), the main features being:
(i) the significantly higher Kondo and defect relaxation rates
in Co/Cu devices compared to Fe/Cu (by a factor of ∼10);
(ii) the decrease in Kondo and defect relaxation rates with

FIG. 4. Contributions to the spin relaxation rate (τ−1
s ) vs (a)

annealing temperature TA, and (b) channel thickness tN . The con-
tributions shown are the T = 0 Kondo spin relaxation rate (1/τs,K,0,
red points) and the T-independent defect spin relaxation rate (1/τs,def ,
black points). Results in (a) are for Fe/Cu NLSVs and (b) shows both
Co/Cu and Py/Cu NLSVs. Error bars are standard errors on extracted
fit parameters and in some cases are smaller than the points.

TA up to ∼400 °C, before the rapid increase [Fig. 4(a)]; and
(iii) the increase in Kondo relaxation at tN below ∼100 nm
[Fig. 4(b)]. The higher MI-mediated spin relaxation rate in
Co/Cu devices compared to Fe/Cu ones [feature (i)] is readily
explained by Eq. (4), due to the higher TK (500 vs 30 K) and J,
which result in higher Kondo scattering rates. The substantial
difference in overall spin lifetime between Figs. 2(c) and 2(g)
is thus understood. The evolution of active Kondo impurity
density with TA and tN is more complex, and strongly material
and deposition method dependent, but has been studied in
prior work [37,38]. Important observations in the context of
Fig. 4(a) are the tendency for migration of MIs toward grain
boundaries with moderate annealing and Cu grain growth,
reducing their effective scattering rate, and the extensive
diffusion of Fe over mesoscopic distances into the Cu channel
at the highest TA [37]. With respect to Fig. 4(b), the most
important prior observation is likely accumulation of MIs near
the substrate/NM interface (detected via STEM/EDX imaging
[37,38]), generating the increased Kondo spin relaxation rate
at low tN . The key result from analysis of τ−1

s (T ) based on
Eq. (3) is thus that Kondo relaxation at MIs quantitatively
explains the puzzling behavior of Figs. 2(c), 2(g), and 3(a),
the resulting trends in Kondo and defect scattering rates being
relatively simple to rationalize. As a final comment on these
data we note that the similar initial response to annealing
in the Kondo and defect relaxation rates [Fig. 4(a)] is likely
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due to the aforementioned T-independent (non-Kondo) MI
scattering.

C. Accurate determination of βph and βdef

In the above analysis βph was simply set at 1000, the ap-
proximate literature value from CESR measurements [30,32].
Devices in which Kondo spin relaxation is minimized, how-
ever, thus restoring the expected high T linear behavior in
τ−1
s (T ), should enable accurate refinement of βph. This was

approached in two ways: by moderate annealing of high
tN Fe/Cu NLSVs [i.e., using the lowest spin relaxation rate
devices in Figs. 3(a) and 4(a)], and, following our prior
work [28], by inserting thin (6 nm) Al interlayers at the
FM/Cu interface. The latter are effective as Al not only does
not support local moments on dissolved 3d transition metal
impurities (thus suppressing the Kondo effect), but also has
a lower diffusivity for Fe and Co compared to Cu [58]. In
Fig. 3(c) we thus show “E-Y plots,” i.e., τ−1

s vs τ−1
e,ph (spin

relaxation rate vs momentum relaxation rate at phonons) for:
Fe/Cu, tN = 200 nm, TA = 300 ◦C; Co/Al/Cu, tN = 50 nm,
TA = 80 ◦C; and Fe/Al/Cu, tN = 200 nm, TA = 80 ◦C. Similar
behavior is seen in all three cases, τ−1

s increasing linearly
with τ−1

e,ph as T, the implicit variable in Fig. 3(c), is increased.
This is of course nothing other than the behavior expected
from Eq. (3) when the third term is small, i.e., when Kondo
relaxation at MIs is minimized. The slopes of the straight line
fits in Fig. 3(c) then yield βph values, the three devices shown
giving 550, 670, and 990, averaging to βph = 740 ± 200.
Reassuringly, this is in reasonable agreement with both the
CESR value from ultrahigh purity Cu (∼1000), as well as
NLSV values (550–990) where two-step lithography [11] or
deposition of FM and NM layers in separate chambers was
employed [59], which could be expected to minimize MI
concentrations. It can be readily visualized from Figs. 3(c) and
3(a) that Cu channels with even slightly higher MI concentra-
tion would yield weaker T dependence of τ−1

s , lower slope in
Fig. 3(c), and thus systematically higher βph if MIs are not
properly accounted for. Reported βph values in Cu NLSVs
indeed range up to 3570 [14].

βdef values are similarly easily extracted from the E-Y
plots in Fig. 3(c). The intercept with the τ−1

s axis occurs
at τ−1

e,ph = 0 (i.e., T = 0), where the second term in Eq. (3)
gives βdef , given the known τe,def [from ρN (T → 0)]. This
yields βdef = 270, 289, and 209 from the three data sets
shown in Fig. 3(c). With the inclusion of the TA = 200 and
400 °C data, these average to a “Kondo-minimized” βdef =
240 ± 50. Following the discussion in Sec. I, it is then highly
desirable to understand which specific defect type dominates
this βdef , thus determining another of the βi in Eq. (1) for
Cu, in addition to βph and βK . Before attempting this, it is
illustrative to consider how our extracted value of βdef would
be affected by varying MI concentrations. Figure 5(a) thus
shows τ−1

s (T = 5 K) vs τ−1
e,def , i.e., the T → 0 value of the

momentum relaxation rate, on a log10 − log10 plot, for all
studied NLSVs, regardless of their MI spin relaxation rate.
For comparison, Fig. 5(b) plots the same data as λN (T = 5 K)
vs ρ0, the residual (T → 0) resistivity. In both panels the data
points are color coded, using red for Fe/Cu with variable TA,
green for Co/Cu with variable tN , dark yellow for Py/Cu with

FIG. 5. (a) 5 K spin relaxation rate (τ−1
s ) vs T = 0 momentum

scattering rate (τ−1
e,def ) (log10 − log10 scale) for Co/Cu, Py/Cu, Fe/Cu,

and Al interlayer (IL) NLSVs. TA values are color coded. Both TA
and tN are implicit variables. (b) Data from (a) plotted as 5 K spin
diffusion length (λN ) vs residual (T = 0) resistivity (ρ−1

0 ), on a linear
scale. The dashed lines are for three values of the defect Elliott-Yafet
constant: 3/2 (Kondo), 20 (the Co/Cu NLSV average), and 240 (the
average in Kondo-minimized NLSVs). Error bars are standard errors
on extracted fit parameters and in some cases are smaller than the
data points.

variable tN , and blue for FM/Al/Cu NLSVs. On such low
T plots the first term in Eq. (3) is negligible, meaning that
straight line fits (the dashed lines) simply yield the apparent
βdef ignoring Kondo scattering, i.e., ignoring the third term
in Eq. (3). Three illustrative dashed lines are included in
Figs. 5(a) and 5(b), corresponding to βdef = 240 (our accu-
rate, “Kondo-minimized” value), βdef = 20 (approximately
matching the Co/Cu data), and βdef = 3/2 (the Kondo value);
the latter is the limiting case, where all defect spin relaxation
is due to Kondo scattering at MIs.

Clearly the data points in Figs. 5(a) and 5(b) are remark-
ably widely scattered. At a given T = 0 momentum scattering
rate the spin relaxation rate is seen to vary over about an order
of magnitude, while the 5 K spin diffusion lengths span from
<100 to well over 1000 nm. More meaningfully, the data
essentially populate the region between the βdef ≈ 240 and
βdef ≈ 20 dashed lines, i.e., between our accurate, Kondo-
minimized value (240), and the approximate value for the
Co/Cu device set (20). Close inspection confirms that the data
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close to the βdef = 240 line are indeed from NLSVs in which
MI effects are minimized, specifically IL devices (blue points)
and moderate TA Fe/Cu devices. At the other extreme, Co/Cu
devices, which have the highest Kondo spin relaxation rates
in this work [compare for example Figs. 4(a) and 4(b), or the
top and bottom regions on Fig. 3(a)] essentially cluster around
the βdef = 20 line. This βdef of 20 is in no way an accurate
reflection of the properties of these polycrystalline Cu films,
but instead a consequence of ignoring Kondo scattering at MIs
in the analysis. Failure to properly understand and account for
MI effects can thus have substantial impact on extracted βdef

values, leading to inaccurate and misleading conclusions, the
fundamental reason being the very low βK at MIs. It should
be noted that while this analysis provides a solid potential
explanation for anomalously low βdef , there are several litera-
ture values that substantially exceed 240, by up to an order of
magnitude [14,18]. We emphasize that it is possible that our
Kondo-minimized values would be even higher if MIs were
entirely eradicated (which we do not claim here), and that
the specific defect dominating βdef (see Sec. III D) may vary
from study to study. As a final comment on our determined
βph and βdef values of 740 ± 200 and 240 ± 50, we note that
the two values are indeed significantly different, a conclusion
that cannot be readily drawn from the widely distributed Cu
NLSV literature values (βph = 490 − 3570 [10,13–15,20] and
βdef = 215 − 2560 [10,11,13–15,18–20]).

D. Determination of the dominant defect type:
Grain boundaries

Having highlighted the dramatic effects of Kondo scatter-
ing at MIs on spin relaxation in Cu, and having extracted
reliable βph and βdef values in Kondo-minimized devices, we
now turn to determining the dominant defect type contributing
to βdef . To do this, we examine the TA and tN dependence
of the spin diffusion length λN and elastic mean-free-path
λmfp = √

Dτe = vFτe/
√

3, as plotted Fig. 6. Shown first in
Figs. 6(a) and 6(b), for Fe/Cu NLSVs, are the responses of
λN and λmfp to TA at illustrative measurement temperatures of
5 and 100 K, i.e., in the T → 0 defect-dominated regime and
at mildly elevated T. As already noted, moderate annealing
at up to 300 °C induces substantial increases in λN , which
are then lost as extensive FM/NM interdiffusion sets in at
higher TA. The increase in 5 K λN from 80 to 300 °C annealing
temperature in fact amounts to a factor of about 3 (from
∼350 to ∼1200 nm). As can be seen from Fig. 6(b), however,
the corresponding increase in 5 K λmfp is only a factor of
∼1.5, λmfp(TA) [Fig. 6(b)] being generally weaker than λN (TA)
[Fig. 6(a)]. This distinctly different response of λN and λmfp

to annealing indicates that a single scattering mechanism
does not dominate both charge and spin transport in the Cu
channels studied here. It should also be noted that the sig-
nificant increase in λN with moderate annealing is preserved
even at a measurement temperature of 100 K [Fig. 6(a)],
where the Kondo scattering rate 1/τs,K is significantly reduced
compared to 5 K. Consistently, this observation indicates that
some additional scattering mechanism, beyond MI effects, is
needed to explain the observed trends in Cu λN .

The tN dependences of the 5 K λN and λmfp in Co/Cu
and Py/Cu NLSVs [Figs. 6(c) and 6(d), log10 − log10 plots]

FIG. 6. Annealing temperature (TA) dependence of (a) the spin
diffusion length (λN ), and (b) the mean-free path (λmfp) in Fe/Cu
NLSVs. Data are shown for both 5 and 100 K. Channel thickness
(tN ) dependence at 5 K of (c) λN and (d) λmfp for Co/Cu and Py/Cu
NLSVs (the TA are shown), on a log10 − log10 scale. In (c) the
magenta dashed line shows the expected behavior in the absence of
magnetic impurities, i.e., for T-independent defects (predominantly
grain boundaries in this case) only, where λN = √

βλmfp with βdef =
βGB = 240. The red and black dashed lines are straight line guides to
the eye for TA = 300 and 80 °C. Note that for (b) and (d) we define
λmfp = √

Dτe, rather than 
mfp = vF τe. Error bars are standard errors
on extracted fit parameters and in some cases are smaller than the
data points.

provide a further clue as to the origin of this additional
scattering source. Specifically, both quantities exhibit approx-
imately linear tN scaling over the substantial range from 25 to
400 nm, regardless of the specific FM material or annealing
conditions. For λN in Fig. 6(c), for example, the black and
red dashed lines demonstrate linear tN dependences for the 80
and 300 °C annealed device sets, respectively. Surface and/or
interface spin relaxation is an obvious possibility to explain
such tN -linear scaling of the low T λN [Fig. 6(c)], but is not
easily reconciled with such a strong TA dependence [Fig. 6(a)].
Grain boundary scattering and subsequent spin relaxation is a
second obvious possibility to explain tN -linear scaling of the
low T λmfp and λN , due to the common increase in average
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FIG. 7. Average grain size 〈dG〉 dependence of (a) the 5 K mean-free path (λmfp) and (b) the 5 K spin diffusion length (λN ) for Fe/Cu NLSVs.
The dashed line in (a) is a straight line fit through the origin. The solid line in (b) is calculated from λN = √

βdefλmfp, with βdef = βGB = 240.
Error bars correspond to one standard deviation of the grain size distribution. (c)–(f) Bright-field conventional transmission electron microscopy
(BF-CTEM) images of Cu-based NLSVs. Grain outlines (red) and the resulting 〈dG〉 are shown for: (c) Co/Al/Cu with tN = 50 nm and
TA = 80 ◦C, (d) Fe/Al/Cu with tN = 200 nm and TA = 80 ◦C, (e) Fe/Cu with tN = 200 nm and TA = 200 ◦C, and (f) Fe/Cu with tN = 200 nm
and TA = 300 ◦C. Extracted 〈dG〉 are given above the images.

grain size with thickness in polycrystalline films. In fact, given
the very high purity (99.999%) Cu source material employed
here, and the ultrahigh vacuum deposition conditions, grain
boundaries in polycrystalline films would be expected to
play a key, even dominant, role in defect scattering. The TA
response [Figs. 6(a) and 6(b)] is also qualitatively consistent
with grain boundary scattering, as significant grain growth
would be expected at these several hundred °C annealing
temperatures.

Possible proportionality between the low T values of λmfp

and λN and the average Cu grain size 〈dG〉 was thus tested,
with the assistance of TEM imaging. The latter was achieved
via FIB-based preparation of cross-sectional TEM specimens
from Co/Cu and Fe/Cu NLSVs, with the FIB cut along
the long axis of the Cu nanowire channel. Cross-sectional
bright-field conventional TEM (BF-CTEM) imaging was thus
performed on the exact same devices used for spin and charge
transport measurements. Illustrative examples are provided
in Figs. 7(c)–7(f), which show, respectively, cross-sectional
BF-CTEM images of: Co/Al/Cu, tN = 50 nm, TA = 80 ◦C;
Fe/Al/Cu, tN = 200 nm, TA = 80 ◦C; Fe/Cu, tN = 200 nm,

TA = 200 ◦C; and Fe/Cu, tN = 200 nm, TA = 300 ◦C. Com-
parison between Figs. 7(c) and 7(d) thus illustrates the tN
dependence at fixed TA, while comparison among Figs. 7(d)–
7(f) illustrates the TA dependence at fixed tN . Considering the
images, the lower tN in Fig. 7(c) [note the different scale bar to
Figs. 7(d)–7(f)] enables clear identification of a Co nanowire
contact under the Cu channel, visible to the right side of the
image where the Cu appears rippled. Due to the high injector-
detector separation here (2000 nm) the other FM contact is
out of the field of view, which is ∼1500 nm wide. The overall
microstructures are qualitatively typical for polycrystalline Cu
films, the BF imaging enabling facile determination of the
location of the grain boundaries. These are highlighted red in
Figs. 7(c)–7(f), providing the clear qualitative conclusion that
〈dG〉 indeed increases with tN [compare Figs. 7(c) and 7(d)]
and with TA [Figs. 7(d)–7(f)].

Quantitative analysis proceeded by manually tracing the
grain boundaries [red lines in Figs. 7(c)–7(f)] and then ap-
plying automated analysis of the grain areas, which were con-
verted to equivalent circular grain diameters dG. The extracted
dG distribution (typically for 100 grains) was then fit to a
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FIG. 8. Cu residual resistivity (ρ0) vs channel thickness (tN ) for
Co/Cu NLSVs annealed at TA = 300 ◦C. The solid line is a fit to the
model described in the text based on Mayadas-Schatzke and Fuchs-
Sondheimer descriptions of surface/interface and grain boundary
effects (see the Appendix also). Scattering contributions from the
surface (dotted line) and grain boundaries (dashed line) are shown,
along with the respective fitting parameters p and R (defined in the
Appendix).

standard log-normal probability [P(dG)] distribution:

P(dG) = 1

dGσ
√

2π
e− [ln(dG−〈dG〉)]2

2σ2 , (5)

where σ characterizes the distribution width. The resulting
〈dG〉 values are shown above the images in Figs. 7(c)–7(f),
increasing from 27 to 68 nm as tN is increased from 50 to
200 nm, and from 68 to 153 nm as TA is increased from 80 to
300 °C. A quantitative test of the hypothesized proportionality
between the low T λmfp and λN and grain size is then provided
in Figs. 7(a) and 7(b), which plot the 5 K λmfp and λN vs 〈dG〉.
A notable simple linear proportionality is found in both cases.
The dashed line in Fig. 7(a) is in fact a linear fit through the
origin, yielding λmfp(5 K) = 0.53〈dG〉. The low T mean-free
path is thus not only proportional to 〈dG〉, but is in fact close
to it in absolute magnitude, further supporting the conclusion
that grain boundaries are a dominant T-independent scattering
source. Moreover, the solid line through the origin in Fig. 7(b)
is given by λN (5 K ) = √

βdefλmfp, i.e., the expectation from
E-Y scaling. This is trivially derived from Eq. (3) by tak-
ing only the second term (the T-independent defect term),
and using λN = √

Dτs and λmfp = √
Dτe. The solid line in

Fig. 7(b) is based on our previously determined βdef = 240
and the λmfp(〈dG〉) in Fig. 7(a) and is seen to describe the
λN (〈dG〉) data very well, quantitatively confirming the dom-
inance of grain boundaries in nonmagnetic-defect-induced
spin relaxation in these Cu-based devices. The determined
βdef of 240 is thus definitively assigned to grain boundaries,
meaning that three of the βi in Eq. (1) are now known for
Cu: βph = 740 ± 200, βGB = 240 ± 50, and βK = 3/2.

For completeness, we note that simple analysis of the
tN dependence of the residual resistivity ρ0 provides yet
further evidence that grain boundaries are the dominant T-
independent defect in these polycrystalline Cu films. This
is illustrated in Fig. 8 where ρ0 is plotted vs 1/tN for the
TA = 300 ◦C Co/Cu device set, testing the inverse thickness

scaling frequently exhibited by metallic thin films. Linear
behavior of ρ0 with 1/tN is indeed found, the black solid
line being a fit to a model that combines the well-known
Mayadas-Schatzkes [60] and Fuchs-Sondheimer [61,62] con-
tributions from surface/interface and grain boundary scatter-
ing, respectively. This model is described in more detail in
the Appendix. The key result, however, apparent from the
dashed and dotted lines in Fig. 8, is the clear dominance of
grain boundary scattering contributions over surface/interface
scattering contributions. As described in the Appendix, this
conclusion is arrived at even assuming zero specularity of the
surface scattering (the p = 0 label by the dotted line in Fig. 8),
i.e., the worst-case surface/interface scattering. The channel
thickness effects on charge and spin transport seen throughout
this paper are thus dominated by the decreasing average grain
size with decreasing thickness, rather than surface/interface
scattering effects, consistent with the statements above.

Note that with the known ρ0(1/tN ) from Fig. 8 (for
Co/Cu), and the known βGB = 240, the low T form of
λN (tN ) in the absence of Kondo spin relaxation can be pre-
dicted from E-Y scaling. A trivial derivation gives λN (tN ) =√

3βGB/ρ0(tN )N (EF )e2vF , which is plotted as the dashed
magenta line in Fig. 6(b). Kondo spin relaxation at MIs is seen
to result in a nearly one order of magnitude suppression of the
low T λN in the Co/Cu NLSV set. This occurs in devices in
which ρN (T ) and τe(T ) are essentially monotonic, meaning
that conventional charge transport Kondo effects are barely
detectable. Again, the ultimate reason for this is the very low
βK = 3/2, resulting in highly efficient Kondo spin relaxation
at MIs in Cu.

As a final comment, we briefly consider the impact of MIs
on spin transport in other technologically relevant materials,
particularly semiconductors and 2D materials, e.g., graphene.
A variety of magnetic impurities can play a role in spin
transport in graphene, including vacancies or adatoms, such
as hydrogen or fluorine. These are reviewed in Ref. [63]. As
in the present case, the contribution of the impurity to the
spin relaxation rate can become dominant at low T, as shown
by McCreary et al. for the case of hydrogen impurities [64].
Fluctuating exchange fields from an adjacent magnetic layer
can also induce spin relaxation [65]. In bulk semiconductor
spin valves, less attention has been paid to magnetic impuri-
ties, in large part because they tend to form deep levels. This is
distinct from the large body of work on magnetic semiconduc-
tors, but in that case the impurity concentration is substantial.

IV. SUMMARY

The influence of dilute magnetic impurities on spin relax-
ation in Cu-based nonlocal spin transport devices has been
comprehensively studied, varying the ferromagnetic contact
material, polycrystalline Cu channel thickness, and annealing
temperature. A wide variety of microstructures and mag-
netic impurity concentrations and distributions result. Using
recently developed theory for Kondo spin relaxation, the
influence of magnetic impurities on charge and spin transport
was then quantified, demonstrating their dramatic, often dom-
inant, impact on spin relaxation rates. Temperature-dependent
Kondo spin relaxation can even obscure the expected tem-
perature dependence of phonon-limited spin lifetimes and
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diffusion lengths, rendering unfeasible the extraction of
phonon and defect Elliott-Yafet constants. We propose this as
a major contributing factor to the wide variation in Cu Elliott-
Yafet parameters reported in the nonlocal spin transport lit-
erature. Magnetic impurity effects can be minimized, how-
ever, for example with the use of Al interlayers or moderate
annealing, restoring expected temperature dependencies and
enabling more accurate extraction of Elliott-Yafet constants.
Elliott-Yafet β values in Cu of 740 ± 200, 240 ± 50, and 3/2
are thus now established for phonons, T-independent defects,
and Kondo magnetic impurities, respectively. Through careful
analyses of thickness and annealing temperature dependencies
of the low temperature mean-free path and spin diffusion
length, augmented with cross-sectional transmission electron
microscopy, grain boundaries were then determined to be the
dominant defects, establishing useful empirical relationships
with grain size. These results highlight that part-per-million-
level magnetic impurities can dominate spin relaxation rates
in Kondo-active metals, even when the conventional charge
transport Kondo effect is essentially undetectable.
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APPENDIX

T-independent defect scattering contributions due to grain
boundaries and surfaces/interfaces were modeled assuming

Mattheissen’s rule:

ρN = ρbulk + ρsurf + ρGB, (A1)

where ρbulk is the resistivity in the absence of grain boundaries
and surfaces (which we leave as a free parameter), ρsurf is the
contribution to the resistivity due to surface/interface scatter-
ing, and ρGB is the contribution to the resistivity due to grain
boundary scattering. This is applied to the data of Fig. 8 to
fit the tN dependence of the residual resistivity ρ0. Following
Mayadas and Schatzke [60], the surface contribution is given
by

ρsurf = ρbulk

[
1− 3

2k
(1−p)

∫ ∞

1
(x−3 − x−5)

1−e−kx

1−pe−kx
dx

]−1

,

(A2)

where k = tN/λ0, p is the specularity of the surface scattering,
and the bulk-limit mean-free path λ0 = √

3/N (EF )e2vFρbulk.
Following Fuchs and Sondheimer [61,62], the grain boundary
contribution is given by

ρGB = ρbulk

[
1 − 3

2
αG + 3αG

2 − 3αG
3 ln(1 + αG

−1)

]−1

,

αG = λ0R

dG(1 − R)
, (A3)

where R is the grain boundary scattering probability.
In Fig. 8 the solid line is a fit to Eq. (A1) assuming

perfectly diffuse surfaces (p = 0). This corresponds to the
maximum possible surface contribution, leaving R and ρbulk as
free parameters. The result from the solid line is R = 0.55, in
good agreement with previously reported values for Cu [9,66].
The corresponding ρsurf (dotted line) and ρGB (dashed line)
are also shown in Fig. 8. Even assuming the maximum diffuse
surface scattering contribution (i.e., p = 0), we find that the
scaling of ρ0 with 1/tN in these devices can only be accounted
for with a dominant grain boundary scattering contribution,
consistent with the other results in this paper.
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[18] S. Garzon, I. Žutić, and R. A. Webb, Phys. Rev. Lett. 94, 176601
(2005).

[19] T. Kimura, T. Sato, and Y. Otani, Phys. Rev. Lett. 100, 066602
(2008).

124409-12

https://doi.org/10.1109/TMAG.2012.2226871
https://doi.org/10.1109/TMAG.2012.2226871
https://doi.org/10.1109/TMAG.2012.2226871
https://doi.org/10.1109/TMAG.2012.2226871
https://doi.org/10.1063/1.3681804
https://doi.org/10.1063/1.3681804
https://doi.org/10.1063/1.3681804
https://doi.org/10.1063/1.3681804
https://doi.org/10.1109/TMAG.2010.2045739
https://doi.org/10.1109/TMAG.2010.2045739
https://doi.org/10.1109/TMAG.2010.2045739
https://doi.org/10.1109/TMAG.2010.2045739
https://doi.org/10.1103/PhysRevLett.55.1790
https://doi.org/10.1103/PhysRevLett.55.1790
https://doi.org/10.1103/PhysRevLett.55.1790
https://doi.org/10.1103/PhysRevLett.55.1790
https://doi.org/10.1038/35066533
https://doi.org/10.1038/35066533
https://doi.org/10.1038/35066533
https://doi.org/10.1038/35066533
https://doi.org/10.1103/PhysRevB.84.132407
https://doi.org/10.1103/PhysRevB.84.132407
https://doi.org/10.1103/PhysRevB.84.132407
https://doi.org/10.1103/PhysRevB.84.132407
https://doi.org/10.1063/1.4737001
https://doi.org/10.1063/1.4737001
https://doi.org/10.1063/1.4737001
https://doi.org/10.1063/1.4737001
https://doi.org/10.1063/1.4747215
https://doi.org/10.1063/1.4747215
https://doi.org/10.1063/1.4747215
https://doi.org/10.1063/1.4747215
https://doi.org/10.1109/TED.2013.2282615
https://doi.org/10.1109/TED.2013.2282615
https://doi.org/10.1109/TED.2013.2282615
https://doi.org/10.1109/TED.2013.2282615
https://doi.org/10.1103/PhysRevB.88.184411
https://doi.org/10.1103/PhysRevB.88.184411
https://doi.org/10.1103/PhysRevB.88.184411
https://doi.org/10.1103/PhysRevB.88.184411
https://doi.org/10.1103/PhysRevB.87.094417
https://doi.org/10.1103/PhysRevB.87.094417
https://doi.org/10.1103/PhysRevB.87.094417
https://doi.org/10.1103/PhysRevB.87.094417
https://doi.org/10.7567/APEX.7.113001
https://doi.org/10.7567/APEX.7.113001
https://doi.org/10.7567/APEX.7.113001
https://doi.org/10.7567/APEX.7.113001
https://doi.org/10.1103/PhysRevB.92.220420
https://doi.org/10.1103/PhysRevB.92.220420
https://doi.org/10.1103/PhysRevB.92.220420
https://doi.org/10.1103/PhysRevB.92.220420
https://doi.org/10.1088/0022-3727/49/18/185003
https://doi.org/10.1088/0022-3727/49/18/185003
https://doi.org/10.1088/0022-3727/49/18/185003
https://doi.org/10.1088/0022-3727/49/18/185003
https://doi.org/10.1103/PhysRevB.67.085319
https://doi.org/10.1103/PhysRevB.67.085319
https://doi.org/10.1103/PhysRevB.67.085319
https://doi.org/10.1103/PhysRevB.67.085319
https://doi.org/10.1063/1.1830685
https://doi.org/10.1063/1.1830685
https://doi.org/10.1063/1.1830685
https://doi.org/10.1063/1.1830685
https://doi.org/10.1063/1.1841455
https://doi.org/10.1063/1.1841455
https://doi.org/10.1063/1.1841455
https://doi.org/10.1063/1.1841455
https://doi.org/10.1103/PhysRevLett.94.176601
https://doi.org/10.1103/PhysRevLett.94.176601
https://doi.org/10.1103/PhysRevLett.94.176601
https://doi.org/10.1103/PhysRevLett.94.176601
https://doi.org/10.1103/PhysRevLett.100.066602
https://doi.org/10.1103/PhysRevLett.100.066602
https://doi.org/10.1103/PhysRevLett.100.066602
https://doi.org/10.1103/PhysRevLett.100.066602


MAGNETIC IMPURITIES AS THE ORIGIN OF THE … PHYSICAL REVIEW MATERIALS 3, 124409 (2019)

[20] X. J. Wang, H. Zou, and Y. Ji, Phys. Rev. B 81, 104409 (2010).
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