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Abstract—1In this paper, we consider a temporal logic plan-
ning problem in which the objective is to find an infinite
trajectory that satisfies an optimal selection from a set of soft
specifications expressed in linear temporal logic (LTL) while
nevertheless satisfying a hard specification expressed in LTL.
Our previous work considered a similar problem in which
linear dynamic logic for finite traces (LDLj), rather than
LTL, was used to express the soft constraints. In that work,
LDL; was used to impose constraints on finite prefixes of the
infinite trajectory. By using LTL, one is able not only to impose
constraints on the finite prefixes of the trajectory, but also to
set ‘soft’ goals across the entirety of the infinite trajectory.
Our algorithm first constructs a product automaton, on which
the planning problem is reduced to computing a lasso with
minimum cost. Among all such lassos, it is desirable to compute
a shortest one. Though we prove that computing such a shortest
lasso is computationally hard, we also introduce an efficient
greedy approach to synthesize short lassos nonetheless. We
present two case studies describing an implementation of this
approach, and report results of our experiment comparing our
greedy algorithm with an optimal baseline.

I. INTRODUCTION

Temporal logics have become one of the most powerful
and expressive tools for planning in robotics [10], [12],
[18], [24]. Such logics, including linear temporal logic
(LTL) specifically, offer high-level, user-friendly languages
for specifying complex missions and tasks. In fact, as simple
and intuitive as temporal logic is for humans to understand,
it is also precise and rigorous for robot algorithms to
manipulate. In particular, temporal logic has disrupted the
classical conception of motion and path planning —which
deals with making a finite, point to point trajectory that
avoids obstacles— by allowing the imposition of other kinds
of temporal or spatial constraints and by allowing the robot
to make infinite, rather than only finite, trajectories.

In this paper, we consider a temporal logic planning
problem in which a robot is tasked to accomplish a mission
specified by an LTL formula while optimally satisfying a
set of additional, possibly conflicting, LTL formulas. These
extra constraints could be user preferences, safety rules, soft
goals, or other constraints.

To illustrate the setting, see Figure 1, in which a social
enrichment robot, capable of making animal balloons and
juggling, visits the residents of a retirement home. The
robot’s basic mission is to visit the two common rooms, each
infinitely often. In addition to this basic mission, however,
the robot is also charged with satisfying a collection of soft
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Fig. 1: a) A retirement home in which a social enrichment robot
visits each of the common rooms to perform juggling and to make
animal balloons. Its primary mission is expressed by the LTL
formula o = OOry A OOra A OOt. b) A transition system that
models the robot’s state within this environment.

constraints, given in order of their relative importance. For
example, we might prefer to maintain fairness by ensuring,
if possible, that after making animal balloons in room 1,
it should also do the same act in room 2. Or perhaps the
manager wants the robot to eventually perform juggling in
room 2, if its current act in that room is making animal
balloons. The residents of room 2 might even prefer not to
see the balloon animal act at all. The essence of our problem
is to determine how the robot can act, to satisfy its primary
mission, along with some optimal subset of these kinds of
soft constraints.

Our prior work [17] considered a related problem in which
the soft constraints were expressed in linear dynamic logic
for finite traces (LDLy) [6]. Such formulas can express
constraints only on finite prefixes of the trajectory, rather than
on the entire trajectory as a whole. A limitation of that work
is that LDL ¢ soft constraints cannot express soft goals that
are satisfied only by infinite (rather than finite) trajectories.
As an example, a task that requires the social enrichment
robot to infinitely often perform the act of juggling is a
simple soft goal that cannot be expressed by LDL;. The
difference in the language used to express the soft constraints
not only improves the expressivity of the approach, but it
leads to significant (and new, compared to the LDL; case)
algorithmic challenges.

We contribute in this paper, a general formulation of the
kind of problem in Figure 1. To do so, we first review related
work in Section II, and then present our problem statement
in Section IIl. In Section IV, we propose our algorithm,
which first makes a state-weighted product automaton from
the inputs, over which a lasso with minimum weight should



be synthesized. We prove that computing a shortest such
lasso, even with any constant approximation factor, is com-
putationally hard. Thus, we introduce an algorithm using a
greedy approach to synthesize a short (but not necessarily
shortest) lasso with minimum weight. In Section V, we
present two case studies, and finally, in Section VI, we
present concluding remarks and discuss future work.

II. RELATED WORK

Our temporal logic planning is related to, but distinct
from, several threads of prior work, which consider temporal
logic planning in situations where no plan satisfying a given
temporal logic formula can be synthesized. Fainekos [9]
introduced an LTL revision problem, which, upon failures to
plan a trajectory for an LTL formula, provides information
about why that failure occurred, and how the LTL formula
can be revised so that the transition system has a satisfiable
trajectory for the revised formula. Kim et al. [13], [14]
consider the minimal revision problem (MRP), which aims to
find for a given specification (Biichi) automaton, a “closest”
specification automaton for which the system has a trajectory.
They prove that MRP is NP-hard, and then provide a SAT-
based encoding and a heuristic algorithm for solving MRP.

Lahijanian et al. [15] propose, based on a user-defined
priority over atomic propositions, which they assumed to
be low level tasks, an approach to measure how “close”
is a trajectory to satisfy a given formula, and accordingly,
propose an algorithm that generates a trajectory that has the
minimum distance to the satisfaction of that given formula.
Lahijanian and Kwiatkowska [16] later extended that idea
for probabilistic environments modeled by MDPs.

Two recent results by Dimitrova et al. [7] and Tomita et
al. [21] consider a problem, called maximum realizability
problem, which is a synthesis problem from a hard constraint
and a set of soft constraints in the form of LTL formulas.
The aim of this problem is to synthesize a reactive transition
system (rather than a trajectory within a transition system).
They consider the case where the soft constraints are of
a specific kind of LTL formulas, those who assert that
something globally holds. Their ideas are based on optimally
refining or relaxing the soft specifications such that the
resulting soft specifications along with the hard specification
are realizable by a reactive transition system.

The closest work to ours is by Tumova et al. [22], who
address a similar problem but without the hard constraint;
they consider the problem of making a trajectory that maxi-
mizes the sum of rewards from satisfying a set of conflicting
LTL formulas. Their algorithm first makes a generalized
Biichi automaton for each LTL formula, and then from those
automata, using the idea of converting a generalized Biichi
automaton to a Biichi automaton [2], it makes a transition-
weighted Biichi automaton, in which the Cartesian product
of the state spaces of the automata are copied into different
layers, a layer for each of the original automata, to keep
track of the set of LTL formulas for which a run over the
automaton is satisfying. From this transition-weighted Biichi
automaton and the transition system, a product automaton

is constructed, on which an accepting lasso is synthesized
using a modified version of nested-DFS [5]. Our algorithm,
which is simpler, constructs a state-weighted (rather than
a transition-weighted) product automaton, and then uses a
greedy approach to synthesize on this product automaton,
a short accepting lasso with minimum weight; we prove
that an accepting lasso with minimum length and weight
is computationally hard to find.

Our synthesis process over this product automaton is
performed in two passes, first is the one-pass DFS of Tarjan’s
algorithm [20] to compute the set of strongly connected
components (SCCs) of the product automaton, and second
is a pass that synthesizes the prefix of the lasso as a simple
path from the initial state to a leader of a SCC with minimum
weight and the suffix of the lasso as a cycle within that
SCC using BFS iteratively. The work of Tumova et al. [22]
does not consider synthesis of a shortest accepting lasso.
Two other results from the same authors [3], [23] consider
for the classical setting of path planning, generating a finite
trajectory that minimizes the amount of time the robot
deviates only the less important ones of a set of conflicting
safety rules. This problem is for finite trajectories and is
treated differently.

III. DEFINITIONS AND PROBLEM STATEMENT

In this section, we review some preliminary tools and
introduce the main problem we address.

A. Preliminaries

The set of infinite-length words over an alphabet X is
denoted ¥, and the infinite repetition of a finite word r €
YT is denoted r*. A lasso is formed when such an infinite
repetition is concatenated to a finite word, that is, a lasso is
an infinite word of the form rq(r2)“, in which r; € ¥* and
Tro € >+,

The environment is modeled as a transition system.

Definition 1: A transition system 7 = (S, R, s, AP, L)
consists of a finite set of states S; a transition relation R C
S x S; an initial state sy € S ; a set of atomic propositions
AP; and a labeling function L : S — 247, which assigns to
each state, a set of atomic propositions, which are properties
that hold at that state.

An execution of the system goes through an infinite path
T = S9S8182--- € SY¥, in which sg is the initial state and
for each i > 0, (s;,8i+1) € R. The trace of this path is
trace(m) = L(sg)L(s1)L(s2)--- € (24F)¥. The transition
systems we deal with should be free of blocking states—
those states that do not have outgoing edges. To specify a set
of traces, one can use a variety of logical formulas, including
those in LTL.

Definition 2: An LTL formula is generated over a set of
atomic propositions AP by the following grammar

pu=T|p|l~@|leVe|Op|elUe,

in which p € AP, T represents the constant true, and ()
(‘next’) and U ('until’) are temporal operators.



An LTL formula ¢ specifies a set of infinite words over
24P denoted Words(¢y), which consists of those words who
satisfy @. To see if a word (trace) 0 = AgA; Ay - -- € (247w
satisfies an LTL formula ¢, denoted o F ¢, one can use rules
that (1) o F T Q) o Epiff pe Ay B) o E —piff c E ¢
@) o F i Vpaiff o F o1 or o F s (5) 0 E QO iff
oll.] E ¢ (6) 0 F p1ldps iff 3j > 0,0[j..] E @2 and
V0 < i < 4,0li..] F 1. For simplicity, two other temporal
operators ¢ (‘eventually’), defined as Q¢ := T Uy, and O
(’globally’), defined as Oy := =O—, are also used. We can
also use the dual of T, which is L, the dual of the Boolean
operator V, which is A, as well as the Boolean operator —.

Each LTL formula is equivalent to a certain type of
automaton.

Definition 3: A Biichi automaton A = (Q,X%, 6, qo, F)
consists of a finite set of states QQ; an alphabet ¥, a transition
relation § C Q X X X Q; an initial state gy € QQ ; and a set
of accepting (final) states F' C Q.

A run over the automaton is an infinite sequence r =
Goq1q2 - -+ € Q¥ in which ¢ is the initial state and for
each i > 0, (¢;,A,qi+1) € ¢ for an A € 3. Sequence
r is a run for an infinite word AgA1As--- € X if for
each integer ¢ > 0, (¢;, Ai,qi+1) € J. The set of states that
appear infinitely many times in an infinite run r is denoted
inf(r). Accordingly, run r is accepting if inf(r) N F # (.
Consequently, the language of A, denoted L, (A) is

L,(A) = {w € X¥ | there exists an accepting run for w}.

A connection between LTL formulas and Biichi automata is
that for any LTL formula ¢ over a set of atomic propositions
AP, one can construct a Biichi automaton A, with alphabet
24P such that £,,(A,) = Words(¢). Several algorithms for
this kind of construction are available [1], [11], [19], [26].
In our algorithm, we need to be sure that each Biichi
automaton created for a soft constraint is nonblocking, that is,
for any state ¢ in the automaton and every letter a € X, there
is at least one state ¢’ such that (¢,a,q’) € §. Any Biichi
automaton is converted to a nonblocking Biichi automaton by
adding a trapping state, to which all missing transitions are
added. We also consider a variant of Biichi automaton called
generalized Biichi automaton, which has the same syntax of
Biichi automaton except that it has a set F C 29 rather
than a set F' C @ as its acceptance set. More precisely, the
acceptance set of the automaton is a set J consisting of
sets Fy, Fy,...Fy with F; C Q for each i € {1,.--- ,k}.
Accordingly, an infinite run r over a generalized Biichi
automaton G is accepting if for each F' € F, it holds that
inf(r) N F # 0. The language of G, L, (G), is the set of all
infinite words for each of which there is an accepting run.

B. LTL planning with soft constraints

Our goal in this problem is to find, in a transition system
modeling the environment, an infinite path whose trace
satisfies a goal mission expressed as an LTL formula ¢
while optimally satisfying a prioritized list of soft constraints
1,9, -+ ,¥n, where each v; is an LTL formula, given in

order of decreasing importance. For this purpose, we define
a cost function f, : (24F)¥ — Zsq, such that for any
o= (2AP)W7

foloy=">_ " (1)

i:0¢Words(1);)

Note that this cost function guarantees to impose the standard
lexicographic ordering between all Boolean vectors, where
each vector has an entry for each LTL constraint showing
whether that LTL constraint is satisfied or not. As a result,
a constraint with a higher priority (smaller number) is
never sacrificed to satisfy a constraint with a lower priority.
Accordingly, we want a trajectory whose trace minimizes this
function. With this in mind, our problem is defined as:

Problem: Optimal LTL Planning with Soft Con-
straints (OLPSC)
Input: A transition system 7, an LTL formula ¢,
and a prioritized list of n LTL formulas
U1, %2, Un.
Output: An infinite path 7 over 7 such that trace(n) E
¢ and f,(trace()) is minimized.

IV. ALGORITHM DESCRIPTION

This section presents an algorithm for solving the OLPSC
problem. See Algorithm 1. The two main steps of this
algorithm are constructing a product automaton (line 6),
and computing a lasso with minimum cost on the product
automaton (line 7). In the sequel, we explain those steps.

A. The product automaton

The first step of the algorithm is, following an established
pattern in the literature [3], [15], [22], [23], to construct a
form of product automaton [25]. To that end, the algorithm
first makes the Biichi automata representations of the LTL
formulas —an automaton A for , and an automaton B; for
each 1);. It then ensures that B;’s are nonblocking and uses all
those automata along with the transition system to construct
a product automaton based on the following definition.

Definition 4: For a  Biichi automaton A =
(Q,247.5,q0,F), a transition  system T =
(S, R, so, AP, L), and a prioritized list of n nonblocking
Biichi  automata B; = (Qi,27,6;,q04, F;)  for
i € {l,...,n}, the product automaton is a tuple
P = (Qp7 (573, qo,P, Fp, W) in which

1) Qp =Q xS x Q1 X ...xXQ, is a finite set of states;

2) qo,p = (90, 50,9015 - - -, Go,n) is the initial state;

3) 0p C Qp X Qp is a transition relation, such that
((Q7 5,41y, q’ﬂ>7 (q/’ Sl>q/17 te qé)) €dp lfand Only
if (s,8') € R, (q,L(s),q') € 0, and (i, L(s),q;) € &
foreachi e {1,...,n};

4) Fp=F xS x Q1 X ... X Q, is the set of accepting
states;

5) w: Qp — {T,F}" is a state-weighting function that
assigns to each state (q,$,q1, . ..,qn) € @p, a Boolean
vector v such that for any 1 < i < n, it holds that
v[i] =T if and only if ¢; € F;.



Algorithm 1: OPTIMALLTLPLANNINGW SOFTCONSTS
Data: T, ¢, 11,%2,...,¢,
Result: A path 7 = sgs1s2--- on T s.t ™ E ¢ and
fw(trace(m)) is minimum

1 fori=11t ndo

2 B; + LTL2BUCHIAUTOMATON(¢;)

3 B; + MAKENONBLOCKING(B;)

4 end

5 A< LTL2BUCHIAUTOMATON(¢p)

6 P+ AXT xBy xBy---B,

7 1 <~ MINIMUMCOSTACCEPTINGLASSO(P)
8 if r = nil then return nil

9 return CONVERT2PATHONTS(r)

This product automaton can be thought of as a Biichi
automaton with a trivial alphabet, and thus, all definitions
related to Biichi automata are applicable on it.

For a state (q,$,q1,-.-,qn) € Qp, W((¢,5,q1,---,qn))
indicates which of the ¢;’s were accepting in their original
Biichi automata. Accordingly, for any 1 < ¢ < n, we use
F; p to denote in P, the set of all states that are accepting
for automaton B;, i.e., F; p = {p € Qp | w(p)[i] = T}. For
arun rp = goqi1qz ... € Q%, we use inf(rp) to denote a
vector v € {T,F}" in which for each 1 <i <n, v[i| =T
if and only if there are infinitely many 7 > 0 such that
w(g;)[i] = T. Subsequently, by having a cost function f :
{T,F}"™ — Z>o, in which for any v € {T,F}",

fulv)= Y n"7, ©)

iwv[i]=F

the cost of rp will be fy(inf(rp)). The purpose of con-
structing P is to synthesize a run rp that has the minimum
cost. To see why, we first consider the following lemmas.

Lemma 1: Given the structures in Definition 4, let
TP = (40,50,90,15 -, 90,n)(q1581,q1,1, -+, q1,n) -+ be a
run over P. It holds that:
1) If rp is accepting for P, then the sequence m =
S051S2 - - - is a path for T such that trace(m) € L, (A).

2) For any i € {1,...,n}, if inf(rp)[i] = T, then the
sequence ™ = SgS1S8z- -+ is a path for T such that
trace(m) € L, (B;).

Proof: (1) From the construction of P, it follows that
the sequence m = 5095152+ —the projection of rp onto
T— is a path over T, and that the sequence r = qoq1q2 - - -
is a run for trace(mw) = L(so)L(s1)L(s2)--- over A. Given
that 7p is an accepting run for P, there are infinitely many
i’s for r = qoq1q2--- such that ¢; € F, implying that r
is accepting, and thus, trace(n) € L, (A). (2) The proof is
similar to the proof of (1) with the consideration that in this
case, for each i, sequence r; = qo,iq1,i2,; - - - 1is a run for
trace(m) = L(so)L(s1)L(s2) -+ over B;. [ |

Lemma 2: Assuming the structures in Definition 4, for
any I C {1,...,n} and for any path m1 = 5p8182"-"
in T such that trace(w) € L,(A) and trace(w) €
Micr Lo(Bi), there exists an accepting run rp =

(90,50,90,15 -+ 90,n)(q15 51, @115 - - q1,n) - - - over P such

that inf(rp)[i]| = T for all i € I.

Proof: Let r be an accepting run for 7 over A4, and let
for each i € I, r; be an accepting run for = over ;. Given
that all Biichi automata created for the soft constraints are
nonblocking, for each j € {1,2,---n} such that j ¢ I, there
exists an infinite run r; for m over B;. Now we choose one
such 7, one such r; for each 4, and one such r; for each j.
Then we combine 7, the chosen r, all the chosen r;’s, and
all the chosen r;’s to form an rp. This constructed rp has
the properties claimed in this lemma. [ ]

The impact of these lemmas is that for any optimal
solution of the OLPSC problem, there is an accepting run
rp over P for which fy, (inf(rp)) is minimum, and that
from any accepting run rp that minimizes f, (inf(rp)), one
can create an optimal solution to the OLPSC problem via
projecting rp into 7. Accordingly, one can solve the OLPSC
problem by computing over P, a run rp with minimum cost.

B. Trajectory generation

A run rp with minimum cost is constructed in Line 7
of Algorithm 1. The product automaton may have many, or
even infinitely many optimal runs; in fact, there could exist
an optimal run whose sequence of states cannot be specified
by any pattern; however, we are interested in only one kind,
which is revealed by the following result.

Lemma 3: If L,(P) # 0, then P has an accepting lasso
rp = ri(r2)¥ such that ri € Qp, T2 € Q; and that
fw(inf(rp)) is minimum.

Proof: We show that from any accepting run 7% =
Pop1P2 - - - that minimizes fy, (inf(r7%)), we can construct an
accepting lasso rp such that fy (inf(r)) = fw(inf(rp)).
Given that 7%, has an infinite length while Q» has only a
finite number of states, there exists an integer £ > 0 such
inf(rf) = {p; € rp | 7 > k}. We choose [ to be the smallest
such k.

Let I = {1 < i < n | inf(rp)[i]] = T}. We choose
an integer j > [ such that 7[l..j] contains at least one
state p € F'p and it contains at least a state ¢; € F; p for
each 7 € I. We choose u to be the smallest such integer
J. We now set ry = rp[l..u] = pypi41...py and set rp =
r5[0..l — 1] = pop1 . .. p1—1. Clearly, lasso rp is accepting.
Moreover, fw (inf(r%)) = fw(inf(rp)). |

The punchline is that to synthesize an optimal run, it is
sufficient to consider those runs who are lassos. We are also
interested in finding a shortest such lasso —a lasso rp =
r1(re)® for which |ry| + |r2| is minimum. Unfortunately,
the following result reveals that finding a shortest such lasso
is not easy.

Lemma 4: Given a product automaton P, the problem of
finding over P, a shortest lasso rp = 11(r2)* that minimizes
fuw(rp) is NP-hard.

Proof: We prove by reduction from the problem of
finding a shortest accepting lasso for a generalized Biichi
automaton, which is known to be NP-hard [4], [8]. For



Algorithm 2: MinimumCostAcceptingLasso

Data: Product automaton P = (Qp, ép, qo.p, Fp, W)
Result: An accepting lasso for P minimizing fy,
SCC's = STRONGLY CONNECTEDCOMPONENTS (P);
O < nil;
minW <« oo;
forall C' € SCC's do
if C.accepting = True then
if fw(C.w) < minV then
O+ C;
minW < fw(C.w);
end
end

e 0 NN R W N

—
>

end

if O = nil then return nil

r1 = BFSSHORTESTPATH(qo, p, O.leader);
ro = MINCOSTACCEPTINGCYCLE(O);
return (r1,72);

e
N oA W N -

each generalized Biichi automaton G = (Q, %, 6, qo, F :=
{F,Fs,--+ ,F,}), we make a product automaton P =
(Qp,6p,q0,p, Fp,w) such that Qp = Q; qop = qo;
Fp = Q; for each q, q/ € Q’ (qaq/) € 573 iff (qaa7ql) €9
for an a € X; and for each state ¢ € Qp, function w assigns
a vector v € {T,F}" such that for each j € {1,2,--- ,n},
v[j] = T if ¢ € F}, and otherwise, v[j] = F. Consider that
any run over P is accepting, and that fy (inf(rp)) = 0 for
any optimal lasso rp in P. Any shortest lasso rp over P for
which fy (inf(rp)) = 0 is a shortest accepting lasso for G.
This completes the proof. [ ]

As a result of this lemma, unless P=NP we cannot compute
in a time polynomial to the size of P, a shortest lasso
that is accepting for P and for which fy (rp) is minimum.
Unfortunately, it is also NP-hard to approximate within
any constant factor, the length of such a lasso (the proof
would utilize the same reduction in Lemma 4 along with
the fact due to Ehlers [8], according to which it is NP-hard
to approximate within any constant factor the length of a
shortest accepting lasso for a generalized Biichi automaton).
Consequently, we utilize a greedy algorithm to find a shortest
such lasso which has the minimum cost.

Our algorithm uses graph algorithms to minimize |r;| and
|ro| separately. Algorithm 2 shows the process. Consider that
P can be thought of as a directed graph with vertex set
Qp and edge set dp. Additionally, all vertices (states) in 72
are in a strongly connected component (SCC) of the graph
given that they are contained in a cycle, r2.72[0]. With these
in mind, our algorithm first decomposes the graph into its
strongly connected components, (Line 1); then finds a SCC
that contains |ro| of a lasso rp = 71(r2)* with minimum
fw(rp) (Lines 2—11); and then construct 71 and 2 (Lines 13
and Line 14 respectively). See Figure 2.

To find the set of SCCs of the graph, we use the well-
know algorithm of Tarjan [20]. This algorithm uses depth
first search (DFS) to traverse all the vertices (states) of the
graph in one pass. During this traversal, each vertex p is

Fig. 2: Showing our algorithm for finding an optimal lasso rp =
r1(r2)® over product automaton P. Each C; is a strongly connected
component of the graph underling 7P. Component C's contains the
suffix of an optimal lasso. Set Fc, » contains those state in Cs
that are accepting for P, ie., Fo,,» = Fp N Cs. For each i €
{1,3,4,7}, set F; ¢, are those states in C that are accepting for
Biichi automaton B;—the one who represents preference ;.

assigned a unique integer p.number, which is, in fact, the
traversal’s step number at which p is reached. Each vertex
is assigned another integer p.lowlink, whose value is set to
the smallest index of any node reachable from p, including
p itself. During this algorithm, all vertices that are assigned
the same value of lowlink will be in the same SCC of the
graph, and among those vertices, the one whose number is
equal to its lowlink is the leader (representative) of the SCC.

As Tarjan’s algorithm executes, we also compute for each
SCC C, the value of C.accepting, which gets T'rue only
when C' contains an accepting state of P and that C is
not a singleton vertex who does not have a loop. We also
compute the value of Boolean vector C.w, whose value is
set to C.w = 3 .~ w(q). Notice that during the same pass
of the Tarjan’s algorithm, one can keep for each vertex, a
link to its parent in the DFS search. Accordingly, later, the
algorithm can use those links to find, for each state, a path
from the initial state to that state. These paths can be used
in Line 13 to compute 71, which is, in fact, a path from the
initial state to the leader of the component which we choose
to construct ro from. However, a path r; that is constructed
in that way may not have minimum length. Accordingly, we
use BFS to find a shortest simple path from g p to C.leader.

The final phase of finding an accepting lasso is to synthe-
size the suffix ry of it, Line 14 of Algorithm 2. This suffix
is synthesized inside an optimal SCC O using the following
greedy algorithm. Let 7, € Q% be any run that minimizes
fo(rp), and let I = {1 <i < n | w(rp)[i] = T}. Let for
each i € I, F; o be the set of states in O that are accepting
for Biichi automaton B;, i.e., F; 0 = ON{q € Q | w(q)[i] =
T}, and let Fp p be the set of accepting states in O, i.e.,
Fop = FpNO. Our greedy algorithm synthesizes r, as the
vertices (states) of a cycle starting from O.leader such that
the cycle contains at least a state of Fp p and at least a state
in F; p for each 7 € I. To do so, it uses variable U with
initial value Fo p |J{Fioli € I}. It starts from O.leader,
and performs breadth first search (BFS) until it finds a state
s for which there is a set M € U such that s € M. Using
the parent links set during BFS, the algorithm records the
shortest path from O.leader to s as a first portion of 79, and



removes from U all those sets M for which s € M. It then
does a similar task, BFS traversal, starting from s, and then
records the path traversed from s to the new found state. It
repeatedly does this process until U becomes (). At this time,
it does a BFS to find the shortest path back to O.leader. By
this time, it has made ro as the vertices of a cycle. Figure 2
illustrates how inside SCC (', the algorithm constructs 7.

Given this discussion, we now analyze the time complexity
of our algorithm.

Lemma 5: For any automaton P =
(Qp,dp,Qop,Fp,w), a lasso with minimum cost
can be generated in time O(n(|dp| + |Qp|)).

Proof: Tt takes O(|op| + |Qp|) time to find the set of
strongly connected components. BES is called at most n+ 1
times, each of which takes O(|dp| + |Qp|) time. [ |

This bound simplifies to O(|dp| + |Qp|) if the number of
soft constraints n is treated as a constant.

We can slightly improve the quality of solution by letting
instead of the leader, the first state to which BFS reaches
from the leader and who is either a final state or it cor-
responds to a final state of the Biichi automata for a soft
constraint, to be the midpoint of the lasso.

Though Algorithm 2 generates a lasso of minimum cost,
it is not guaranteed to produce the shortest such lasso. In
the next section, we compare our algorithm with an optimal
brute-force algorithm, which finds the shortest lasso by
letting any state within an optimal SCC to be the midpoint of
the lasso, and synthesizes the suffix of the lasso by searching
from the shortest ones, all cycles, simple or otherwise, that
start from the midpoint until it finds a satisfactory cycle or
the length will be longer than the length of a shortest lasso
computed for other midpoints.

V. CASE STUDIES AND EXPERIMENTS

We have implemented Algorithms 1 and 2 in Java. The
computed results were executed on an Ubuntu 16.04 com-
puter with a 3.6GHz processor.

A. Case study: Hospital deliveries

Figure 3 shows a hospital which has an emergency de-
partment (e), a primary care department (p), a maintenance
department (n), a pharmacy (h), and a warehouse (w). In
this hospital, a robot delivers first aid items (f) and medicine
(m) from the warehouse to the other departments. Each state
of the transition system for this case study has an atomic
proposition indicating a unit within the hospital, along with
other propositions indicating which items the robot is caring
at that unit. Those states are connected according to the
connectivity of the units within the hospital and the items the
robot can take or leave at a unit. The robot’s primary tasks
are to deliver first aid items to the emergency department,
deliver first aid items to primary care, deliver medicine to
the pharmacy, and report for maintenance, each infinitely
often. In addition, suppose the robot is given these soft
specifications, ordered from most to least important:

1) If first aid items are delivered to the primary care

department, then do not deliver additional first aid items

Emergency Department Maintenance

@ n
Warehouse
w
a| medicine
corridor € m s
f First aid
items

g

Primary care Department Pharmacy

Fig. 3: A hospital, in which a delivery robot is tasked to deliver
first aid items to emergency and primary care departments, deliver
medicine to pharmacy, and visit the maintenance section. The
robot’s task is expressed by LTL formula ¢ = OO(pA f)AOO(e A
£)AOO0(h Am)AO0n
there until first aid items have been delivered to the
emergency department, and vice versa.

2) If the first aid items are picked from the warehouse,
then they must not be delivered to the primary care
department until the emergency department receives the
first aid items.

3) Do not carry first aid items and medicine together.

4) Always pick both first aid items and medicine when
leaving warehouse.

Notice that, in particular, the first two constraints cannot
be expressed in LDLy. Thus, the algorithm from our prior
work [17] cannot generate a plan for this instance. The
box below shows how to formulate these constraints into
an instance of OLPSC, along with the solution computed by
our implementation.

Goal: O0(p A f)AOO(e A f) AOO(RAm) AOON
Soft constraints:

D O((pAf) = OFplUle f)))

AO((e A f) = O(=eU(p A f)))

2) O((e A f) = (-pUe))

3) O(~w — —(f Am))

4) O((w A Oc) = O(f Am))
Solution:

wWep(Cecw fC P feW fCfe fCWap Crn My M, henmiepe)®
Satisfied constraints: 1, 3
Computation time: 201.50s

In the sequence shown for the solution, a letter is the
location of the robot, and the subscript of the letter, if any,
is what the robot is carrying. Not that this optimal solution
satisfies only the first and third soft constraints.

For comparison purposes, we also executed on this exam-
ple, the brute-force algorithm to compute a shortest accepting
lasso that minimizes the cost function f,. That algorithm
failed to compute such a lasso in 15 hours.

B. Case study: Retirement home

In this section, we look back to the retirement home ex-
ample from Section I. The transition system in that example
has atomic propositions for locations —r; for common room
1, ro for common room 2, and ¢ for toy room— and also



for the robot acts —g for juggling, and b for making animal
balloons. The robot is tasked to visit 71, 7o, and t, each one
infinitely often. The robot’s specification also includes 6 soft
constraints (some of which were mentioned in Section I):

1) After making animal balloons in room 1, the robot
should immediately do the same act in room 2.

2) The robot should perform each of the acts in room 1
infinitely often.

3) The robot should not perform the act of making animal
balloons in room 2.

4) If the current act in room 2 is making animal balloons,
then the robot should eventually make animal balloons
in that room.

5) The robot should not stay in a common room once it
performed an act.

6) The robot should perform at least two acts in each
common room once it has entered that room. Those
two acts can be different or not.

We can formalize this scenario as an instance of OLPSC:

Goal: OOr; AOOry A OO
Soft constraints:
D O((ri Ab) = O((=b A —g) U(rz Ab)))
2) O0(r1 Ag) AOO(r1 AD)
3) D(T‘Q — _|b)
4) O((ra Ab) = O(ra A g))
5) D(’I"l — Oﬁ?‘l) A\ D(TQ — Qﬁ?‘z)
6) O((=r1 A Or1) = (OO 1))
Solution:
Slsrl,gsl57“2,b(Sl57"2,bslsm,gslsrg,bslsrlg
5187, ,b51Sry,bS1Sr1 ,bS1Sry,bSIStSS1Sry 551)™
Satisfied constraints: 1, 2, 4, 5
Computation time: 21.91s

For comparison, the brute-force algorithm computed 75 =
S1S71,95r1,bS1Srs,bSr.,9515t51(Sry,gSre bS1Srs bSrs,gS15t51)%
as a shortest accepting lasso minimizing f, in 3,254
seconds. The shortest accepting lasso has length 16, while
the lasso generated by our algorithm has length 26.

Now suppose there is a change in the relative ordering of
the soft constraints, in which the last two are swapped. This
induces a change to the set of constraints that can be satisfied,
but not to the basic structure of the product automaton.

Goal: OOr; AOOry A OO
Soft constraints:

1) — 4) Same as above.

5 B((=r1 AOr1) = O Or))

6) D(T‘l — O_\T'l) A D(T’Q — O"’l"g)
Solution:

8l8r27b(87‘2,gSr27bSr2,gSlSr1,gsrl,bslsrz,bsrg,g

S1Sr1,gSr1,b51875,b575,g515t5¢515r5 bSry.9)"

Satisfied constraints: 1, 2, 4, 5
Computation time: 0.02s (excluding product
automaton construction)

In fact, if we have already computed the product automa-
ton for the instance above, we need only to synthesize an

accepting lasso, without any need to reconstruct the product
automaton again. To synthesize the new lasso, for each state
of the product automaton, we swap the elements of vector w
according to the new order of constraints, and then synthesize
the lasso.

It took only 20 milliseconds to synthesize an optimal
run on the constructed automaton, while for the first one it
took 21.91 seconds, much of which was spent to form the
product automaton. We also use the brute-force algorithm to
compute the shortest accepting lasso 7, that minimizes the
fw(r5). It took 110 seconds, excluding the time of product
automaton construction, for the brute-force algorithm to
compute the shortest accepting lasso, which was r; =
51S71,95r1 ,b51Srs,bSr5,9515t51(Sry ,gSry bS1Srs,bSrs,g515t)",
with length 16. Observe that the length of the lasso generated
by our greedy algorithm was 23 while the length of the
shortest accepting lasso was 16. The product automaton for
this problem had 1440 states.

C. Experiments

In this section, we present results of our experiment com-
paring our (greedy) algorithm with the brute-force algorithm.
We performed all those experiments on the same machine
on which we executed our case studies. In this experiment,
we execute both the greedy algorithm and the brute-force
algorithm on a large number of graphs (product automata)
of different sizes that we generated randomly by the Erdds-
Rényi model of G(n,p), according to which each edge will
be included in the graph with probability p independent from
any other edge.

Figure 4 shows results of our experiment. For each graph
size —100, 200, 300, and 500— we generated 100 random
graphs. The number of edges for each graph was approxi-
mately five times the number of vertices, and for each graph,
approximately 20 percent of the states were final states. The
number of soft constraints, the size of the Boolean vectors
assigned to a state by w, for each graph was 10. We report
for each graph size, the average time to compute an accepting
lasso with minimum cost by our algorithm, and also the
average size of the generated lassos. For each test, the greedy
algorithm had 20 minutes to find a shortest lasso. Figure 4
shows also for each graph size, the number of times the
brute-force algorithm was able to compute a shortest lasso
within the 20 minutes time window. Notice that for graph size
300, the brute-force algorithm failed four times to compute
a minimal lasso within that time window, and for graph size
500, it was able to compute a shortest lasso only for 62 tests.
Accordingly, we considered in computing all those averages
shown for the brute-force algorithm in that figure, only those
tests for which the algorithm was able to compute a solution
in 20 minutes. This means that the actual time averages
for graph size 300 and 500 are higher, and probably much
higher, than those shown in that figure. The average number
of constraints satisfied were ranged from 6.30 to 6.81.

For each test, we also computed approximation ratio,
defined as the size of the lasso generated by the greedy
algorithm over the size of the lasso generated by the brute-



States Our algorithm Brute-force algorithm Approximation ratio
# Success Avg Time (Sec.) Avg lasso size # Success Avg Time (Sec.) Avg lasso size Min Max Avg
100 100 0.0001 17.86 100 12.404 9.27 1 4.33 2.08
200 100 0.0002 21.88 100 53.91 10.39 1 4.33 2.24
300 100 0.0001 23.68 96 170.151 10.93 1 4.4 2.26
500 100 0.0001 28.14 62 504.799 11.63 1 4.14 2.35
Fig. 4: Results of our experiment comparing our algorithm with the brute-force algorithm.
© [5] C. Courcoubetis, M. Vardi, P. Wolper, and M. Yannakakis, “Memory-
» efficient algorithms for the verification of temporal properties,” Formal
.\’]/ Methods in System Design, vol. 1, no. 2-3, pp. 275-288, 1992.
- [6] G. De Giacomo and M. Y. Vardi, “Linear temporal logic and linear
e % dynamic logic on finite traces.” in IJCAIL vol. 13, 2013, pp. 854-860.
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Fig. 5: The distribution of approximation ratios of the lasso sizes
generated by our greedy algorithm for 100 generated random graphs
with 100 states.

force algorithm. The minimum, maximum, and the average
of those ratios for each graph size is shown in Figure 4.
We observe from this experiment that the greedy algorithm
generates a solution significantly faster than the brute-force
algorithm while the quality of solution is still acceptable. For
graph size 100, the distribution of the approximation ratios
of the 100 tests we performed is shown in Figure 5.

We also executed a variant of our algorithm, in which we
let any final state within an optimal SCC to be the midpoint
and then chose a shortest one among all lassos generated
for those midpoints. This algorithm increases the running
time by the magnitude of the number of final states. We
observed that the quality of solution is slightly improved.
For the graph sizes of 100, the average of approximation
ratio was 2.01 for this new variant, compared to 2.08 to
original algorithm. Because product automata are generally
quite large, we may not need sacrifice computation time in
favor of slightly improved quality.

VI. CONCLUSIONS AND FUTURE WORK

In this paper, we considered temporal logic planning given
both hard and soft specifications of the goal. Future work
can consider learning soft constraints. It can also consider
the case where the environment is dynamic. In this case, the
changes are reflected in the product automaton, for which
one needs to maintain the SCCs of the automaton in a data
structure that is able to quickly adapt to the changes.
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