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ABSTRACT 
This work presents a method to identify children at risk for 
Autism Spectrum Disorder using behavioral data extracted from 
video analysis of child-robot interactions. Robots were used as a 
tool to elicit social engagement from the children in order to 
capture their social behaviors. A Convolutional Neural Network 
was used to classify the behavioral data as either at-risk ASD or 
Typical Development. The network performance was compared to 
two machine learning classifiers and the utility of the proposed 
method as a way to streamline existing diagnostic procedures was 
discussed. 
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1 Introduction 
Children with Autism Spectrum Disorder (ASD) typically 
experience difficulties in social communication and interaction. 
As a result, they display a number of distinctive behaviors 
including atypical facial expressions and repetitive behaviors such 

as hand flapping and rocking. Given the subjective, cumbersome 
and time intensive nature of the current methods of diagnosis, this 
paper presents a behavior-based approach to identify children at 
risk for ASD. This can serve as a means to streamline the standard 
diagnostic procedures by facilitating rapid detection and clinical 
prioritization of at-risk children. 

Previous approaches to use machine learning for ASD diagnosis 
include classifications based on data from standardized ASD 
assessments [1][2] and brain image datasets [3]. [4] used 
kinematic analysis of upper body movements during a specialized 
task to detect ASD-specific behaviors. 

The current work uses facial expressions and upper body 
movement patterns to detect ASD. We designed a robot-assisted 
interaction where robots were used as a tool to elicit social 
engagement from the children in order to capture their social 
behaviors. We collected multimodal behavioral data from the 
child-robot interactions to train a Convolutional Neural Network 
(CNN) in order to evaluate the utility of proposed approach for 
ASD risk detection in children. 

2 Methods 

2.1 Child-robot interaction design 
The interaction scenario for this work used two robots (a small 
humanoid and an iPod-based mobile robot) in a sensory maze 
setup where they walked around the maze to find different stations 
and interacted with the sensory stimuli presented at each station 
[5]. The activity was designed to include various opportunities for 
conversations initiated by the robot, encouraging active 
participation from the child to facilitate a joint sensory experience 
(Figure 1). 
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Figure 1: Children interacting with the robots within a 
sensory maze setup. 



 

 
 

2.2 User study 
A user study was conducted to collect a video dataset from two 
groups of children, typically developing (TD) and with ASD, 
between the ages of 5 and 10 years. The study was approved by 
the Institutional Review Board (GW IRB#111540). The TD group 
consisted of 7 boys with a mean age of 7.43±2.30 years. The ASD 
group consisted of 5 boys with a mean age of 8.2±1.10 years. The 
total interaction time was 3931 seconds (mean=561.57) for the 
TD group and 3442 seconds (mean=688.4) for the ASD group 
making the two datasets comparable in size.  

2.3 Multimodal data and feature selection 
Since the robots were set up on a table with the children either 
standing or seated around it, we extracted only upper body 
tracking data and facial keypoints from video recordings of the 
interactions using OpenPose [6]. We then used Laban movement 
analysis [7] to derive features that can be used to analyze the 
intent behind human movement, which included the weight, space 
and time features, as defined in [8][9]. This was done using a 
moving time window of 1 second to capture the temporal nature 
of the data. The 3 derived movement features were combined with 
68 facial key-points (originating from the nose and eyes) to form a 
dataset comprising a total of 71 features. 

2.4 Network Architecture 
A Convolutional Neural Network (CNN) was designed to process 
the dataset given the usefulness of the CNN to process ordered 
data (Figure 2). The network had 2 1D convolution layers to 
extract high-level features from the temporal data. Given the non-
linear data structure, the first 2 dense layers were used to spread 
the feature dimensions and the last was used to generate the 
output. To avoid overfitting, the four dropout layers were used at 
a dropout rate of 20%. 

3 Results 
The goal of ASD risk detection was modeled as a binary 
classification problem. The CNN was trained on 80% of the 
interaction data and the remaining 20% were used to validate its 
performance. The CNN achieved a training accuracy of 0.883 and 
a training loss of 0.232. Two additional machine learning 
classifiers (Random Forests [10] and K-Nearest Neighbor [11]) 
were used to situate the performance of the CNN by comparing 
their accuracy, precision, and recall values (Table 1). These 

machine learning classifiers have simpler structures than a deep 
CNN with fewer hyperparameters tat require fine-tuning. Figure 3 
shows the confusion matrix resulting from the classifications 
generated by the CNN. 

4 Discussion and conclusion 
All 3 classifiers attained high accuracy, precision, and recall 
values that were close to 0.90 (Table 1). These results are 
encouraging, given the small size of the training dataset (on 
average ~18597 data points per subject). Given the false negative 
value of 0.1787 (Figure 3), this method cannot be claimed to be 
ready to be used singularly as a diagnostic tool for ASD. 
However, this proposed behavioral approach can be useful as a 
more accessible layer of screening to identify at-risk children and 
streamline the diagnosis process. 

The three classifiers attained similar overall performance, 
indicating that the simpler machine learning methods suffice for 
the given dataset. However, with larger number of participants 
and repeated interaction sessions, the size of the dataset is 
expected to grow rapidly. With the incorporation of additional 
modalities to use a more comprehensive representation of ASD 
behaviors, complexity of the dataset is bound to increase, in which 
case a CNN may stand out as the better choice. 

Of course, this work is limited by the number of participants, the 
inclusion of a single gender and the exclusive use of behaviors 
available from video data. Inclusion of other complex behaviors 
observable through physiological, eye gaze and vocal data can 
help to improve the reliability of the networks. 

Unlike previous works, however, this paper presents a method to 
identify at-risk children with ASD based only on behavioral data 
captured through video recordings of a naturalistic interaction 
with social robots. The movement of the child was not restricted 
and no obtrusive sensors were used. This means that this method 
can easily be generalized to other interactions from, for example, 
play time at home, where much larger datasets can be obtained. 

Table 1. Performance metrics for the three classifiers. 
Classifier Accuracy Precision Recall 
CNN 0.8846 0.8912 0.8853 
RF 0.8852 0.8876 0.8856 
KNN 0.8874 0.8920 0.8878 

Figure 2. Our CNN used for the ASD risk detection. 

Figure 3.  Confusion matrix for classifications from the CNN. 
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