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Abstract

It is well known that for pure states the relative entropy of entanglement is equal to the reduced

entropy, and the closest separable state is explicitly known as well. The same holds for Renyi relative

entropy per recent results. We ask the same question for a quasi-relative entropy of entanglement,

which is an entanglement measure defined as the minimum distance to the set of separable state,

when the distance is measured by the quasi-relative entropy. First, we consider a maximally

entangled state, and show that the closest separable state is the same for any quasi-relative entropy

as for the relative entropy of entanglement. Then, we show that this also holds for a certain class

of functions and any pure state. And at last, we consider any pure state on two qubit systems and

a large class of operator convex function. For these, we find the closest separable state, which may

not be the same one as for the relative entropy of entanglement.

1 Introduction

Entanglement describes strong quantum “connections” (stronger than any classical ones) that parts of

a system can posses even when separated by long distance and having no connecting matter in between.

It found applications in quantum optics [8, 27], nuclear magnetic resonance [36, 37], condensed mater

physics [19, 29], quantum cryptography [16, 30, 43], and quantum algorithms and protocols [4, 5].

Understanding the behavior of entanglement in a system, its creation and loss (decoherence), is one of

the fundamental goals of quantum science. For an overview on entanglement see [26, 40].

The amount of entanglement in a quantum state can be captured using entanglement measures. Any

such measure, E(ρ) of a quantum state ρ, should fulfill at least the following criteria [45]:

(E1) E(ρ) ≥ 0, and E(ρ) = 0 if and only if ρ is separable;

(E2) Invariance under local unitary operations: E(ρ) = E(UA ⊗ UBρU∗A ⊗ U∗B).
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(E3) E cannot increase under local operations and classical communication (LOCC), i.e. E(Λ(ρ)) ≤
E(ρ) for any LOCC map Λ.

It’s interesting to note that these conditions are not set in stone for all entanglement measures. They

can be relaxed, strengthen or new ones added depending on specific circumstances one would like to

consider. For example, even the simples condition (E1) is not satisfied for a distillable entanglement, as

it is zero on the bound entangled states [24], which are entangled. However, the measure is nice enough

for us to overlook that lapse, explaining that there are various kinds of entanglement, all of which

cannot be captured by one single measure, yet. New conditions on entanglement measures sometimes

take the form of normalization on the maximally entangled states, convexity, additivity, continuity, and

reduction to the marginal state on pure states [25, 46].

A large class of entanglement measures is defined using a ’distance’ between two quantum states

[45, 46]. For a distance measure D(ρ‖σ) between two quantum states ρ and σ, which is not required to

be a metric, entanglement measure is defined as

E(ρ) := min
σ∈S

D(ρ‖σ) ,

where S is the set of separable states.

This construction gives entanglement measures such as: relative entropy of entanglement [45], Bures

measure of entanglement [45], several Rényi relative entropies of entanglement [44, 47, 54], Tsallis relative

entropy of entanglement [47], Groverian measure of entanglement [7, 41, 42], and possibly others.

In [45, 46] a set of conditions on the distance was given in order to induce an entanglement measure

that satisfies conditions (E1)-(E3). These conditions are:

(D1) D(ρ‖σ) = 0 if and only if ρ = σ.

(D2) Invariance under unitary operations: D(ρ‖σ) = D(UρU∗‖UσU∗).

(D3) Data processing inequality (or monotonicity under completely positive trace-preserving (CPTP)

maps): D(N (ρ)‖N (σ)) ≤ D(ρ‖σ), for any CPTP map N .

In [46] it was shown that a relative entropy was a good candidate for a distance, since it induces an

entanglement measure that satisfies (E1)-(E3). The relative entropy is defined as

S(ρ‖σ) = Tr(ρ log ρ)− Tr(ρ log σ) .

It was also shown in [46] that a relative entropy of entanglement reduces to the marginal entropy on a

maximally entangled state, and later in [45] it was generalized to all pure states: for a pure state |Ψ〉 =∑
j

√
pj |jj〉, the closest separable state when measured by the relative entropy is σ∗ =

∑
j pj |jj〉 〈jj|

and the entropy of entanglement is Er(|Ψ〉 〈Ψ|) = −
∑

j pj log pj. Sometimes this property of the relative

entropy is elevated to a condition on an entanglement measure:

(E4) Entanglement of a pure state ρ = |Ψ〉 〈Ψ| is the marginal entropy, i.e. E(|Ψ〉) = S(ρA), where

ρA = TrB |Ψ〉 〈Ψ|, and S(ρ) = −Tr(ρ log ρ) is the quantum entropy.
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Similar results were found for the Renyi entropy of entanglement, defined by the minimal distance

to the space of separable states when the distance is taken to be the Renyi relative entropy

SRα (ρ‖σ) =
1

α− 1
log Tr(ρασ1−α) .

An explicit expression was found for the Renyi entropy of entanglement in [12, 54]. In [12], it was shown

that for a pure state |Ψ〉 =
∑

j

√
pj |jj〉 and α < 2, the closest separable state is

σ =
1

Pα

∑
j

p
1/α
j |jj〉 〈jj| ,

where Pα =
∑

j p
1/α
j . The Renyi entropy of entanglement is then given by

ER
α (Ψ) =

α

α− 1
log
∑
j

p
1/α
j .

We consider a large class of distances, called quasi-relative entropy, defined as

Sf (ρ||σ) = Tr(f(∆σ,ρ)ρ) ,

where the relative modular operator, ∆A,B(X) = LAR
−1
B (X) = AXB−1. This class includes the regular

relative entropy, the exponential Renyi relative entropy, and scaled Tsallis relative entropy.

Since the quasi-relative entropy satisfies conditions (D1)-(D3), the entanglement measure it induces,

satisfy (E1)-(E3). The question now is what about (E4)? Or, what is the closest separable state to a

pure entangled state when measured by the quasi-relative entropy?

This optimization question was asked in [21], where the authors developed a method of solving this

problem for any convex function on the set of quantum states. While authors considered the case of

quasi-relative entropy as an example, they focused more on developing a general method rather than

giving an explicit solution, as we aim in this manuscript. The method we are using is similar, if not the

same, to the method in [21], but it could be simplified and traced back to the original relative entropy

of entanglement paper [45].

In Theorem 3.1 we consider a maximally entangled (Bell) state |Ψ+〉 =
∑

1√
d

∑
j |jj〉, and show that

the closest state is σ∗ =
∑

1
d

∑
j |jj〉 〈jj|, which means that the quasi-relative entropy of entanglement

is equal to

Ef (
∣∣Ψ+

〉
) = f(1/d) .

In Theorem 3.2 we consider any pure state, and a class of functions f that define quasi-relative

entropy. In these conditions, we show that the closest separable state to a pure state |Ψ〉 =
∑

j

√
pj |jj〉

is the state σ∗ =
∑

j pj |jj〉 〈jj|. The quasi-relative entropy of entanglement is then

Ef (|Ψ〉) =
∑
j

pjf(pj) .

In Theorem 3.3 we take any qubit state |Ψ〉 =
√
p |00〉 +

√
1− p |11〉 and a large class of functions.

We show that the closest separable state is in a form σ∗ = q |00〉 〈00| + (1 − q) |11〉 〈11|. We explicitly

define these qj’s in the proof of the theorem. In this case, the quasi-relative entropy becomes

Ef (|Ψ〉 〈Ψ|) =
∑
j

pjf(qj) .
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2 Preliminaries (for more details see [6, 11, 48, 49])

2.1 Operator Monotone Functions

Denote the set of operator monotone decreasing functions f as Q(0,∞).

2.1 Example. From [6, Exercise V.4.8] The following functions belong to Q(0,∞):

• f(x) = − log x,

• f(x) = −xp for p ∈ [0, 1],

• f(x) = xp for p ∈ [−1, 0].

According to [15, Chapter II, Theorem I] every function f ∈ Q(0,∞), has a canonical integral repre-

sentation

f(x) = −afx− bf +

∫ ∞
0

(
1

t+ x
− t

t2 + 1

)
dµf (t) , (2.1)

where af := − limy↑∞
f(iy)
iy
≥ 0, bf := −Re f(i) ∈ R and µf is a positive measure on (0,∞) such that∫ ∞

0

1

t2 + 1
dµf (t) <∞, and

µf (x1)− µf (x0) = − lim
y↓0

1

π

∫ x1

x0

Im f(−x+ iy)dx . (2.2)

Conversely, every such function belongs in Q(0,∞).

We consider functions f ∈ Q(0,∞) such that f(1) = 0. The last condition is equivalent to

0 = f(1) = −af − bf +

∫ ∞
0

(
1

t+ 1
− t

t2 + 1

)
dµf (t) ,

in other words,

af + bf =

∫ ∞
0

(
1

t+ 1
− t

t2 + 1

)
dµf (t) . (2.3)

Therefore, the operator monotone decreasing function f such that f(1) = 0 has the following integral

representation

f(x) = af (1− x) +

∫ ∞
0

(
1

t+ x
− 1

t+ 1

)
dµf (t) . (2.4)

2.2 Example. Consider the power function f(x) = −xp for p ∈ (0, 1). It is operator monotone

decreasing. Then

af = − lim
y↑∞

f(iy)/(iy) = 0 , and bf = cos(pπ/2) .

For x > 0, limy↓0 Im f(−x+ iy) = −xp sin(pπ) so that

dµf (x) = π−1 sin(pπ)xpdx .

This yields the representation

− xp = −cos(pπ/2) +
sin(pπ)

π

∫ ∞
0

tp
(

1

t+ x
− t

t2 + 1

)
dt . (2.5)
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2.3 Example. Let f(x) = − log(x). It is operator monotone decreasing. Then

bf = Re (log(i)) = 0 ,

and

af = lim
y↑∞

log(iy)/(iy) = lim
y↑∞

(log y + iπ/2)/(iy) = 0 .

It is clear from (2.2) that

dµf (x) =
1

π
lim
y↓0

Im log(−x+ iy)dx = dx .

Then the integral representation (2.1) gives the following formula for the logarithmic function

− log x =

∫ ∞
0

(
1

t+ x
− t

t2 + 1

)
dt , (2.6)

which is also obvious from the direct computation of the integral.

2.2 Quasi-relative entropy

Quantum quasi-relative entropy was introduced by Petz [38, 39] as a quantum generalization of a classical

Csiszár’s f -divergence [13]. It is defined in the context of von Neumann algebras, but we consider only

the Hilbert space setup. Let H be a finite-dimensional Hilbert space, and ρ and σ be two states (given

by density operators).

2.4 Definition. For an operator monotone decreasing function f , such that f(1) = 0, and strictly

positive states ρ and σ acting on a finite-dimensional Hilbert space H, the quasi-relative entropy (or

sometimes referred to as the f -divergence) is defined as

Sf (ρ||σ) = Tr(f(∆σ,ρ)ρ) ,

where the relative modular operator, introduced by Araki [1],

∆A,B(X) = LAR
−1
B (X) = AXB−1

is a product of left and right multiplication operators, LA(X) = AX and RB(X) = XB. Throughout

this paper we consider finite-dimensional setup, so the operators are invertible. (In general, A−1 is

stands for the generalized inverse of A.)

There is a straightforward way to calculate the quasi-relative entropy from the spectral decomposition

of states. Let ρ and σ have the following spectral decomposition

ρ =
∑
j

λj |φj〉 〈φj| , σ =
∑
k

µk |ψk〉 〈ψk| , (2.7)

where the eigenvalues are ordered:

λn ≤ · · · ≤ λ1, µn ≤ · · · ≤ µ1 .
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the set {|φk〉 〈ψj|}j,k forms an orthonormal basis of B(H), the space of bounded linear operators, with

respect to the Hilbert-Schmidt inner product defined as 〈A,B〉 = Tr(A∗B). By [51], the modular

operator can be written as

∆σ,ρ =
∑
j,k

µk
λj
Pj,k , (2.8)

where Pj,k : B(H)→ B(H) is defined by

Pj,k(X) = |ψk〉 〈φj| 〈ψk|X |φj〉 .

The quasi-relative entropy is calculated as follows

Sf (ρ||σ) =
∑
j,k

λjf

(
µk
λj

)
| 〈ψk| |φj〉 |2 . (2.9)

2.5 Example. For f(x) = − log x, the quasi-relative entropy becomes the Umegaki relative entropy

S− log(ρ‖σ) = S(ρ‖σ) = Tr(ρ log ρ− ρ log σ) .

2.6 Example. For p ∈ (−1, 2) and p 6= 0, 1 let us take the function

fp(x) :=
1

p(1− p)
(1− xp) ,

which is operator convex. The quasi-relative entropy for this function is calculated to be

Sfp(ρ||σ) =
1

p(1− p)
(
1− Tr(σpρ1−p)

)
.

2.7 Example. For p ∈ (−1, 1) take q = 1− p ∈ (0, 2), the function

fq(x) =
1

1− q
(1− x1−q)

is operator convex. The quasi-relative entropy for this function is known as Tsallis q-entropy

Sq(ρ‖σ) =
1

1− q
(
1− Tr(ρqσ1−q)

)
.

3 Quasi-relative entropy of entanglement

Quasi-relative entropy of entanglement is defined as follows

Ef (ρ) = min
σ∈S

Sf (ρ‖σ) ,

where S is the set of separable states.

Note that the quasi-relative entropy satisfies all conditions (D1)-(D3). Condition (D1) was explicitly

proved in [48], or could easily be derived from Pinsker inequality [23]. Condition (D2) is clear from the

explicit form of the quasi-relative entropy (2.9).
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Throughout the paper consider a bipartite system AB with finite-dimensional Hilbert spaces HA

and HB. Let {|j〉A}j and {|j〉B}j denote some bases for each Hilbert space (we will drop the subscript

A and B since these are the only two systems we consider). For a probability distribution {pj}j (i.e.

0 ≤ pj ≤ 1 and
∑

j pj = 1) and a basis {|j〉}j of each finite-dimensional Hilbert space, denote a separable

state

σ({pj}) =
∑
j

pj |jj〉 〈jj|AB . (3.1)

3.1 Theorem. Let f be an operator monotone decreasing function, such that f(1) = 0. For a maximally

entangled pure state |Ψ+〉 =
∑

j
1√
d
|jj〉, the quasi-relative entropy of entanglement is reached for a state

σ({1
d
}) =

∑
j
1
d
|jj〉 〈jj|, and becomes

Ef (
∣∣Ψ+

〉 〈
Ψ+
∣∣) = f(1/d) .

Proof. For any state σ =
∑

k µk |ψk〉 〈ψk|, the quasi-relative entropy is

Sf (
∣∣Ψ+

〉 〈
Ψ+
∣∣ ‖σ) =

∑
k

f(µk)| 〈ψk|
∣∣Ψ+

〉
|2 =

〈
Ψ+
∣∣ f(σ)

∣∣Ψ+
〉
.

Since f is convex and monotonically decreasing, we have

min
σ∈S

Sf (
∣∣Ψ+

〉 〈
Ψ+
∣∣ ‖σ) = min

σ∈S

〈
Ψ+
∣∣ f(σ)

∣∣Ψ+
〉

(3.2)

≥ min
σ∈S

f
(〈

Ψ+
∣∣σ ∣∣Ψ+

〉)
(3.3)

≥ f

(
max
σ∈S

〈
Ψ+
∣∣σ ∣∣Ψ+

〉)
= f(1/d) . (3.4)

The last equality is due to [26], for example. All inequalities are reached for σ(1
d
), and Sf (|Ψ+〉 〈Ψ+| ‖σ({1

d
})) =

f(1/d).

The proof of the following theorem is inspired by [45].

3.2 Theorem. Let f be an operator monotone decreasing function, such that f(1) = 0 and af = 0

in (2.1). Let |Ψ〉 =
∑

j

√
pj |jj〉 be a pure state. If there exists a constant Hf > 0 such that for any

p ∈ [0, 1] ∫ ∞
0

p(t+ p)−2dµf (t) = Hf , (3.5)

where µf (t) is the measure in the integral representation (2.1), then the quasi-relative entropy of entan-

glement is reached at a state σ({pj}) (3.1), and becomes

Ef (|Ψ〉 〈Ψ|) =
∑
j

pjf(pj) .

Proof. Let ρ = |Ψ〉 〈Ψ| and σ∗ := σ({pj}) =
∑

j pj |jj〉 〈jj|. Consider a function

F (x, σ) := Sf (ρ‖(1− x)σ∗ + xσ) .
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For any state σ, adopting notation ∆(x) := ∆(1−x)σ∗+xσ,ρ and ∆∗ := ∆σ∗,ρ, we have

∂F

∂x
(0, σ) = lim

x→0

1

x
Tr{[f(∆(x))− f(∆∗)]ρ} (3.6)

= lim
x→0

1

x

∫ ∞
0

dµf (t)Tr
[
{(t1l + ∆(x))−1 − (t1l + ∆∗)−1}ρ

]
(3.7)

= lim
x→0

1

x

∫ ∞
0

dµf (t)Tr
[
{(t1l + ∆(x))−1(∆∗ −∆(x))(t1l + ∆∗)−1}ρ

]
(3.8)

=

∫ ∞
0

dµf (t)Tr
[
{(t1l + ∆∗)−1(σ∗ − σ)(t1l + ∆∗)−1}(ρ)

]
(3.9)

(3.10)

The formula A−1 −B−1 = A−1(B − A)B−1 holds for any invertible operators A and B.

For ρ and σ∗ defined above we have

∆∗ =
∑
j

pjPj , Pj(X) = 〈jj|X |Ψ〉 |jj〉 〈Ψ| .

Then

(t1l + ∆∗)−1(ρ) =
∑
j

(t+ pj)
−1Pj(I) =

∑
j

(t+ pj)
−1 〈jj| |Ψ〉 |jj〉 〈Ψ| .

And therefore,

{(t1l+∆∗)−1(σ∗−σ)(t1l+∆∗)−1}(ρ) =
∑
jk

(t+pk)
−1(t+pj)

−1 〈jj| |Ψ〉 |kk〉 〈Ψ| 〈kk| (σ∗−σ) |jj〉 〈Ψ| |Ψ〉 .

Denote

gt(p, q) :=
√
pq (t+ p)−1(t+ q)−1 .

Then taking the trace above, we obtain

Tr
[
{(t1l + ∆∗)−1(σ∗ − σ)(t1l + ∆∗)−1}(ρ)

]
=
∑
jk

(t+ pk)
−1(t+ pj)

−1 〈jj| |Ψ〉 〈Ψ| |kk〉 〈kk| (σ∗ − σ) |jj〉 (3.11)

=
∑
jk

gt(pj, pk) 〈kk| (σ∗ − σ) |jj〉 (3.12)

=
∑
j

p2j(t+ pj)
−2 −

∑
jk

gt(pj, pk) 〈kk|σ |jj〉 . (3.13)

Therefore,

∂F

∂x
(0, σ) =

∫ ∞
0

dµf (t)
∑
j

p2j(t+ pj)
−2 −

∑
jk

gt(pj, pk) 〈kk|σ |jj〉 (3.14)

=
∑
j

∫ ∞
0

p2j(t+ pj)
−2dµf (t)−

∫ ∞
0

Tr

(
σ
∑
jk

gt(pj, pk) |jj〉 〈kk|

)
dµf (t) (3.15)

(3.16)
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Define

Gf (p, q) :=

∫ ∞
0

gt(p, p)dµf (t) =

∫ ∞
0

√
pq(t+ p)−1(t+ q)−1dµf (t) ,

and

Hf (p) := Gf (p, p) =

∫ ∞
0

p(t+ p)−2dµf (t) .

Since (t+ p)(t+ q) ≥ (
√
pq + t)2, we have

0 ≤ Gf (p, q) =

∫ ∞
0

√
pq(t+ p)−1(t+ q)−1dµf (t) ≤

∫ ∞
0

√
pq(t+

√
pq)−2dµf (t) = Hf (

√
pq) .

Take σ = |αβ〉 〈αβ|, where |α〉 =
∑

j aj |j〉 and |β〉 =
∑

j bj |j〉. Then

∂F

∂x
(0, |αβ〉 〈αβ|) =

∑
j

pjHf (pj)−
∑
jk

Gf (pj, pk) 〈kk|σ |jj〉 (3.17)

=
∑
j

pjHf (pj)−
∑
jk

Gf (pj, pk) 〈kk| |ab〉 〈ab| |jj〉 (3.18)

=
∑
j

pjHf (pj)−
∑
jk

Gf (pj, pk)akbkajbj (3.19)

We assumed that the function f is such that Hf (p) = Hf is independent of p, then

∂F

∂x
(0, |αβ〉 〈αβ|) = Hf −

∑
jk

Gf (pj, pk)akbkajbj .

And therefore,∣∣∣∣∂F∂x (0, |αβ〉 〈αβ|)−Hf

∣∣∣∣ ≤∑
jk

Gf (pj, pk)|aj||bj||ak||bk| ≤
∑
jk

Hf (
√
pjpk)|aj||bj||ak||bk| ≤ Hf .

Since every σ ∈ S can be written as a convex combination σ =
∑

j qj |αjβj〉 〈αjβj|, we obtain a non-

negative partial derivate ∂F
∂x

(0, σ) ≥ 0. Moreover, quasi-relative entropy of entanglement for a pure state

is calculated to be

Ef (|Ψ〉 〈Ψ|) = Sf (|Ψ〉 〈Ψ| ‖σ∗) = Tr(f(∆∗) |Ψ〉 〈Ψ|) =
∑
j

pjf(pj) .

3.3 Theorem. Let |Ψ〉 =
√
p |00〉+

√
1− p |11〉. Let f be an operator monotone decreasing function f ,

such that f(1) = 0 and af = 0 in (2.1). Let f be such that for any p ∈ [0, 1] the function

Hf (p) =

∫ ∞
0

p(t+ p)−2dµf (t) ,

is either monotonically increasing or decreasing in p (here µf (t) is the measure in the integral represen-

tation (2.1)). Then, the closest separable state to |Ψ〉, when measured by the quasi-relative entropy Sf ,

is in a form σ({q, 1− q}) (3.1) for some 0 < q < 1. In this case, the quasi-relative entropy becomes,

Ef (|Ψ〉 〈Ψ|) =
∑
j

pjf(qj) .
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Proof. Let us denote σ∗ = σ({q, 1 − q}) = q |00〉 〈00| + (1 − q) |11〉 〈11|. From a proof of Theorem 3.2,

we have

∆∗ =
∑
j

qjPj , Pj(X) = 〈jj|X |Ψ〉 |jj〉 〈Ψ| .

Then denoting ρ = |Ψ〉 〈Ψ|,

(t1l + ∆∗)−1(ρ) =
∑
j

(t+ qj)
−1Pj(I) =

∑
j

(t+ qj)
−1 〈jj| |Ψ〉 |jj〉 〈Ψ| .

And therefore, for any state σ, we have

{(t1l+∆∗)−1(σ∗−σ)(t1l+∆∗)−1}(ρ) =
∑
jk

(t+ qk)
−1(t+ qj)

−1 〈jj| |Ψ〉 |kk〉 〈Ψ| 〈kk| (σ∗−σ) |jj〉 〈Ψ| |Ψ〉 .

And taking the trace, we obtain

Tr
[
{(t1l + ∆∗)−1(σ∗ − σ)(t1l + ∆∗)−1}(ρ)

]
=
∑
jk

(t+ qk)
−1(t+ qj)

−1 〈jj| |Ψ〉 〈Ψ| |kk〉 〈kk| (σ∗ − σ) |jj〉 (3.20)

=
∑
jk

gt(pj, pk) 〈kk| (σ∗ − σ) |jj〉 (3.21)

=
∑
j

pjqj(t+ qj)
−2 −

∑
jk

gt(pj, pk) 〈kk|σ |jj〉 . (3.22)

Therefore,

∂F

∂x
(0, σ) =

∫ ∞
0

dµf (t)
∑
j

pjqj(t+ qj)
−2 −

∑
jk

gt(pj, pk) 〈kk|σ |jj〉 (3.23)

=
∑
j

∫ ∞
0

pjqj(t+ qj)
−2dµf (t)−

∫ ∞
0

Tr

(
σ
∑
jk

√
pjpk
qjqk

gt(pj, pk) |jj〉 〈kk|

)
dµf (t) (3.24)

=
∑
j

pjHf (qj)−
∑
jk

√
pjpk
qjqk

Gf (qj, qk) 〈kk|σ |jj〉 . (3.25)

Therefore, for σ = |αβ〉 〈αβ| with |α〉 =
∑

j aj |j〉 and |β〉 =
∑

j bj |j〉, we obtain

∂F

∂x
(0, |αβ〉 〈αβ|) =

∑
j

pjHf (qj)−
∑
jk

√
pjpk
qjqk

Gf (qj, qk)akbkajbj .

For |Ψ〉 =
√
p |00〉+

√
1− p |11〉, take σ = |00〉 〈00|,

∂g

∂x
(0, |00〉 〈00|) = (1− p)Hf (1− q)− p

1− q
q

Hf (q) . (3.26)

And for σ = |11〉 〈11|,

∂F

∂x
(0, |11〉 〈11|) = pHf (q)− (1− p) q

1− q
Hf (1− q) = − q

1− q
∂F

∂x
(0, |00〉 〈00|) . (3.27)



11

Since we need both (3.26) and (3.27) to be non-negative, choose q such that ∂F
∂x

(0, |00〉 〈00|) = 0. In

other words, choose q such that

1− p
1− q

Hf (1− q)−
p

q
Hf (q) = 0 .

This expression can be written as

p =
qHf (1− q)

qHf (1− q) + (1− q)Hf (q)
=

∫∞
0

(t+ 1− q)−2dµf (t)∫∞
0

[(t+ 1− q)−2 + (t+ q)−2] dµf (t)
. (3.28)

Let us note a few cases here:

• If Hf (p) is a constant, then p = q for all p ∈ [0, 1], which is in line with Theorem 3.2.

• If p = 1/2, then since the function (t + x)−2 is monotone decreasing in x, and µf is a positive

measure, we have q = 1/2. And vice versa. This is in line with Theorem 3.1.

• If p > 1/2, then it implies that∫ ∞
0

(t+ q)−2dµf (t) <

∫ ∞
0

(t+ 1− q)−2dµf (t) .

Since the function (t + x)−2 is monotone decreasing in x, and µf is a positive measure, we have

that q > 1− q, or q > 1/2. And vice versa, i.e. if q > 1/2, then p > 1/2.

• If Hf (q) is an increasing function and p > 1/2, then we also have that p < q. So,

1

2
< p < q ≤ 1 .

And similarly,

0 < q < p <
1

2
.

• Similarly, if Hf (q) is a decreasing function, we have

0 < p < q <
1

2
,

1

2
< q < p ≤ 1 .

Consider the difference∣∣∣∣∣∂F∂x (0, |αβ〉 〈αβ|)−
∑
j

pjHf (qj)

∣∣∣∣∣ =

∣∣∣∣∣∑
jk

√
pjpk
qjqk

Gf (qj, qk)akbkajbj

∣∣∣∣∣ (3.29)

≤
∑
jk

√
pjpk
qjqk

Gf (qj, qk)|akbkajbj| (3.30)

= 2
∑
k<j

√
pjpk
qjqk

Gf (qj, qk)|akbkajbj|+
∑
j

pj
qj
Hf (qj)|aj|2|bj|2 (3.31)

(3.32)
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The last equality is due to the fact that Gf is symmetric in its arguments. Therefore, using (3.28), we

obtain ∣∣∣∣∂F∂x (0, |αβ〉 〈αβ|)− pHf (q)− (1− p)Hf (1− q)
∣∣∣∣ (3.33)

=

∣∣∣∣∂g∂x(0, |αβ〉 〈αβ|)− p

q
Hf (q)

∣∣∣∣ (3.34)

= 2

√
p(1− p)
q(1− q)

Gf (q, 1− q)|a0a1b0b1|+
p

q
Hf (q)|a0|2|b0|2 +

1− p
1− q

Hf (1− q)|a1|2|b1|2 (3.35)

= 2

√
p(1− p)
q(1− q)

Gf (q, 1− q)|a0a1b0b1|+
p

q
Hf (q)

(
|a0|2|b0|2 + |a1|2|b1|2

)
(3.36)

(3.37)

Let us denote A := |a0||b0| and B := |a1||b1|. Then (A + B)2 ≤
∑

j |aj|2
∑

j |bj|2 ≤ 1. Therefore,

B ≤ 1− A. And thus∣∣∣∣∂F∂x (0, |αβ〉 〈αβ|)− p

q
Hf (q)

∣∣∣∣ (3.38)

= 2

√
p(1− p)
q(1− q)

Gf (q, 1− q)|a0a1b0b1|+
p

q
Hf (q)

(
|a0|2|b0|2 + |a1|2|b1|2

)
(3.39)

≤ p

q
Hf (q) + 2A(1− A)

[√
p(1− p)
q(1− q)

Gf (q, 1− q)−
p

q
Hf (q)

]
. (3.40)

Note that from (3.28) the following holds√
p(1− p)
q(1− q)

Gf (q, 1− q)−
p

q
Hf (q) =

√
p(1− p)
q(1− q)

[
Gf (q, 1− q)−

√
p(1− q)
q(1− p)

Hf (q)

]
(3.41)

=

√
p(1− p)
q(1− q)

[
Gf (q, 1− q)−

√
Hf (q)Hf (1− q)

]
(3.42)

≤ 0 . (3.43)

The last inequality is due to the Cauchy-Swartz inequality:

Gf (p, q)
2 = pq

(∫ ∞
0

(t+ p)−1(t+ q)−1dµf (t)

)2

(3.44)

≤ pq

∫ ∞
0

(t+ p)−2dµf (t)

∫ ∞
0

(t+ q)−2dµf (t) = Hf (p)Hf (q) . (3.45)
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Therefore, going back we obtain∣∣∣∣∂F∂x (0, |αβ〉 〈αβ|)− p

q
Hf (q)

∣∣∣∣ (3.46)

≤ p

q
Hf (q) + 2A(1− A)

[√
p(1− p)
q(1− q)

Gf (q, 1− q)−
p

q
Hf (q)

]
(3.47)

≤ p

q
Hf (q) . (3.48)

This means that ∂F
∂x

(0, |αβ〉 〈αβ|) ≥ 0. Since every σ ∈ S can be written as a convex combination

σ =
∑

j qj |αjβj〉 〈αjβj|, we obtain a non-negative partial derivate ∂F
∂x

(0, σ) ≥ 0. Therefore, the chosen

σ∗ is the closest separable state to |Ψ〉.

As a consequence we obtain partial cases of Theorems discussed above:

• If Hf (p) is a constant, then p = q for all p ∈ [0, 1]. And the closest separable state to a state

|Ψ〉 =
√
p |00〉 +

√
1− p |11〉 is the state σ∗ = p |00〉 〈00| + (1 − p) |11〉 〈11|, which is a case of a

two-qubit system in Theorem 3.2.

• If p = 1/2, then q = 1/2. Therefore, the closest separable state to a maximally entangled state

|Ψ〉 = 1√
2
(|00〉+ |11〉) is the state σ∗ = 1

2
(|00〉 〈00|+ |11〉 〈11|). This is a case of a two-qubit system

in Theorem 3.1.

4 Examples

4.1 Example. For f(x) = − log(x), the quasi-relative entropy becomes regular Umegaki relative en-

tropy

S−log(ρ‖σ) = S(ρ‖σ) = Tr(ρ log ρ− ρ log σ) .

For this function, Hf (p) = 1 for all p ∈ [0, 1]. As it was shown in [45] the relative entropy of entanglement

reduces to the marginal entropy on pure states, coinciding with Theorem 3.2,

E(|Ψ〉 〈Ψ|) = S(ρA) = −
∑
j

pj log pj ,

where ρA = TrB |Ψ〉 〈Ψ| =
∑

j pj |j〉 〈j| . This holds for any pure state ρ = |Ψ〉 〈Ψ|.

4.2 Example. The power function f(x) = 1− x1−α for α ∈ (0, 1) defines the quasi-relative entropy as

Sα(ρ‖σ) := 1− Tr(ρασ1−α) .

By Theorem 3.1, for a maximally entangled state |Ψ+〉 = 1√
d

∑
j |jj〉, the minimum of the α-relative

entropy over separable states is

min
σ∈S

Sα
(∣∣Ψ+

〉 〈
Ψ+
∣∣ ‖σ) = 1− dα−1 .
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4.3 Example. Renyi entropy of entanglement is defined as

ER
α (ρ) = min

σ∈S
SRα (ρ‖σ) ,

for α ≥ 0, α 6= 1, where the Renyi relative entropy is defined as

SRα (ρ‖σ) =
1

α− 1
log Tr(ρασ1−α) =

1

α− 1
log (1− Sα(ρ‖σ)) .

Consider the case when α < 1. Then

ER
α (ρ) =

1

α− 1
log[1−min

σ∈S
Sα(ρ‖σ)] .

And therefore, for a maximally entangled state, we have

ER
α (
∣∣Ψ+

〉 〈
Ψ+
∣∣) =

1

α− 1
log dα−1 = log d.

This means that for a maximally entangled state, the Renyi entropy of entanglement reduces to the

marginal Renyi entropy, since

SRα (ρA) =
1

1− α
log TrραA = log d = ER

α (
∣∣Ψ+

〉 〈
Ψ+
∣∣) ,

where ρA = TrB |Ψ+〉 〈Ψ+| = 1
d

∑
j |jj〉 〈jj| . This is in line with the explicit expression found for

the Renyi entropy of entanglement in [12, 54]. Note that in [12] it was shown that for a pure state

|Ψ〉 =
∑

j

√
pj |jj〉 and α < 2, the closest separable state is

σ =
1

Pα

∑
j

p
1/α
j |jj〉 〈jj| ,

where Pα =
∑

j p
1/α
j . The Renyi entropy of entanglement is then given by

ER
α (Ψ) =

α

α− 1
log
∑
j

p
1/α
j .

This would be a generalization of Theorem 3.3 in Renyi relative entropy case, although more work is

needed to explicitly show that Hf (p) is monotonic in this case, and to explicitly find coefficients in the

separable state to apply the Theorem for a general pure state.

4.4 Example. Tsallis entropy of entanglement is defined as

ET
α (ρ) = min

σ∈S
STα (ρ‖σ) ,

for α ≥ 0, α 6= 1, where Tsallis relative entropy is defined as

STα (ρ‖σ) =
1

1− α
(
1− Tr(ρασ1−α)

)
=

1

1− α
Sα(ρ‖σ) .
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By Theorem 3.1, for α < 1, and a maximally entangled state, we have

ET
α (
∣∣Ψ+

〉 〈
Ψ+
∣∣) =

1

1− α
min
σ∈S

Sα(
∣∣Ψ+

〉 〈
Ψ+
∣∣ ‖σ) =

1

1− α
[
1− dα−1

]
.

Interestingly enough, Tsallis entropy of entanglement does not reduce to the marginal Tsallis entropy

on a maximally entangled state, since

STα (ρA) =
1

α− 1
(1− TrραA) =

1

α− 1

[
1− d1−α

]
,

where ρA = TrB |Ψ+〉 〈Ψ+| = 1
d

∑
j |jj〉 〈jj| .

5 Conclusion

We asked a question: what is the closest separable state to a pure state when the distance between

two states is measured by the quasi-relative entropy? We answered this question in three cases: when

a state is maximally entangled; when a state is on a bipartite qubit systems with a large class of

functions defining quasi-relative entropy; and for any pure state and a certain class of functions. It

would be interesting to generalize a qubit case (Theorem 3.3) to any finite dimension and/or remove

the assumptions on the functions f , which would result in a complete answer of the initial question.

There are multiple directions one could take to further develop this problem. Let us a list just a few

possibilities, besides the direct improvement of the presented results.

• It is important to answer the same question for a variety of other entanglement measures, not

obtained from the quasi-relative entropy of entanglement. These measures can be induced, for

example, by sandwiched relative entropy [35, 52], α−z-Renyi relative entropy [2, 10, 53], geometric

Renyi divergence [18, 31], to name a few.

• A more general question of explicitly finding a closest separable state for a mixed bipartite en-

tangled stats is still open. The way to find an answer for two-qubit systems has been discussed

in [33] for some restricted cases. For a review on the problem, see [28]. In [9, 14, 17, 22, 55] au-

thors provide an algorithm for the calculation of the relative entropy of entanglement and for the

separability problem. The existence of a similar algorithm could be explored for a quasi-relative

entropy.

• An inverse problem has be considered for a while: given a separable state, which entangled states

are the closest to it? For two qubit states a closed formula for entangled states has been found

in [33], which was generalized to any dimensions and any number of parties in [20]. A natural

question arises to generalize this result for quasi-relative entropy.

• As mentioned in Introduction, there are a number of entanglement measure for a mixed state. For

a review see, for example, [25]. It is interesting to note that if an entanglement of one state is less

than an entanglement of another state when measured by, say, relative entropy, it is not necessarily
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the case that this order will be preserved using other measures. In fact it was demonstrated in

[50] that all asymptotic entanglement measures satisfying (E1)-(E3) are either identical or have

a different ordering on the set of all quantum states. So the following problem arises: for a

fixed entanglement value of one kind of entanglement measure, find a state with a maximum or

minimum value of entanglement measured by another. Some numerical results have been done,

for example, in [3, 32, 34]. Adding quasi-relative entropy into the mix, poses new frontiers in this

problem.
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entropies: A new generalization and some properties. Journal of Mathematical Physics, 54(12),

122203.

[36] Nielsen, M. A., Knill, E., Laflamme, R. (1998). Complete quantum teleportation using nuclear

magnetic resonance. Nature, 396(6706), 52-55.

[37] Peng, X., Zhu, X., Fang, X., Feng, M., Liu, M., Gao, K. (2003). Experimental implementation of

remote state preparation by nuclear magnetic resonance. Physics Letters A, 306(5-6), 271-276.

[38] Petz, D. (1985). Quasi-entropies for states of a von Neumann algebra. Publications of the Research

Institute for Mathematical Sciences, 21(4), 787-800.

[39] Petz, D. (1986). Quasi-entropies for finite quantum systems. Reports on mathematical physics,

23(1), 57-65.

[40] Plenio, M. B., Virmani, S. S. (2014). An introduction to entanglement theory. In Quantum Infor-

mation and Coherence (pp. 173-209). Springer, Cham.



19

[41] Shapira, D., Shimoni, Y., Biham, O. (2006). Groverian measure of entanglement for mixed states.

Physical Review A, 73(4), 044301.

[42] Streltsov, A., Kampermann, H., Bruss, D. (2010). Linking a distance measure of entanglement to

its convex roof. New Journal of Physics, 12(12), 123004.

[43] Sun, Y., Wen, Q. Y., Gao, F., Zhu, F. C. (2009). Robust variations of the Bennett-Brassard 1984

protocol against collective noise. Physical Review A, 80(3), 032321.

[44] Takayanagi, T., Ugajin, T., Umemoto, K. (2018). Towards an entanglement measure for mixed

states in CFTs based on relative entropy. Journal of High Energy Physics, 2018(10), 166.

[45] Vedral, V., Plenio, M. B. (1998). Entanglement measures and purification procedures. Physical

Review A, 57(3), 1619.

[46] Vedral, V., Plenio, M. B., Rippin, M. A., Knight, P. L. (1997). Quantifying entanglement. Physical

Review Letters, 78(12), 2275.

[47] Vershynina, A. (2019). Entanglement rates for Renyi, Tsallis, and other entropies. Journal of Math-

ematical Physics, 60(2), 022201.

[48] Vershynina, A. (2019). On quantum quasi-relative entropy. Reviews in Mathematical Physics,

31(07), 1950022.

[49] Vershynina, A. (2019). Upper continuity bound on the quantum quasi-relative entropy. Journal of

Mathematical Physics, 60(10), 102201.

[50] Virmani, S., Plenio, M. B. (2000). Ordering states with entanglement measures. Physics Letters A,

268(1-2), 31-34.

[51] Virosztek, D. (2016). Quantum entropies, relative entropies, and related preserver problems.

[52] Wilde, M. M., Winter, A., Yang, D. (2014). Strong converse for the classical capacity of

entanglement-breaking and Hadamard channels via a sandwiched Rnyi relative entropy. Commu-

nications in Mathematical Physics, 331(2), 593-622.

[53] Zhang, H. (2020). From Wigner-Yanase-Dyson conjecture to Carlen-Frank-Lieb conjecture. Ad-

vances in Mathematics, 365, 107053.

[54] Zhu, H., Hayashi, M., Chen, L. (2017). Coherence and entanglement measures based on Rnyi

relative entropies. Journal of Physics A: Mathematical and Theoretical, 50(47), 475303.

[55] Zinchenko, Y., Friedland, S., Gour, G. (2010). Numerical estimation of the relative entropy of

entanglement. Physical Review A, 82(5), 052336.


	Introduction
	Preliminaries (for more details see B97, CV-18, V19-2, V19-3)
	Operator Monotone Functions
	Quasi-relative entropy

	Quasi-relative entropy of entanglement
	Examples
	Conclusion

