THE ASTRONOMICAL JOURNAL, 159:32 (14pp), 2020 January

Pa Chia Thao'>'°
Aaron C. Rizzuto™

© 2020. The American Astronomical Society. All rights reserved.

Eccentric Orbit for the Young Neptune K2-25b as Revealed by Spitzer

, Elisabeth R. Newton™*>
, Eric Gaidos’

, Marshall C. Johnson®
, Paul A. Dalba®

, Andrew W. Mann'
2,11 , David Charbonneau’

thao22p@mtholyoke.edu
Department of Astronomy, The University of Texas at Austin, Austin, TX 78712, USA
Las Cumbres Observatory, 6740 Cortona Drive, Suite 102, Goleta, CA 93117, USA
4 Department of Astronomy and Physics, Dartmouth College, Hanover, NH 03755, USA
5 Kavli Institute for Astrophysics and Space Research, Massachusetts Institute of Technology, Cambridge, MA 02139, USA
6 Department of Physics, Northeastern University, Boston, MA 02115, USA
7 Harvard-Smithsonian Center for Astrophysics, Harvard University, Cambridge, MA 02138, USA
Department of Earth and Planetary Sciences, The University of California Riverside, Riverside, CA 92521, USA
° Department of Earth Sciences, The University of Hawaii at Manoa, Honolulu, HI 96822 USA
Received 2019 May 21; revised 2019 September 18; accepted 2019 November 7; published 2020 January 2

Abstract

Transiting planets in nearby young clusters offer the opportunity to study the atmospheres and dynamics of planets
during their formative years. To this end, we focused on K2-25b—a close-in (P = 3.48 days), Neptune-sized
exoplanet orbiting a M4.5 dwarf in the 650 Myr Hyades cluster. We combined photometric observations of K2-25
covering a total of 44 transits and spanning >2 yr, drawn from a mix of space-based telescopes (Spitzer Space
Telescope and K2) and ground-based facilities (Las Cumbres Observatory Global Telescope network and MEarth).
The transit photometry spanned 0.6—4.5 ym, which enabled our study of K2-25b’s transmission spectrum. We
combined and fit each data set at a common wavelength within a Markov Chain Monte Carlo framework, yielding
consistent planet parameters. The resulting transit depths ruled out a solar-composition atmosphere for K2-25b for
the range of expected planetary masses and equilibrium temperature at a >40 confidence level, and are consistent
with a flat transmission spectrum. Mass constraints and transit observations at a finer grid of wavelengths (e.g.,
from the Hubble Space Telescope) are needed to make more definitive statements about the presence of clouds or
an atmosphere of high mean molecular weight. Our precise measurements of K2-25b’s transit duration also
enabled new constraints on the eccentricity of K2-25’s orbit. We find K2-25b’s orbit to be eccentric (e > 0.20) for
all reasonable stellar densities and independent of the observation wavelength or instrument. The high eccentricity
is suggestive of a complex dynamical history and motivates future searches for additional planets or stellar
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1. Introduction

A key question of exoplanet research is to understand how
planets form and evolve. With the success of the Kepler
mission (Borucki et al. 2010) and earlier surveys, our sample of
transiting mature exoplanets has expanded in the past decade,
allowing us to gain a wealth of information about the late-time
configurations of planetary systems and their atmospheres.
However, planets are not born in their final states; rather, their
dynamical, structural, and atmospheric properties are altered as
they interact with their host star, the protoplanetary disk from
which they formed, other planets in the system, and their stellar
environment (e.g., Chatterjee et al. 2008; Cloutier & Lin 2013;
Kaib et al. 2013). These processes are likely the strongest
during the first 100 Myr after formation; at later times such
processes are expected to slow dramatically or enter equili-
brium. Comparing the statistical properties of young (<Gyr)
planets to their older (> 1Gyr) counterparts is the most

O TAURUS Scholar.
s Peg b Fellow.

direct means to observe evolution, including how planets
migrate (e.g., David et al. 2016b; Mann et al. 2016b), lose
atmosphere (e.g., Obermeier et al. 2016; Rizzuto et al. 2018),
and cool (e.g., Macintosh et al. 2015)

By studying planets across a wide range of ages, we also
measure the timescale of such changes (e.g., Silva Aguirre et al.
2015), which can be used to test models of their underlying
physical drivers. For example, early processes like planetary
migration, planet—planet collisions, and dynamical instabilities
can heavily influence the orbital eccentricities of planets (e.g.,
Rasio & Ford 1996; Fabrycky & Tremaine 2007; Chatterjee
et al. 2008; Ford et al. 2008). Hence, the distribution of orbital
eccentricities for a given planet type, and how that distribution
changes with time, provides a window into their formation and
evolution (e.g., Dawson & Johnson 2012).

Transit observations with high cadence and precision place
constraints on the eccentricity of a transiting planet, provided
the density of the host star is known (e.g., Seager & Mallén-
Ornelas 2003; Kipping et al. 2012). While the method is
degenerate with the argument of periastron, this technique has
been widely successful at constraining the statistical distribution


https://orcid.org/0000-0001-5729-6576
https://orcid.org/0000-0001-5729-6576
https://orcid.org/0000-0001-5729-6576
https://orcid.org/0000-0003-3654-1602
https://orcid.org/0000-0003-3654-1602
https://orcid.org/0000-0003-3654-1602
https://orcid.org/0000-0002-5099-8185
https://orcid.org/0000-0002-5099-8185
https://orcid.org/0000-0002-5099-8185
https://orcid.org/0000-0003-4150-841X
https://orcid.org/0000-0003-4150-841X
https://orcid.org/0000-0003-4150-841X
https://orcid.org/0000-0001-9894-5229
https://orcid.org/0000-0001-9894-5229
https://orcid.org/0000-0001-9894-5229
https://orcid.org/0000-0001-9982-1332
https://orcid.org/0000-0001-9982-1332
https://orcid.org/0000-0001-9982-1332
https://orcid.org/0000-0002-9003-484X
https://orcid.org/0000-0002-9003-484X
https://orcid.org/0000-0002-9003-484X
https://orcid.org/0000-0002-4297-5506
https://orcid.org/0000-0002-4297-5506
https://orcid.org/0000-0002-4297-5506
https://orcid.org/0000-0002-5258-6846
https://orcid.org/0000-0002-5258-6846
https://orcid.org/0000-0002-5258-6846
https://orcid.org/0000-0001-9811-568X
https://orcid.org/0000-0001-9811-568X
https://orcid.org/0000-0001-9811-568X
mailto:pachia@live.unc.edu
mailto:thao22p@mtholyoke.edu
http://astrothesaurus.org/uat/487
http://astrothesaurus.org/uat/498
http://astrothesaurus.org/uat/1709
http://astrothesaurus.org/uat/1709
http://astrothesaurus.org/uat/1160
http://astrothesaurus.org/uat/491
http://astrothesaurus.org/uat/1572
http://astrothesaurus.org/uat/982
http://astrothesaurus.org/uat/1889
http://astrothesaurus.org/uat/1889
http://astrothesaurus.org/uat/918
https://doi.org/10.3847/1538-3881/ab579b
https://crossmark.crossref.org/dialog/?doi=10.3847/1538-3881/ab579b&domain=pdf&date_stamp=2020-01-02
https://crossmark.crossref.org/dialog/?doi=10.3847/1538-3881/ab579b&domain=pdf&date_stamp=2020-01-02

THE ASTRONOMICAL JOURNAL, 159:32 (14pp), 2020 January

of eccentricities of planets across a wide range of parameter space
(e.g., Ford et al. 2008; Moorhead et al. 2011; Dawson & Johnson
2012; Mann et al. 2017).

Van Eylen & Albrecht (2015) and Van Eylen et al. (2019)
utilized precise stellar densities from asteroseismology (e.g.,
Huber et al. 2013; Silva Aguirre et al. 2015) to study the
eccentricity distribution of small planets from the Kepler
survey. They found that systems with a single detected
transiting planet tend to have larger eccentricities than those
in multitransiting systems. This is consistent with larger
findings from Kepler, which suggested many systems with a
single transiting planet are part of a distinct population with
larger mutual inclinations or fewer planets (Ballard &
Johnson 2016), although others have suggested this can be
explained by a lower detection efficiency for multiplanet
systems (Zink et al. 2019), or a non-Poission planet distribution
(Gaidos et al. 2016). A comparable sample of young planets
with eccentricity measurements could demonstrate if this
bimodality in the planet population is a consequence of
different formation scenarios or different evolutionary paths.

Statistical analyses of available masses and radii suggest that
most planets larger than 1.6R, have an envelope with a low
mean molecular weight such as of H/He (Rogers 2015).
However, the transmission spectra of these planets are
generally (though not universally) flat and featureless (e.g.,
Bean et al. 2010; Berta et al. 2012; Kreidberg et al. 2014;
Crossfield & Kreidberg 2017). Since the timescales of atmo-
spheric chemistry is likely to be short, exploring the
transmission spectrum of young planets offers the most direct
means to test whether the processes of aerosol/cloud formation
change over time as a result of changes in the planet’s UV
irradiation, equilibrium temperature, surface gravity, and other
parameters that may change with time.

Here, we focus on the 650 Myr, Neptune-sized exoplanet,
K2-25b (David et al. 2016a; Mann et al. 2016a), which orbits
a cool M4.5 dwarf in the nearby Hyades cluster. Its large
transit depth (~1.1%) and proximity to the Sun (47 parsecs)
make it one of the most amenable sub-Neptunes known for
transmission spectroscopy (Rodriguez et al. 2017). Compared
to its older counterparts around similarly cool stars from
Kepler, K2-25b has an abnormally large size (R, = 3.45 Ry)
for its host star mass (M, = 0.26M.), suggesting that this
planet may still be contracting or losing its atmosphere
(Mann et al. 2016a).

We combined 20 transits from the discovery K2 data with 12
transits from the MEarth survey (presented in the companion
paper, Kain et al. 2019), 10 new Spitzer transit observations,
and 2 new transits from the Las Cumbres Global Observatory
Telescope network (Section 2) with the goal of updating the
planetary parameters, measuring the eccentricity of the planet,
and exploring its atmospheric transmission spectrum. Using the
precise parallax from Gaia, we updated K2-25’s stellar
parameters, including the density, as we detail in Section 3.
We utilized this information in our fit to the transit light curve
as described in Section 4. We analyzed our best-fit transit
parameters and discuss the atmospheric composition inferred
from the transmission spectrum of K2-25b in Section 5. In
Section 6, we conclude with a brief summary of our results, the
need for additional follow-up, and the importance of studying
more young planets.
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2. Observations and Data Reduction

We collected 44 total transits of K2-25b obtained from 2015
to 2017, taken by K2, Las Cumbres Observatory Global
Telescope network, the MEarth Project, and the Spitzer Space
Telescope. The combined data sets span from the visible to the
infrared (0.6—4.5 pum). The details of the data are summarized
in Table 1.

2.1. K2

We used the K2 (repurposed Kepler; Howell et al. 2014)
light curve given in the discovery paper (Mann et al. 2016a),
which we briefly describe below. The data covered a total of 20
transits in 71 days from 2015 February 8 to 2015 April 20 (K2
Campaign 4).

The extracted K2 light curves show variations due to
telescope drift and pixel-to-pixel variations in the flat field,
stellar variability, and individual transits (Van Cleve et al.
2016). We fit for all of these effects simultaneously, following
the procedure from Becker et al. (2015). We assigned a single
error value to all points, determined using the rms error of out-
of-transit points in the detrended light curve. Stellar variability
(rotation) and flat-field corrections were both modeled as break-
point splines (with break points every 0.2 days and 074). A
transit model was included to avoid biasing the stellar
variability and K2 drift fits. We then used the resulting best-
fit model for the stellar and flat-field induced variability to
clean the light curve of these effects. Stellar flares, which are
seen in the processed light curve, were flagged and manually
removed. No obvious flares were observed during a transit. The
resulting light curve was used in our Markov Chain Monte
Carlo (MCMC) analysis (Section 4).

2.2. Spitzer

We obtained 10 full transits of K2-25b, five in each of
3.6 ym (Channel 1) and 4.5 ym (Channel 2), taken by the
Infrared Array Camera (IRAC; Fazio et al. 2004) on the Spitzer
Space Telescope (Werner et al. 2004). Observations were
executed over the period of 2016 November 28-2017 May 11
(Program ID: 13037, PI: Mann). We observed each target in the
subarray mode, with each image taken in a 2s exposure of
32 x 32 pixels. Each transit consisted of a =30 minute dither,
a ~110 minute stare of the full transit, followed by another
~10 minute dither.'? The initial dither allows an initial settling
time at the new pointing position. For the long stare, we used
the peak-up pointing mode, which keeps the star stable on a
0.5 x 0.5 pixel box region of the IRAC CCD with relatively
uniform sensitivity (the sweet spot; Ingalls et al. 2012, 2016).

For our analysis, we used the flat-fielded and dark-subtracted
basic calibrated data (BCD) images produced by the Spitzer
pipeline. We tested building our own on-sky dark by median
stacking the dithered images, but changes to the light-curve
precision were negligible. Therefore, we did not use the on-sky
dark in our analysis. We identified cosmic rays by comparing
each image to a median stack of 10 consecutive images (five
before and five after) and identifying pixels >6¢ above the
stack, then removed the cosmic ray by replacing the pixel value
with the mean of all surrounding pixels in both position and
time (i.e., using the same pixel and those surrounding it in the
preceding and following images). Cosmic rays that overlapped

12 https: / /irachpp.spitzer.caltech.edu/
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Table 1
Observation Log

Date of First Telescope/ Number of Filter Transit Exposure Number of
Exposure (UT) Instrument Telescopes Number Time (s) Exposures
2015 Feb 10 K2 Campaign 4 Kepler 1-20" 1765.5 3066
2015 Dec 9 MEarth 8 RG715 87 60 2363
2015 Dec 16 MExarth 8 RG715 89 60 2102
2016 Oct 7 MEarth 3 RG715 174° 60 547
2016 Oct 14 MExarth 5 RG715 176 60 1348
2016 Oct 21 MEarth 5 RG715 178 60 1309
2016 Oct 21 LCOGT/Sinistro SDSS 7’ 178 180 101
2016 Oct 28 MEarth 4 RG715 180 60 877
2016 Oct 28 LCOGT/Sinistro SDSS 7 180 180 177
2016 Nov 4 MExarth 4 RG715 182 60 895
2016 Nov 11 MEarth 8 RG715 184 60 1812
2016 Nov 18 MEarth 7 RG715 186 60 1571
2016 Nov 25 MEarth 7 RG715 188 60 1502
2016 Nov 28 Spitzer/IRAC Channel 1 189 2 2090
2016 Dec 2 MEarth 3 RG715 190 60 915
2016 Dec 5 Spitzer/IRAC Channel 2 191 2 2544
2016 Dec 9 Spitzer/IRAC Channel 1 192 2 2547
2016 Dec 9 MExarth 3 RG715 192 60 112
2016 Dec 12 Spitzer/IRAC Channel 2 193 2 2409
2016 Dec 19 Spitzer/IRAC Channel 1 195 2 2234
2016 Dec 22 Spitzer/IRAC Channel 2 196 2 2429
2016 Dec 26 Spitzer/IRAC Channel 1 197 2 2540
2016 Dec 29 Spitzer/IRAC Channel 2 198 2 2484
2017 Jan 2 Spitzer/IRAC Channel 1 199 2 2542
2017 May 11 Spitzer/IRAC Channel 2 236 2 2208
Notes.

4 There were 20 total consecutive transits taken by K2.
b Only a partial transit was observed.

with the photometric aperture (generally a circle with a 3 pixel
radius around the centroid) were flagged and these images were
not included in our analysis. Less than 1% of the total images
were removed this way.

We identified the star’s position within each image using a
flux-weighted centroid with a radius of 2 pixels. We subtracted
the background flux, which we estimated from the median of
all pixels after masking out a circle with a radius of 4 pixels
centered on the object.

2.2.1. Corrections For Intra-pixel Sensitivity Variations

Due to Spitzer’s large intra-pixel sensitivity and its pointing
jitter, the measured flux of a source can vary up to 8%,
depending on where it falls on a pixel (Ingalls et al. 2012).
Fortunately, years of high-precision observations with Spitzer
have provided a wealth of methods to extract photometry and
correct for model variations in the photometric response (see
Ingalls et al. 2016 for a comparison of methods). We tested
three different methods for decorrelating this instrumental
systematic: (1) using a high-resolution pixel variation gain map
(PMAP; Ingalls et al. 2012), (2) nearest neighbors (NNBR;
Lewis et al. 2013), and (3) pixel-level decorrelation (PLD;
Deming et al. 2015).

For PMAP, we used the recommendations from the IRAC
program website.'* We first computed the target point-spread
function (PSF) centroid in each image with the IDL routine
box_centroider with a fixed circular aperture radius of 3
pixels, as recommended by IPAC. We used the same circular

13 https:/ /irachpp.spitzer.caltech.edu/page/contrib

aperture centered at the source to compute the total flux in each
image and passed this along with the x and y positions from the
above centroiding routine to iracpc_pmap_corr to calcu-
late the corrected flux values. Further details about the
photometric gain map are discussed in Ingalls et al. (2012).
The resulting fluxes were fed into our MCMC fitting frame-
work (see Section 4). Figure 1 shows the phase-folded light
curves of Spitzer Channel 1 and Channel 2 with the corrected
fluxes using PMAP.

Each data set was also corrected using the NNBR technique.
We followed the methodology of Lewis et al. (2013). We took
background-subtracted BCD files and calculated the target
centroid and total flux in each image using a center of light
method, with variable circular aperture radii as described in
Lewis et al. (2013). Each flux value was corrected by linking it
to the 50 nearest neighbors weighted by a Gaussian smoothing
kernel. We also tested fixed apertures of 2-3 pixels, which
yielded consistent transits. Unlike with PMAP, the NNBR
correction depends on the transit parameters, so uncorrected
fluxes were used as an input to the MCMC fit described in
Section 4, and the NNBR correction was computed for each
step in the MCMC.

For PLD, we used the procedure given in Guo et al. (2019),
which is based on the procedure outlined in Deming et al.
(2015). This method included binning the data every 64 frames,
using all pixels on which the incoming stellar flux fell,
formulating their contribution to the total flux over time as
eigenvectors, and setting the weights of those eigenvectors as
free parameters. We included a quadratic time-dependent term
to fit the out-of-transit variability. As with NNBR, a PLD
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Figure 1. Phase-folded light curve of K2-25’s five transits each observed with Spitzer/IRAC in 3.6 ym (left) and 4.5 pum (right) with intra-pixel sensitivity correction
using PMAP. The individual data points are shown here in gray. The black points correspond to the light curve binned in phase using a median bin size of 8 s. The red
line corresponds to the best-fit (highest likelihood) model from our MCMC fit. Typical error bars are derived from scatter in the out-of-transit data points and are
shown in the bottom right of the light curve. The black error bar corresponds to the binned data and the gray error bar corresponds to all of the data points. The bottom

panel shows the fit residuals using the binned points.

correction was computed for each step of the MCMC with a
transit model to find the best-fit parameters and their
uncertainties as outlined in Section 4.

We fit Spitzer light curves using all three detrending
techniques as a test; however, we selected which Spitzer
correction to adopt for our final result based on two criteria:
(1) consistency between transit depths at a given wavelength,
and (2) overall minimal red noise levels in the fit residuals.
While the observed transit depth can vary due to the influence
of spots or stellar activity, these effects are expected to be small
in the near-infrared, where flares are weaker and the spot
contrast is closer to unity. Transit depth variations are more
likely to be due to imperfect instrumental corrections.

The PLD fits yielded variation in measured transit depths
within a single channel (ocpanner1 = 0.030; 0channerz = 0.091)
larger than the uncertainties on the transit depths themselves
(0channel1 = 0.016; ochannez = 0.018). This was likely because
our out-of-transit baseline for some transits was too small to get
a reasonable constraint on the intra-pixel sensitivity correction.
Due to this, we selected not to use the PLD fit for our analysis.
Both PMAP and NNBR yielded transit depth variations that
were consistent with the uncertainties on the transit depth.

We quantified how well PMAP, PLD, and NNBR correc-
tions reduced the time-correlated red noise and uncorrelated
white noise through the (.4 coefficient described in Gillon

et al. (2010),
Brog = aN NWM-1)
red o —M 5

where N is the mean number of points in each bin, M is the
number of bins, and o, and o, are the standard deviation of the
binned and unbinned residuals. This method is commonly used
to characterize red noise in Spitzer light curves (e.g., Kilpatrick
et al. 2017). Bieq is effectively a measure of how well the scatter
in the residuals improve from binning compared to the
). To character-

1)

expectation for perfectly white noise (~ —
ize the amount of time-correlated noise at the timescales of
ingress and egress (~9 minutes), we used the median (g
coefficient corresponding a bin size of 4—14 minutes for a given

channel. For Channel 1, this yielded 3 values of 1.35, 1.38, and

1.65 for PMAP, PLD, and NNBR, respectively, and corresp-
onding values for Channel 2 of 0.94, 1.08, and 1.15. While all
methods performed extremely well by this metric, PMAP and
PLD slightly outperformed NNBR.

We elected to use PMAP fits for all analyses, as it yielded
both consistent transit depths in each channel and the lowest
red noise levels. However, we highlight that all methods
yielded broadly consistent transit parameters and there was no
evidence for a systematic offset based on the fitting method
used. For example, the difference in transit depth between
NNBR and PMAP was 0.7¢ for 3.6 um, and 0.8¢ for 4.5 um
observations, while the transit depth between PLD and PMAP
was 1.60 for 3.6 um, and 2.70 for 4.5 ym observations. The
difference in the transit depth between PLD and PMAP in
4.5 pum is much higher due to a single transit (transit number
193) from the PLD fit yielding an outlier result. If we removed
this value, the transit depth between PLD and PMAP reduces to
1.80 for 4.5 um. Eccentricity results (Section 5.1.1) were
similarly consistent across all methods used to correct the
Spitzer light curves.

Agreement between the methods (except for the one transit in
PLD), as well as the good performance of all the methods, were
likely consequences of K2-2b’s relatively short (~45 minutes)
transit duration and the small centroid drift (0.1 pixels,
Figure 2(a)). Many similar studies utilized stares of 2-5 hr,
which are subject to increased noise from long-term variability
in Spitzer’s temperature and CCD behavior. For observations of
K2-25b, >75% and >90% of the images (for Channel 1 and 2,
respectively) had the PSF centroid within 0.25 pixels of the
sweet spot. Pixel motion was also primarily random on
timescales of the transit, adding more white than red noise to
the light curve (Figure 2(b)).

2.3. MEarth

We analyzed 12 transits of K2-25b using the MEarth-North
and MEarth-South arrays (Nutzman & Charbonneau 2008;
Berta et al. 2013). Details of these observations can be found in
Kain et al. (2019), which we briefly summarize here. MEarth-
North used eight 40cm telescopes at the Fred Lawrence
Whipple Observatory on Mount Hopkins, Arizona. MEarth-
South had a nearly identical set of telescopes located at the
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Figure 2. Left: distribution of X and Y pixel positions for each transit observed in Channel 2. Colored contours correspond to 68% and 95% of the centroid
measurements, colored by the transit number (see Table 1). Black contours show the photometric response of IRAC Channel 2 as a function of centroid position from
Ingalls et al. (2012). Channel 1 is somewhat less well behaved—only >75% of the images had the PSF centroid within 0.25 pixels of the sweet spot, while in Channel
2, this number was >90%. Right: X and Y (pixel) centroid positions for transit 189 (Channel 1) over the observation. Centroid values are the average centroid of every

10 images for clarity and to mitigate random errors in centroiding.

Cerro Tololo Inter-American Observatory (CTIO) in Chile. All
telescopes used a 2048 x 2048 pixel CCD with pixels scales of
0778 /pixel in the North and 0”84 /pixel in the South. Both
telescope arrays used a Schott RG715 filter for all observations
(see Dittmann et al. 2016 for the filter profile and CCD
transmission). Observations analyzed here span 2015 Decem-
ber 9-2018 August 4.

All telescopes integrated for 60 s for a cadence of ~90 s per
telescope. In addition to transit observations, MEarth mon-
itored K2-25 at regular intervals outside of the transit to better
constrain the stellar variability. The observational strategy and
analysis of this data are described in Newton et al. (2016) and
Kain et al. (2019).

MEarth data were reduced following the basic methodology
from Irwin et al. (2007) with additional steps detailed in the
documentation of the fourth MEarth data release.'* This
included corrections for second-order extinction (color differ-
ences between target and comparison stars), meridian flips
(when the target crosses the meridian, the telescope rotates by
180° relative to the sky, and reference stars fall on different
parts of the detector), and a fit to stellar variability derived from
data taken out of transit.

2.4. LCOGT

We observed two transits of K2-25b using the Las Cumbres
Observatory Global Telescope network (LCOGT) 1 m tele-
scope network (Brown et al. 2013). The first transit was
observed on 2016 October 21 at the LCOGT node at
McDonald Observatory in west Texas. The second transit
was observed on 2016 October 28 simultaneously by two
LCOGT telescopes at Cerro Tololo Inter-American Observa-
tory (CTIO). Both observations used the Sinistro camera, SDSS
i’-band filter, and with exposure times of 180 s.

The LCOGT BANZAI pipeline (McCully et al. 2018) applied
all basic data processing, including extraction for all sources
into raw fluxes and uncertainties. To correct for atmospheric
variability, we built a master comparison star from all stars
detected in the LCOGT images for a given transit. We excluded
sources within 20% of saturation, K2-25b, and extended

14 https: //www.cfa.harvard.edu/MEarth/DR4 /processing /index.html

sources (identified by automated flags from the Banzai
pipeline). We cross-matched each detection with the AAVSO
Photometric All-Sky Survey (APASS; Henden et al. 2016) and
Sloan Digital Sky Survey (SDSS; Abolfathi et al. 2018)
photometry and removed sources >1.5 mag bluer than K2-25
in V—r or r — i color to minimize secondary extinction effects.
We normalized the light curve from each comparison star (since
we are interested in relative changes only), then combined
them into a stacked curve using the robust weighted mean.
We identified light curves exhibiting significant variability or
trends inconsistent with the master curve by eye and repeated
building the master curve from the remaining data. The flux
measurements of K2-25 from BANZAI were then divided by this
master curve.

We removed an additional linear trend by fitting the out-of-
transit data for each set of observations. The final linear trend
may be due to stellar variability, shifts in the PSF over time, or
airmass changes introducing weak color terms in the photo-
metry (e.g., Mann et al. 2011).

2.5. Timing Corrections

Our analysis included transit observations taken over >2yr.
While this provided extremely precise constraints on the period
(subsecond precision), it makes it more critical that all observations
were placed on the same time system. For easy comparison to the
discovery data from Kepler, we converted all other data to
Barycentric Kepler Julian Day (BKJD), which is Barycentric
dynamical time (BJD TBD) minus 2454833.0. For Spitzer, we
followed the corrections given in the IRAC handbook' to place
time in BJD TBD, with an additional small (1 s) correction to
place the time at the center of the integration, instead of the
start of the integration. LCOGT time was given in UTC, which
we convert to BJD following Eastman et al. (2010).'® As with
Spitzer, we applied a 90 s correction to place the timestamp for
LCOGT at the center of the integration. MEarth data already
included a correction to the center of the exposure as detailed in
the reduction documentation.

15 https://irsa.ipac.caltech.edu/data/SPITZER /docs /irac/iracinstrumenthand
book/53/

'® hitp: / /astroutils.astronomy.ohio-state.cdu /time/
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Table 2 Table 3
Updated Stellar Parameters Priors on Limb-darkening Coefficients

Parameters This Work Mann et al. (2016a) Te]escope A Range )\meﬂn /\eff g1 Je

R (R 0.2932 + 0.0093 0.295 + 0.020 (pim) (um) — (pm)

M, (M) 0.2634 £ 0.0077 0.294 £ 0.021 K2 0.42-0.90 0.64 0.73 0.42 + 0.03 0.31 + 0.04

s (Po) 10.45 £+ 0.73 113+ 1.6 LCOGT 0.66-0.85 0.76 0.77 0.34 £+ 0.05 0.34 £ 0.05

Ly (Ls) 8.16 + 0.29 x 10~° 84+ 14x107° MEarth 0.69-1.00 0.83 0.84 0.28 + 0.05 0.33 £ 0.05

T (K) 3207 £ 58 3180 £ 60 Channel 1 3.13-3.96 3.56 3.46 0.06 £+ 0.03 0.19 £+ 0.04
Channel 2 3.92-5.06 4.50 443 0.06 + 0.03 0.16 £+ 0.04

3. Updated Stellar Parameters from Gaia

The availability of a precise (0.4% error) parallax () from
the second Gaia data release (DR2; Lindegren et al. 2018)
enabled us to improve the stellar parameters presented in
Mann et al. (2016a), which relied on a less precise kinematic
distance. To this end, we first computed Mg, from the
inverted DR2 parallax and Kg photometry from the Two
Micron All Sky Survey (2MASS; Skrutskie et al. 2006). We
then updated the stellar radius and mass values based on
relations from Mann et al. (2015) and Mann et al. (2019),17
adopting the metallicity of Hyades (e.g., Dutra-Ferreira et al.
2016; Liu et al. 2016). Lastly, we combined the DR2 parallax
with the bolometric flux determination from Mann et al. (2015)
to update the total stellar luminosity (L), and hence the
effective temperature (Zggr).

The M, relation from Mann et al. (2019) is empirically
calibrated using dynamical mass measurements of astro-
metric binaries and resolved Ky magnitudes from adaptive
optics imaging. The R, relation from Mann et al. (2015) used
stellar atmosphere models to compute T, which was then
converted to R, using the Stefan—-Boltzmann relation and
measurements of the total luminosity from absolutely
calibrated spectra and literature distances. However, the
model-based T, determinations were calibrated (down-
weighting spectral regions poorly reproduced by models)
using empirical determinations from long-baseline optical
interferometry (Boyajian et al. 2012; Mann et al. 2013).
Updated empirical relations based on a larger grid of
interferometric radii yielded consistent results (Rabus et al.
2019).

Uncertainties in M, and R, account for both measurement
errors (in K and parallax) and uncertainties in the calibrations.
Our final adopted parameters are listed in Table 2 (middle
column). The updated parameters are consistent with the
original determination, but more precise than those from the
discovery paper (right column of Table 2).

While the relations we utilized to derive updated parameters
for K2-25 were built from older M dwarfs (=1 Gyr), mid-M
dwarfs like K2-25 arrive at the main sequence around
~100 Myr (e.g., Baraffe et al. 2015), much younger than the
age of Hyades. We discuss the effects of activity on our results
further in Section 5.1.1.

4. Transit Fitting

Our transit-fitting procedure followed the same steps from
Mann et al. (2016b), with the exception that we fit each data set
(wavelength /instrument) separately. We briefly summarize our
transit fitting method below.

17 https://github.com/awmann/M_-M_K-

Note. K2, LCOGT, and MEarth values were calculated using the LDTK toolkit
(Parviainen & Aigrain 2015) and the Spitzer bands were calculated using that
of Claret & Bloemen (2011). Limb-darkening priors are provided as the
traditional linear an quadratic terms, but were fit using triangular sampling
terms.

We fit the extracted light curves to transit models within an
MCMC framework, using a modified version of the mis-
ttborn code.'® For this, we utilized the emcee Python module
(Foreman-Mackey et al. 2013) and the batman package to
generate the transit models, which uses the Mandel & Agol
(2002) transit model. The nine free parameters explored in the
MCMC were the planet-to-star radius ratio (R,/R,), impact
parameter (b), orbital period (P), epoch of the first transit
midpoint (7)), two parameters that describe the eccentricity and
argument of periastron (/e sin(w) and /e cos(w)), bulk stellar
density (p4), and two limb-darkening parameters (see below).
We assumed a linear ephemeris, but a parallel search for transit
timing variations showed that this a reasonable assumption
(Kain et al. 2019). For the PLD fits to the Spitzer data, we
included additional free parameters to describe the intra-pixel
sensitivity variations. Each MCMC chain was run using 100
walkers for 200,000 steps.

For limb-darkening, we used the triangular limb-darkening
parameters (g, and ¢,) described by Kipping (2013) to
uniformly explore the physically allowed region of parameter
space. For K2, MEarth, and LCOGT data, we placed
Gaussian priors on limb-darkening parameters derived using
LDTK (Parviainen & Aigrain 2015), which estimates limb-
darkening from the Husser et al. (2013) stellar atmosphere
models. For the Spitzer bands, we used limb-darkening
parameters estimated by Claret & Bloemen (2011). We
adopted uncertainties on these limb-darkening parameters
based on both errors in the stellar parameters (see Section 3),
and differences in values based on the model-grid and
interpolation method used. This resulted in Gaussian prior
widths of 0.03-0.05, depending on the wavelength. The
linear and quadratic limb-darkening coefficient priors (g,
and g,), along with the wavelength range, mean wavelength
(Amean), and effective wavelength (A.¢) for each data set,
are presented in Table 3. Our fit used the triangular
limb-darkening coefficients, but linear and quadratic darken-
ing coefficients are listed in Table 3 for reference.

The lower cadence (30 minutes) provided by the K2 and
the poorer precision in the LCOGT photometry meant that
these two data sets provided only limited constraints on the
impact parameter. To solve this, we added a Gaussian prior
on the impact parameter for these two data sets derived
from the Spitzer Channel 2 fit (b = 0.658 + 0.043). For

18 https: //github.com/captain-exoplanet/misttborn
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Figure 3. Left: phase-folded light curves of K2-25’s transit observed in the mean filter wavelengths of 0.64 pm (blue: Kepler; 20 transits), 0.76 pm (green: LCOGT; 2
transits), 0.83 pm (purple: MEarth; 12 transits), 3.56 um (red: Spitzer; 5 transits), and 4.50 pm (orange: Spitzer; 5 transits). The Spitzer and MEarth data are binned
using a median bin size of 8 s and ~36 s, respectively. The solid line is the best-fit model, convolved with the integration time of each observation. The dashed gray
vertical line at x = £0.4 hr is plotted for visual aid. Typical error bars are derived from scatter in the out-of-transit data displayed points and are displayed at the right
side of the light curves. Right: residuals from the best fits with rms of the displayed points.

(The data used to create this figure are available.)

all other data sets, we used uniform priors on impact
parameter, as their cadence was sufficient for similarly
precise constraints on impact parameter. We applied a
Gaussian prior on the stellar density taken from our analysis
in Section 3 for all light curves. All other parameters (R,,/R.,
P, Ty, Ve sin(w), and /e cos(w)) were fit using uniform
priors within physically allowed bounds (e.g., P > 0).

The autocorrelation time was <2500 steps for all fits, with an
effective number of samples across all walkers of >8000
(80 per walker), which was more than sufficient for conv-
ergence in all cases.

Results of each fit are provided in Table 4 and the model
light curves with the best-fit parameters (highest likelihood) for
each data set is shown in Figure 3.

To better constrain the wavelength-independent para-
meters of K2-25b, we also ran an MCMC fit that combined
all the data sets together (“combined fit”). This fit comprised
of 17 total free parameters, with 10 of those being limb-
darkening parameters (two for each wavelength). We applied
the same priors on limb-darkening and stellar density used in
the individual fits for each wavelength. Unlike the individual
K2 and LCOGT fits, we did not apply a Gaussian prior on the
impact parameter in these two data sets. This combined
fit was particularly useful for constraining the impact
parameter and the orbital period of the planet. The results
from the MCMC fit using all of the data are presented in
Table 5, Fit 1.

5. Results
5.1. Transit Parameters

The measured parameters, as well as the derived parameters
(semimajor axis (a), eccentricity (e), radius of planet (R)),
argument of periastron (w), triangular limb-darkening parameters
(g; and g,), semimajor axis ratio (a/R), transit depth (6), and
orbital inclination (7)), from our MCMC fit for each data set or
wavelength are given in Table 4. The final parameters from the
combined fit (combined data sets) are given in Fit 1 of Table 5,
with the posteriors and correlations shown in Figure 4.

Across all data sources, the wavelength-independent para-
meters (e.g., P, Ty) are consistent. Results from the Spitzer
bands had the tightest constraints due to the combination of
high cadence (2 s) and precise photometry.

We were able to significantly improve the ephemeris of K2-
25b, providing subminute level transit predictions well into the
next decade. We also measured the planet radius to 3%
(3.45 £ 0.11R.), which is sufficient to characterize the density
(and hence composition) of the planet when a comparably
precise (~210%) mass determination becomes available. Our fits
also supports a nonzero eccentricity (e = 0.27704%), suggested
by the unusually short transit duration.

5.1.1. Eccentricity

Our transit fit posteriors indicated a large eccentricity (>0.2)
for K2-25b’s orbit when compared to earlier studies suggesting



Table 4
Transit Fit Parameters

Parameter

K2

MEarth

LCOGT

Channel 1

Channel 2

Measured Parameters

Orbital period, P (days)
Planet-to-star radius ratio, Rp/R
Epoch of first transit midpoint, T (BJD-2400,000)*

+42%1075
3484545421073
0.1095* 90053
57062.57950.00054

3.4845617 + 1.7 x 10°°
0.10912* 380687
57062.5799 +0.00031

3.48423 + 0.00023
0.10992560%s
57062.5799 000031

+1.9%1073
3.484552714& 10-5

0.106990%079
57062.5816+0.9035

3.4845645 + 47 x 10°°
0.10759566634
57062.5794 + 0.00097

Impact parameter, b 0.667+9944 0.671799% 0.66499% 0.643+0:932 0.658+0933
Stellar density, py (pe) 10.482+9738 10.46870732 10.479+0723 10.4817973¢ 10.478707%
Triangular limb-darkening coefficient, g, 0.545+3.979 0.303+597% 0.505+3:553 0.092+3:939 0.08610931
Triangular limb-darkening coefficient, ¢, 0.288 + 0.028 0.22775%47 0.26 + 0.045 0.24775972 0.1427597
Ve sin(w) 0264043 0.3229% 03179 0.358+098 0.33940:959
Ve cos(w) —0.01 % 0.65 —0.135033 —0.08+0:38 —0.15 4 0.49 —0.184932
Derived Parameters
Eccentricity,e 0.32793!1 0.255% 3¢ 0.285792% 0.2637948 0.2657 004
Planet radius,R, (Re) 3.497 £ 0.135 3.486 + 0.112 3.5209133 3.418 £ 0.111 3.440 £ 0.112
Argument of periastron,w (°) 118.07749 107.0899 103.07559 109.07239 113.07399
Regular limb-darkening coefficient,g, 0.424 19032 02475938 0.366097¢ 0.09275:939 0.07810:933

Regular limb-darkening coefficient,g,
Semimajor Axis Ratio, a/R,

Transit depth, 6 (%)

Inclination, i (°)

031176633
25.63708
1.20050:03%
88.05°040

0.29745063
2541493
L1910 5
88.1°019

0.338+09%3
25.7319%¢
120970038
88.09701¢

0.247* 588
25.93 + 0.56
11430015
88.17+012

0.20253:577
2575198}
115850012
88.13%013

Note.

# BJD is given in Barycentric Dynamical Time (TBD) format.
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Table 5
Combined Fit
Parameter Fit 1* (Preferred) Fit 2% (e = 0)
Measured Parameters
+9.7x1077 9.7x1077
P (days) 3.4845632279_5;0,7 3.48456325;_& 10-7
Rp/Ry 0.10787* 666045 0.10784 300055

T, (BID-2400,000)°  57062.57965 & 0.0002  57062.57965 + 0.00018
b 0.6469%7 0.645700%
px (p) 1047170733 34.9214578
1 K2 0.549* §04 0.548* 5553
a@ K2 0.285 + 0.043 0.285 + 0.043
¢ MEarth 0.28259:03¢ 0.282+0:93¢
¢> MEarth 0.201 + 0.047 0.202 + 0.047
¢, LCOGT 0.518 + 0.084 0517538
¢> LCOGT 0.25470:94 0.256 £ 0.044
¢y Spitzer Channel 1 0.135+0:949 0.13550:040
> Spitzer Channel 1 0.165 =+ 0.063 0.166 + 0.063
q1 Spitzer Channel 2 0.105793%0 0.10650:042

q> Spitzer Channel 2 01560073 0.157+0074

Je sin(w) 0.34153%8 0 (fixed)
Je cos(w) —0.05933 0 (fixed)
Derived Parameters
e 0.2753483 0 (fixed)
R, (Rs) 3.4492704110 3.448070110
w (®) 98.07329 0 (fixed)
g1 K2 0.419%9:072 0.4197978
& K2 0.316°50% 0.315% 545
g1 MEarth 0.2117993 021343934
g» MEarth 0.315799% 0.315998¢
g1 LCOGT 0.36310:92% 0.365+0:0%8
g> LCOGT 0.352+0972 0.348+0.973

01197583
0.242+9:092

01249039
0.241+3922

g1 Spitzer Channel 1
8> Spitzer Channel 1

g1 Spitzer Channel 2 0.09879933 0.099+0:0%3
2> Spitzer Channel 2 0.217+3:9% 0.218+0:98
a/R, 25.85 £ 0.39 31.6150%
8 (%) 1163530066 1163103700
i® 88.1641095 88.831790%

Notes.

# All fits were done with priors on ¢, and ¢, (different values for each data set
or wavelength), Fit 1 included a prior on p,, and Fit 2 was done with e and w
fixed at 0 and a uniform prior on p,.

® BID is given in Barycentric Dynamical Time (TBD) format.

close-in planets orbiting older stars have small orbital
eccentricities (0-0.15; e.g., Wu & Lithwick 2013; Van Eylen
& Albrecht 2015; Hadden & Lithwick 2017; Mann et al. 2017).

The large eccentricity result was independent of the data set
(K2, LCOGT, MEarth, and Spitzer) used (Figure 5 and
Table 4), indicating the result was robust to stellar signals
and systematics in the transit photometry. The spot contrast and
flare strength decrease with increasing wavelength; if either
were biasing the measured transit duration (and hence
eccentricity determination), we would have expected to have
a smaller eccentricity value from the longest-wavelength data.
Similarly, each source of photometry was subject to different
sources of systematic/correlated noise (e.g., intra-pixel varia-
tions for Spitzer versus atmospheric transparency variations

Thao et al.

from MEarth). If poor correction of these effects was behind
the eccentricity results, we would see significant differences as
a function of the instrument.

One feature common to all fits that could impact the derived
eccentricity was the Gaussian stellar density prior. As an
additional test of this, we reran the combined MCMC transit fit
as described in Section 4, but with eccentricity fixed at zero and
a uniform prior on stellar density. The resulting fit yielded a
stellar density of 35 £ 2p., which is inconsistent with the
independent stellar density derived from the DR2 distance and
empirically calibrated mass—luminosity and mass-radius rela-
tions (see Section 3) at >100, as we show in Figure 6. The
results of this fit are presented in Table 5, Fit 2.

The relations used to assign a stellar density for K2-25 were
based on stars that are generally older and less active than K2-
25. Some studies have suggested that younger and/or more
active M dwarfs are larger than their older counterparts (e.g.,
Stassun et al. 2012; Kraus et al. 2017; Jaehnig et al. 2019), and
some are not (e.g., Kesseli et al. 2018; Jackson et al. 2019). At
most, this would increase the inferred mass (relative to the true
mass) by <5%, and the radius by <10%. The net effect would
make K2-25 less dense by ~20%, increasing the discrepancy
between the transit-fit and luminosity-based densities or
requiring an even larger eccentricity for the orbit.

Unresolved binarity could also bias the derived stellar
density, as it would lead to an overestimation in the Kg-band
magnitude of the target used in the empirical relations. The
DR2 measurements for K2-25 had significant excess astro-
metric noise (astrometric_excess_noise=0.374 mas,
astrometric_excess_noise_sig=230), which is a
sign of binarity (e.g., Evans 2018; Rizzuto et al. 2018).
However, redder stars also show significant astrometric noise
independent of binarity. The renormalized unit weight error
(RUWE') accounts for this color effect, making it a more
reliable indicator of binarity (e.g., Ziegler et al. 2018). As we
show in Figure 7, K2-25’s RUWE value is consistent with a
single-star.

We further explored the impact of binarity on our result by
assuming K2-25 is an equal-mass binary. While the color—
magnitude diagram position and existing imaging and radial
velocities for K2-25 ruled out such a scenario, this test
represents the most extreme case in terms of impact on the
assigned stellar parameters. For this test, we recomputed M,
R, and p, as in Section 3, but first subtracted half the flux
from the Ks-band magnitude. This yielded p, = 17 £ 2p,
which was still inconsistent with the e =0 transit-fit stellar
density at 60 (see Figure 6). The presence of an unresolved
host would also impact the transit, but dilution primarily affects
the transit depth, not the duration (Kraus et al. 2016; Mann
et al. 2017; Teske et al. 2018).

We conclude that the large eccentricity derived for K2-25b’s
orbit from our transit light-curve analysis is not a consequence
of complications in the data or input assumptions about the
host star.

5.2. Comparison to Model Transmission Spectra

We present the transmission spectrum of K2-25b in
Figure 8. Due to degeneracies between atmospheric para-
meters, the unknown planet mass, and the limits of broad-
band data, we were not able to fully probe the content of the

19 https: //www.cosmos.esa.int/web/gaia/dr2-known-issues
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Figure 4. Posteriors from the MCMC fit using all of the data sets for the planet-to-star radius ratio (R, /Rx), impact parameter (b), stellar density (py), and eccentricity
(e). In each histogram, the dashed lines indicate the 16%, 50%, and 84% percentiles. Plot was created by corner.py (Foreman-Mackey 2016).
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Figure 5. Eccentricity posteriors from the MCMC fits colored by data source
(and wavelength) with a bin width of 0.005. The consistency between these fits
rules out stellar activity or systematic errors in the photometry as potential
sources of the large eccentricity.

atmosphere. Instead, our goal was to test if K2-25b’s
atmosphere is more consistent with a flat or featured
spectrum. To this end, we compared our results to model
spectra for three atmospheric scenarios: a solar abundance
atmosphere, 100x solar abundance atmosphere, and a cloudy
atmosphere (flat transmission spectrum).

10

[ Mg, + Emperical Relations | |
[ Equal Mass Binary
[ Transit Fit (e=0)

0.3
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-

0.0

10

15 20 25

P(po)

30 35 40

Figure 6. Comparison of the stellar density (p,) from the transit fit posterior
assuming e = 0 (purple) to the density posterior derived from the Gaia
distance, Mg — My, and Mg — Ry relations (green; Section 3) and the density
posterior using the same relations but assuming the star is a unresolved equal-
mass binary (orange).

The model spectra were generated by the publicly available
Exo—Transmit open source code®® (Kempton et al. 2017)
with the included opacity data (Freedman et al. 2008, 2014;

20 hitps:/ /github.com/elizakempton /Exo_Transmit
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Table 6
Normalization Factor for Atmospheric Models
Model Teq g Normalization X’
(K) (ms?) Factor (dof = 4)
300 6 1.015 253
300 9 0.992 16.8
300 12 0.980 13.2
400 6 1.049 46.1
Solar Abundance 400 9 1.013 28.0
400 12 0.995 20.6
500 6 1.088 78.6
500 9 1.037 45.0
500 12 1.013 314
300 6 1.005 12.9
300 9 0.986 10.0
300 12 0.977 8.7
400 6 1.029 19.0
100 x Solar Abundance 400 9 1.00 13.7
400 12 0.988 11.3
500 6 1.072 37.0
500 9 1.028 23.6
500 12 1.007 17.8
Thick Haze/ Clouds 0.951 5.8

Lupu et al. 2014). As inputs, we set the radius of the planet to
3.45R,, and the radius of the star to 0.29R. (Table 5 and
Section 3). We use the nominal setting for Rayleigh scattering,
assumed equilibrium chemistry, and included condensation and
removal via rainout of molecules. We varied the equilibrium
temperature, surface gravity, and metallicity. We ran models
using metallicities ([M/H]) of 1x solar and 100X solar. The
equilibrium temperatures we tested were 300, 400, and 500 K,
with 400 K being the orbit-averaged equilibrium temperature of
the planet assuming an albedo of 0.3. Since the mass is
unknown, we assigned a mass using the the mass—radius
relations from Wolfgang et al. (2016), which yielded
Mp = 13 + 2M,,. With the planet being young, we expect
the planet to be less dense than its older counterparts, so we
tested three surface gravity (g) values: 6, 9, and 12ms~2,
which corresponds to planet masses of ~8, 11.5, and 15M,.
For the thick cloud/haze model, we set the pressure at cloud
top to 10 Pa. In total, we had 19 model spectra. To compare our
data to the models, we convolved the spectrum with the
relevant filter profile to create a synthetic transit depth
corresponding to each effective wavelength (photon weighted
mean wavelength). The effective wavelength factors in the
widths of the broadband filters and was calculated using K2-
25’s spectrum and each filter’s bandpass. The results of this
calculation yielded effective wavelengths of 0.73 um (K2),
0.77 um (LCOGT), 0.84 ym (MEarth), 3.46 ym (Channel 1),
4.43 ym (Channel 2). We added a free parameter to allow each
model spectra to shift in median depth, and varied it to
minimize the y* when compared to our data (to allow for small
deviations in Rp/R,). The normalization parameters and X
values are listed in Table 6.

Our results disfavor a cloud-free atmosphere in chemical
equilibrium assuming solar abundance (>4c0 confidence),
regardless of the equilibrium temperature and surface gravity
value. Overall, the measured transmission spectrum is con-
sistent with a flat line (X2 = 5.8, dof = 4), which is evidence
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Figure 7. Color-magnitude diagram of Hyades members identified in Rizzuto
et al. (2017) with parallaxes and photometry drawn from Gaia DR2. Points are
color-coded by their excess astrometric noise (top) and RUWE (bottom)
reported in DR2. Excess astrometric noise and RUWE can go beyond the color
range shown, but color is truncated for clarity. K2-25 is outlined with a red star
and filled following the same coloring as other stars. Systems on the binary
sequence often show increased astrometric noise and a larger RUWE when
compared to those on the single-star sequence. K2-25 is consistent with
similar-color single stars using either metric.

of a cloudy/hazy atmosphere and/or a high mean molecular
weight atmosphere.

5.2.1. Impacts of Stellar Variability/Spots

The transit depths in the infrared data are statistically smaller
than the transit depths from the optical data (Figure 8). This
may be in part, due to inhomogeneities on the surface of on K2-
25 (e.g., spots and plages). Unocculted spots make the transit
appear deeper (because the planet blocks a statistically brighter
part of the star), while a planet crossing directly over a large
spot can similarly make the transit shallower (and vice versa for
plages or faculae). Since these surface features vary in intensity
as a function of wavelength, their impact on the inferred transit
depth can have a strong impact on the transmission spectrum
(e.g., Kreidberg et al. 2015; Rackham et al. 2017).

Only one light curve (transit number 195 from Spitzer)
showed morphology consistent with K2-25b occulting a large
spot, and this is only considered a candidate crossing due to the
PSF landing outside the “sweet spot” (see Kain et al. 2019).
Smaller spots under the transit chord would be harder to detect,
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Figure 8. Transmission spectra of K2-25b from our data (black stars) compared to a solar abundance atmosphere (blue line), 100x solar abundance atmosphere
(orange line), and a thick haze/cloud atmosphere (red line) model, assuming the planet’s mass is 11.5M, and the equilibrium temperature is 400 K. The filled circle
points indicate the corresponding synthetic transit depth from convolving the spectrum with the appropriate filter profile. All models were normalized to give the best
fit to the data. All calculations were done with high-resolution models; the models shown here are binned to a median width of ~0.025 pm.

but could be noticed as an increased scatter in the data or time-
variable transit depth. However, transit photometry residuals
are similar both during and outside the transit across all
observations. Either the transit chord is relatively pristine, or
the spots are too small and/or evenly distributed, resulting in
an insignificant impact on our final transit parameters.

The effect of spots in the near-infrared was small due to the
low spot contrast at longer wavelengths. We expected the
overall impact on the transit depth to be <100 ppm (per transit)
past 2 um based on analyses of similarly variable stars
(Rackham et al. 2017). This is smaller than the measurement
errors and hence, unlikely to change our results from Spitzer.

The impact of spots on the optical data were similarly
mitigated by averaging over many transits. Long-term
monitoring of K2-25 from MEarth (Kain et al. 2019) indicated
that the overall stellar variability changed from 1.5% in the
2015-2016 observing season to <0.5% in 20162017, with a
moderate increase to 0.5% in 2017-2018. Such a large change
in variability is most likely driven by changes in the overall
spot coverage fraction of K2-25, yet there is no correlation
between the stellar rotational phase and the planet-to-star radius
ratio. While spots are clearly present on K2-25, as can be seen
in the large stellar variability, this may be a large number of
semirandomly distributed solar-like spots rather than a single
giant spot or spot groups.

The impact of spots on the transmission spectrum of K2-25b
is dependent on how the spots are distributed with respect to the
transit chord. Even if the spot pattern changed between transits,
if the active regions are offset from the transit chord, there may
be a statistical preference for spots to appear not in the path of
the transit—biasing the inferred transit depth at bluer wave-
lengths. To model how this impacts our conclusions about the
transmission spectrum of K2-25b, we estimated the fraction of
spots required to reconcile the optical and near-infrared transit
depths (i.e., to achieve a flat transmission spectrum). Following
Rackham et al. (2018), the effect of unocculted spots on the
observed transit depth is approximately:

5/\,true
1 - f;pot (1 -

@)

6}\,0b8 = FA star ’

F)\,spol

where 6 e and 0 ops are the true and observed transit depths
as a function of wavelength, f;,, is the fractional spot coverage
of the star assuming the transit chord is spot-free, and F spot
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and F) gy, are the spectra of the spot and unspotted star,
respectively. For this test, we ignored the effect of faculae/
plagues, as these primarily increase the discrepancy between
optical and NIR transit depths.

To estimate F o1 and Fy gar, W€ used BT-SETTL models
(Allard et al. 2013) assuming spots temperatures of 2800 K or
3000K on a stellar surface of 3200 K. We convolved each
atmosphere model with the relevant filter profiles for each of
the five observations (Kepler, LCOGT, MEarth, and the two
Spitzer bands). We then fit for the best f;,, for an assumed set
of 6 e Values. To match the predictions of a flat transmission
spectrum required spot coverage fractions of 11% for 2800 K
spots and 17% for spots of 3000 K (1-2% coverage is allowed
at 20). For the observed transit depths to match the solar-
composition model-predicted values required spot coverage
fractions of 22% and 36%, with values of f,, as small as 14%
and 24% to be consistent with the model at 20. These fpo
estimates are relative to the spot fraction in the transit chord, so
the true spot fractions required are likely larger.

While large spot coverage fractions (>50%) have been
observed in young stars (e.g., Gully-Santiago et al. 2017), these
systems tend to show high overall stellar variability (10%-—
30%). The fpo values needed to fit the solar-abundance model
are hard to reconcile with the observed out-of-transit variability
seen from K2-25 (<2% in K2 data and <1% in MEarth). Large
spots would likely produce variations in transit depth between
transits (as the planet crosses different regions of the star or the
spot pattern changes), yet transit depths are consistent over
multiple years and show no significant red noise in the fit
residuals (see Figure 3). The impact of large spots would be
small at Spirzer wavelengths (and we selected PMAP
corrections in part because of consistency between transits),
but easily visible in both K2 and MEarth data (optical
wavelength range). Neither show significant red noise or
obvious spot crossings. A large number of small spots with
semi-even distribution over the star could produce a small
variability profile with a large spot coverage fraction, although
this decreases the probability that the transit chord is pristine
and makes the smooth sinusoidal variation outside of the transit
harder to fit. More realistic simulations of spot fractions
suggested that during the low variability season (0.5% flux
variation in MEarth), spot coverage fractions correspond to
1%-10% (Rackham et al. 2018).
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The best-fit spot coverage fractions assuming the solar-
abundance model also provide a relatively poor fit to the data,
as spots alone cannot explain the consistency between the
depths in the two Spitzer bands (See Figure 8). We conclude
that while spots likely do have an impact on our overall
transmission spectrum, they are unlikely to change the results
enough to be consistent with the predictions from the solar-
abundance atmosphere model.

6. Summary and Conclusions

To constrain K2-25b’s dynamical history, refine the planet’s
properties, and explore its transmission spectrum, we combined
transit observations from ground-based (LCOGT and MEarth)
and space-based (K2 and Spitzer) facilities, totaling 44 transits
over >2yr. Our analysis of these data included comparing
corrections for Spitzer’s large intra-pixel sensitivity variations
using three different techniques: PLD, PMAP, and NNBR—all
of which yielded consistent transit parameters.

PMAP corrections performed best based on consistency
between transit depths between transits and minimizing red
noise, in apparent contradiction to previous publications (e.g.,
Ingalls et al. 2016). However, we caution against interpreting
these results as evidence of PMAP being superior. All three
methods yielded rms levels near the white-noise limit, likely
because the PSF was stable (Section 2.2.1) and the transit
duration of K2-25b is much shorter than most transiting
systems. As PMAP is most sensitive to centroid variations and
the PSF landing off the sweet spot, stability yielded a higher-
than-typical performance for PMAP. This also makes K2-25b a
poor case to draw general conclusions, especially for more
typical (>2 hr) observing windows. We encourage others to
inspect more detailed tests done on more typical systems (e.g.,
Ballard et al. 2014; Ingalls et al. 2016; Morello et al. 2016;
Kilpatrick et al. 2017; Schwartz & Cowan 2017).

To constrain the parameters of K2-25b, we fit the extracted
light curves at each mean wavelength (0.64, 0.76, 0.83, 3.56,
and 4.50 um), as well as all data together simultaneously within
an MCMC framework. The combined data set demonstrated
that K2-25b’s orbit is significantly eccentric (>0.20), indepen-
dent of the data set or wavelength of the observations. This
result is consistent with the findings of Van Eylen et al. (2019),
that single transiting planets have a higher eccentricity
compared to multiple-transit systems, and hints this bimodal
distribution of eccentricities seen in older planets arises earlier
in the planet’s history or during formation, although a larger
sample of planets (including young multitransiting systems)
will be needed to test this.

This high eccentricity is suggestive that this planet has a
complex dynamical history (Juri¢ & Tremaine 2008; Davies
et al. 2014) and motivates further searches for stellar
companions or additional planets (e.g., Kain et al. 2019).
Existing radial velocity and adaptive optics imaging of the host
taken as part of the discovery paper, as well as Gaia imaging
(Rizzuto et al. 2018; Ziegler et al. 2018) ruled out the tightest
and widest companions. Further radial velocity observations of
K2-25 would be invaluable to confirm the high eccentricity
while simultaneously searching for additional companions that
may impact the system’s evolution.

The observed transmission spectrum from our transit
observations disfavors a solar-abundance atmosphere at >40
for any reasonable planet mass (8, 11.5, 15M,,) and equilibrium
temperature (300, 400, 500 K). The transmission spectrum of
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K2-25b is consistent with being flat, suggesting that the planet
has a featureless (or weakly featured) transmission spectrum.
This result follows the findings of Crossfield & Kreidberg
(2017) that Neptune atmospheres cooler than 7., = 800 K tend
to be featureless. Our results are also consistent with the
predictions of Wang & Dai (2019), which suggest that young
planets may have outflowing atmospheres with small dust
grains that result in flat transmission spectra and inflated radii.

Unocculted spots during transits may be systematically
biasing our fits of optical transit photometry to larger depths
(by making the transited region brighter than the stellar
average), with a relatively smaller impact on the Spitzer data.
This effect can explain the difference between our optical and
NIR transit depths given a flat transmission spectrum, but the
spot fraction required to explain the solar-abundance model
(22%—-36%) are unlikely given the 0.5%—2% stellar variability
seen in the out-of-transit data and assumption of a pristine
transit chord, and multiyear stability of the transit depth in the
optical. More detailed modeling or additional data will be
required to make more definitive statements about the mean
molecular weight and/or presence of clouds/hazes in the
atmosphere of K2-25b. Additional transits at JHK bands from
Hubble Space Telescope/WFC3 or broadband data from the
ground (e.g., LUCI on LBT; Beatty et al. 2017) would also be
less impacted by spots than the optical data used here, and
when combined with the Spitzer transits could confirm our
findings.
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