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1. Introduction

Normal societal and economic functioning depends on the
efficient operation of a variety of Critical Infrastructure (CI)
sectors, ranging from governmental facilities and energy to
health care and communications. CI is itself substantially
dependent on cyberinfrastructure, such as Information
Communication Technology (ICT) networks (Smartgrid
et al., 2010; Ravishankar et al., 2018). Cyberinfrastructure is
composed of cyber-physical systems such as the hardware
and software that enables the storing, processing, and com-
munication of information required by all CI sectors to
function. This infrastructure is vulnerable to natural disas-
ters, physical incidents, and adversarial attacks (Ravishankar
et al., 2018). Recent incidents such as the Equifax data
breach (EPIC, 2019), cyberattacks against United States
power utilities (Barnett, 2019), and the data breach of the
United States Office of Personnel Management in 2015, in
which over 222 000 000 federal employees’ data were stolen
(Koener, 2016), indicate that cybersecurity is an area of
national concern across many sectors. Other companies that
have suffered major data loss breaches due to cyber-attacks
include Yahoo, eBay, Target, Uber, Home Depot, and
Adobe (Armerding, 2018).

As systems have become more connected and reliant on
cyberinfrastructure and the Internet, governments, firms,
and organizations throughout the world have dramatically
changed the ways they perform daily operations, administer
their businesses, and communicate with each other. In add-
ition, reports of information systems such as banks and
credit companies being penetrated and compromised by
hackers and ransomware attacks have made information
security a matter of national security for all countries
(Moore, 2010). This has led to significant and increasing

attention from governments and researchers to determine
how to protect cyberinfrastructure, including information g
systems, from adversarial attacks (Gordon et al., 2003; 81
Ravishankar, 2018). These growing risks have forced firms, 82
organizations, and governments to adapt and deploy a var- g3
iety of defenses (e.g. encryption techniques, firewalls) to g4
combat these threats (Gordon et al., 2003). The White g5
House has made cybersecurity a national priority and has gg
repeatedly emphasized the importance of cybersecurity and g7
CI security (The White House, 2013a, 2016). By the year gg
2012, more than 50 countries had published some cyber g9
strategy that explains the meaning of security to their econ- g(
omy and nation (Klimberg, 2012). 91
Threats to cyberinfrastructure come in various forms, 92
such as industrial cyber espionage, online identity theft, and 93
botnets (Moore, 2010). It is not possible to fully protect 94
these systems and infrastructures by detecting and eliminat- 95
ing all security threats before they occur. Indeed, security 96
threats can occur at any point in time within the systems’ 97
life-cycles and affect any part of the systems (Edwards et al., 98
2016), making these threats significantly more difficult to 99
detect and expensive to eliminate. Due to this, a significant 100
body of the literature has been devoted to using optimiza- 101
tion techniques for reducing and managing risks to enhance 102
cyberinfrastructure security. In this article, we survey the 103
current literature on these topics. 104
Cyberinfrastructure relies on extensive globalized Supply 105
Chains (SCs) consisting of systems with complex dynamic 106
networks that assist the movement of products, information, 107
and services. As a result, cybersecurity includes protecting 108
these SCs. Various organizations have developed guidelines, 109
policies, and practices to mitigate against possible threats to 110
their SCs (Kao et al, 2015). The concern has also been 111
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expressed by governments worldwide (Edwards et al., 2016),
due to the national security risks posed by the existing lack
of transparency in SCs. These SCs and networks are geo-
graphically diverse and interconnected. As a result, they are
open to various security risks to data and information sys-
tems, as well as to the infrastructures’ availability, integrity,
and confidentiality (Kao et al., 2015). The complexity of SCs
and networks makes it challenging to fully understand all of
the risks they face. However, it is critical to protect these
SCs to reduce the risks to cyberinfrastructure.

There have been numerous research documents published
in the past two decades that focus on various aspects of cyber-
infrastructure security. This survey reviews the research docu-
ments that use optimization models and methods to employ
limited resources to manage vulnerabilities, reduce risks, con-
trol costs, and enhance security. This survey is organized as
follows: In Section 2, we first define the terminology and con-
cepts used throughout the article. We explain the search pro-
cess we employed to identify related documents in Section 3.
Studies that meet our full inclusion criteria are then classified
based on their applications, mission areas, and optimization
concepts in Section 4. Section 5 summarizes our findings and
introduces future research directions.

2. Definitions of concepts

In this article, we survey papers that apply optimization
models and methods to cyberinfrastructure security. We
begin by defining each of the terms that we used to define
our scope and identify related scholarly documents.

2.1. Security concepts

Security refers to protecting CI, reducing the likelihood or
effects of an adverse event, or aiding in recovery efforts. In
2013, The Department of Homeland Security (2019) defines
security as “reducing the risk to critical infrastructure by phys-
ical means or defense cyber measures to intrusions, attacks, or
the effects of natural or manmade disasters.” Cybersecurity is
one form of security that includes all actions of prevention,
protection, and restoration for computers, electronic communi-
cations systems, and other related systems to ensure availability,
integrity, confidentiality (The White House, 2008). In this sur-
vey article, we use the definition of cybersecurity introduced by
the Telecommunication Standardization Sector of International
Telecommunication Union (2008):

Cybersecurity is the collection of tools, policies, security
concepts, security safeguards, guidelines, risk management
approaches, actions, training, best practices, assurance and
technologies that can be used to protect the cyber environment
and organization and user’s assets.

An organization and user’s assets refer to personnel, con-
nected computing devices, infrastructure, applications, tele-
communications systems, services, and stored information in
cyber environments.

The Committee on National Security Systems (2015)
defines an attack as “any kind of malicious activity that
attempts to collect, disrupt, deny, degrade, or destroy

information system resources or the information itself” and
a cyber attack as “an attack, via cyberspace, targeting an
enterprise’s use of cyberspace for the purpose of disrupting,
disabling, destroying, or maliciously controlling a computing
environment/infrastructure; or destroying the integrity of
the data or stealing controlled information.” The difference
between an “attack” and a “cyber attack” is primarily one of
method. A cyber attack is made via cyberspace, whereas an
attack may include other methods such as physical attacks
on information systems and their SCs. We consider the
broader definition of “attack” in this survey.

The usage of the term cyberinfrastructure began in the
late 1990s and its definition has developed since then
(Stewart et al., 2010). We use the National Institute of
Standards and Technology’s definition of cyberinfrastructure
(Smartgrid et al., 2010):

Cyberinfrastructure includes electronic information and
communications systems and services and the information
contained in these systems and services. Information and
communications systems and services are composed of all
hardware and software that process, store, and communicate
information, or any combination of all of these elements.
Processing includes the creation, access, modification, and
destruction of information. Storage includes paper, magnetic,
electronic, and all other media types. Communications include
sharing and distribution of information. For example: computer
systems; control systems (e.g., supervisory control and data
acquisition-SCADA); networks, such as the Internet; and cyber
services (e.g, managed security services) are part of
cyberinfrastructure.

Cyberinfrastructure includes Cyber-Physical Systems (CPSs),
which are physical systems that can be controlled or moni-
tored by computers. CPSs integrate computation, network-
ing, and  physical  systems  (National  Science
Foundation, 2019).

CI is essential to the functioning of the modern economy
and society (Eldosouky et al., 2015). Cyberinfrastructure is
closely related to CI, since many CI assets contain cyberin-
frastructure and CPSs. To this end, CI is defined as follows
(The US Government, 2001):

Critical infrastructure (CI) means systems and assets, whether
physical or virtual, so vital to the United States that the
incapacity or destruction of such systems and assets would have
a debilitating impact on security, national economic security,
national public health or safety, or any combination of
those matters.

CI can be divided into multiple sectors. There is no univer-
sal classification of CI sectors, with different countries hav-
ing their own ways of determining the CI sectors
(Eldosousky et al., 2015). In this survey, we use the classifi-
cation defined by the United States. In 2003, the National
Strategy for Homeland Security (Bush, 2003) identified 13
critical sectors of CI. This number increased to 16 in an
updated version released in The White House (2013b) and
The Department of Homeland Security (2019):

Chemical.

Commercial facilities.
Communications.
Critical manufacturing.
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Dams.
Defense industrial base.
Emergency services.
Energy.
9. Financial services.
10. Food and agriculture.
11. Government facilities.
12. Healthcare and public health.
13. Information technology.
14. Nuclear reactors, materials and waste.
15. Transportation systems.
16. Water and wastewater systems.
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CI in all of these sectors rely on CPS and computer-based
systems to monitor and control their day-to-day operations
(Wang, 2010). Although not all CI functions are reliant on
cyberinfrastructure, any CI that is fully or partially reliant
on the Internet to function is prone to adversarial cyber
attacks. For example, most financial transactions are elec-
tronic; electricity generation, and water and sewage controls
are adjusted to match demand over the course of the day;
air traffic is monitored and controlled with electronic air
traffic control systems. This means CI in all sectors may
face cybersecurity risks (Oman et al., 2004; Wang, 2010). As
a result, all sectors are included for consideration in
this survey.

2.2. Mission areas

Cyberinfrastructure security can address different goals.
These goals, also known as mission areas, address a variety
of defensive actions that can be categorized in different
ways. We base our categorization on the national prepared-
ness mission areas as defined by the Department of
Homeland Security and Federal Emergency Management
Agency, since these agencies broadly consider critical infra-
structure protection (The Department of Homeland
Security, 2011). The five mission areas are:

1. Prevention: Avoiding, preventing, or stopping an attack.
Prevention eliminates or limits the number of successful
attacks, threats, or hazards that can cause harm to a
network, industry, citizens, residents, or assets.
Prevention includes all actions whose intention is to
eliminate or prevent attacks, minimize the number of
attacks, or decrease the probability of attacks progress-
ing through a system.

2. Protection: Adopting appropriate safeguards to ensure
functionality, availability, and the delivery of critical
services. Protection involves planning, warning systems,
risk management, and supply chain integrity
and security.

3. Mitigation: Mitigating economic consequences, includ-
ing damage to property, by lessening the impact of the
attack. Mitigation reduces expected amount of damage
associated with an attack, rather than the likelihood of
an attack.
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4. Response: Taking appropriate actions after an incident 292
to protect property, data, and the environment, and to 293
meet basic human needs. Responding quickly limits the 294
damage caused to a CI's network, industry, or assets 295

after an attack by implementing corrective actions. 296
5. Recovery: Timely restoration of capabilities and services 297
after an incident. 298

These mission areas are closely aligned with those used 299
by NIST (National Institute for Standards and 300
Technology, 2018). We consider a sixth category that 301
seeks to improve the detection of attacks as a separate 302

mission area: 303

6. Detection: Identifying the occurrence of a cybersecurity 304
event and/or attack. 305
306

We partition these mission areas into three groups based 307
on when a defensive action is intended to occur, either 308
before, during, or after an attack. The categories we use are 309

defined as follows: 310
311

1. Proactive planning: Mission areas whose defensive 312

actions are taken before an attack occurs. These mission
areas are:

e Prevention/Protection 315
e Mitigation 316
317

2. Real-time operational planning: Mission areas whose 318
required actions are taken during or immediately after 319
an attack. These mission areas are:

e Detection 320

e Response 321

3. 3. Recovery planning: Mission areas whose required 322
actions occur after an attack. This mission area is: 323

e Recovery o 324

325

326

2.3. Optimization concepts 327
328

Optimization provides a series of tools and methods to iden- 329
tify a cost-effective set of actions to improve cybersecurity. 35,
Optimization helps determine efficient defensive planning to 53,
mitigate or protect against any type of attack, detection or 53,
response strategies, and cost-effective recovery planning. 3

Optimization involves finding an optimal solution that 35,
maximizes or minimizes an objective function in a decision- 335
making model in which quantitative techniques or methods 334
can be applied. Optimization identifies an optimal solution 337
in a set of feasible solutions according to a predefined 33¢
objective function that can reflect a wide range of security 339
measures (Haidar, 2016). Optimization captures a broad set 34
of models and methods. Optimization models can include 34
linear programming, integer programming, nonlinear pro- 347
gramming, multi-level optimization, multi-objective pro- 343
gramming, stochastic ~optimization, Markov decision 344
processes, and game theory, among others. Optimization 345
methods consist of exact methods that are guaranteed to 344
find an optimal solution (e.g., dynamic programming and 347
Dijkstra’s algorithm), and non-exact methods that identify 348
near-optimal solutions, but do not guarantee the optimality 349
of the solution. Many non-exact methods are highly efficient 35(
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Figure 1. Numbers of documents, journal articles, and conference papers until December 31st, 2019.

in finding near-optimal solutions in a short period of time,
which makes them useful in a practice for identifying near-
optimal solutions to large-scale problem instances.

We divide non-exact methods into approximation, heur-
istic, and metaheuristic algorithms. Approximation algo-
rithms return feasible solutions within polynomial time and
space whose objective function values are proven to be
within a certain ratio of the optimal solution value
(Vazirani, 2013). Heuristics (e.g., greedy algorithms) and
metaheuristics (e.g., genetic algorithm, particle swarm opti-
mization, tabu search) are not typically guaranteed to return
an optimal, close-to-optimal, or even feasible solution. For
inclusion in this survey, a study must use at least one opti-
mization model (e.g., linear programming, integer program-
ming, or nonlinear programming) or method (e.g., dynamic
programming, Benders decomposition, genetic algorithm),
and focus on defensive planning for protecting cyberinfras-
tructure, or mitigating the risk to the CI’s cyber components
by timely attack detection and appropriate responses. These
are discussed more in the following section.

Next, we discuss how we identified relevant documents
to include in this survey.

3. Search process

Although there have been survey papers regarding the cyberse-
curity of CI before (e.g., Ten et al. (2010)), in this survey, we
review papers that specifically utilize optimization within the
context of cyberinfrastructure security. We searched Scopus for
all English documents related to optimization in cyberinfras-
tructure security. After testing multiple combinations of key-
words, we narrowed down our search to all English documents
whose abstracts, titles, or keywords include “infrastructure”;
either of “cyber” and “security”, “cybersecurity”, and “cyber-
security’; and one of these words: “optimization”,
“optimisation”, “optimal”, “optimize”, “optimise”, “optimized”,
or “optimised”. Note that in this article, we consider all the
studies that were published or in press in peer-reviewed jour-
nals by the end of 2019; therefore, we excluded year 2020.
Thus, our final query is:
TITLE-ABS-KEY ((“Cyber” AND “security”) OR

“Cybersecurity” OR “Cyber-Security”) AND TITLE-ABS-KEY
(infrastructure) AND TITLE-ABS-KEY (“optimal”

OR“optimization” OR “optimisation” OR “optimize” OR
“optimise” OR “optimized” OR “optimised”) AND (EXCLUDE
(PUBYEAR, 2020)) AND (LIMIT-TO (LANGUAGE, “English”)

3.1. Documents’ information

A total of 297 articles, published or accepted between 2003
and 2019, were found on on Scopus. Among these unique
documents, 94 were journal articles (89 published and five
in-press) and 159 were conference papers. Figure 1 plots all
documents, the number of journal articles and articles in
press, as well as the number of conference papers published
in each year since 2003. The values presented for “all doc-
uments” include books, book chapters, reviews, and confer-
ence reviews, which are not surveyed in this article. There
has been a notable increase in the number of published
documents of all types in the last decade, indicating a high
interest in the topic.

Tables 1 and 2 provide information on the 297 docu-
ments found via Scopus. In both tables, the numbers in
parentheses show the numbers of documents within each
category. The majority of the documents (54%) are confer-
ence papers and journal articles (30%). There are also five
journal articles that are in-press and waiting to be published.
As mentioned earlier, neither documents that were not peer-
reviewed nor review papers are included in this survey. Such
documents include conference reviews, which contain only
the abstracts of papers accepted in a year for a specific con-
ference, and books. Scopus classifies authorship based on
the first author’s affiliation. As a result, Table 1 lists the first
author’s affiliation and country of employment. The
University of Illinois at Urbana-Champaign; George Emil
Palade University of Medicine, Pharmacy, Science and
Technology of Targu Mures; New York University; and Oak
Ridge National Laboratory published the most documents
(see the fourth column of the table), and the United States
published the most documents by far (see the last column of
Table 1), followed by China, the United Kingdom, India,
and France.

Table 2 presents information regarding the documents’
source titles and areas. The first section of the table presents
the most common source titles, including journals and con-
ferences, where the documents were published. The second
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Table 1. Documents’ information - Scopus’s report in April 2020. 528
Year (#) @ Document type (#*° First Author (#) ® First author’s affiliation (#) ° Country (#) ° 529
2019 (55) Article (89) Zhu, Q. (6) University of lllinois at Urbana-Champaign (6) United States (131) 530
2018 (56) Article in Press (5) Genge, B. (5) George Emil Palade University of Medicine, Pharmacy, China (22) 531
Science and Technology of Targu Mures (5)
2017 (44) Conference (159) Haller, P. (4) New York University (5) United Kingdom (15) 532
2016 (33) Conference Review (28) Wang, L. (4) Oak Ridge National Laboratory (5) India (13) 533
2015 (25) Book Chapter (14) Chen, J. 3) University of Toledo (4) France (11) 534
2014 (17) Book (3) Myrda, P.T. (3) Massachusetts Institute of Technology (4) Germany (8)
2013 (15) Review (2) Novosel, D. (3) Pacific Northwest National Laboratory (4) Greece (8) 535
2012 (7) Undefinded (2) Rao, N.S.V. (3) University of California, Berkeley (4) Singapore (8) 536
2011 (7) Sandberg, H. (3) University of Southern California (4) Romania (8) 537
2010 (3) Tates, D. (3) Austrian Institute of Technology (4) South Korea (8)
2009 (3) Udren, EA. (3) Others (37) ° Canada (7) 538
2008 (4) Zheng, K. (3)° Italy (7) 539
2007 (2) Others (37) Australia (5) 540
2006 (6) Switzerland (7)
2005 (3) Austria (6) 541
2004 (4) Iran (6) 542
2003 (1) Spain (6)
Others (57) ° 232
9 Numbers in parentheses represent the numbers of documents associated with that subcategory (e.g., there are 44 documents published in 2017). 545
b “Other” represents other subcategories with less than three or five documents. 546
547
Table 2. Most common document source titles and areas. 548
Studies’ category Studies’ subcategory (#) ° 549
- Lecture Notes in Computer Science Including Subseries Lecture Notes 550
in Artificial Intelligence and Lecture Notes in Bioinformatics (19) 551
- IEEE Transactions on Smart Grid (9)
- Advances in Intelligent Systems and Computing (7) 552
- ACM International Conference Proceeding Series (6) 553
Source title - IEEE Access (5) 554
- Communications in Computer and Information Science (4)
- IEEE Control Systems (4) 555
- IET Conference Publications (4) 556
- International Journal of Critical Infrastructure Protection (4) 557
- Others (47) ®
- Computer Science (206) 558
- Engineering (139) 559
- Mathematics (67)
- Energy (38) 360
- Social Sciences (30) 561
- Decision Sciences (26) 562
Source area - Physics and Astronomy (12) 563
- Business, Management and Accounting (9)
- Materials Science (9) 564
- Medicine (8) 565
- Economics, Econometrics and Finance (5) 566
- Earth and Planetary Sciences (4)
- Chemical Engineering (3) 567
- Environmental Science (3) 568
- Others (37) b 569
9 Numbers in parentheses represent the number of documents associated with that subcategory. 570
571
572

section of the table shows the numbers of articles by the
academic area of their source. The most popular areas are
computer science (206 documents), engineering (139 docu-
ments), and mathematics (67 documents). Some documents
may be categorized in more than one area (e.g., both engin-
eering and mathematics).

3.2. Selected studies

After finalizing the search, the three authors reviewed the
documents for their relevance to optimization in cyberin-
frastructure security. At least two of the authors agreed on
the relevance of each study for it to be included in this sur-
vey. To be selected, each study had to be related to

improving the cybersecurity of CI using an optimization -3
model and/or method mentioned in Section 2. In this sur- 574
vey, we only consider studies whose goals are to enhance 55
the security of cyberinfrastructure or CI from adversarial 57,
cyber attacks for defensive planning. Therefore, we do not 577
consider papers whose goals are to optimize attacks from g7¢
the attackers’ perspective. However, these papers may be 579
used to model security problems and help better understand 5g,
the behavior of attackers. 581

The authors also found three additional journal articles 58>
that are relevant to the scope of this survey but did not 583
appear in the Scopus search because at least one of the key- 584
words did not show up in their abstracts, titles, or keywords. 585
Therefore, in total, 68 studies, including 40 journal articles 58¢
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Figure 2. Numbers of the selected studies by the end of 2019.

(38 published or accepted and two additional papers) and
28 conference papers, met our inclusion criteria. These stud-
ies are discussed in the next section.

Figure 2 shows the number of selected journal articles
and selected conference papers’ publications by year. The
figures indicate how improving cyberinfrastructure security
for CI has attracted more interest in recent years, especially
within the past 5 years.

4, Classifications of selected studies

In this section, we classify the selected studies based on their
applications, their goals (i.e., mission areas), and the opti-
mization techniques used. We first discuss what CI sectors
are studied and what are the most and least popular sectors
in the selected studies. Then, we explain what mission areas
the selected studies address and the pattern they have had in
the past years. Finally, we discuss what optimization techni-
ques (i.e., models and methods) have been used in the
selected studies to solve their problems.

4.1. Applications and real-world cases

In this section, the selected studies are categorized based on
their real-world applications. As mentioned in Section 2.1,
all CI sectors rely on cyberinfrastructure and are prone to
attacks against both their cyber or cyber-physical compo-
nents. These attacks may originate from a variety of sources,
such as other CI sectors or trusted consumers (Puzis et al.,
2008). As shown in Table 3, we associate each of the
selected study’s application to one of the 16 different CI sec-
tors described in Section 2.1. Table 3 shows the seven of the
16 CI sectors that have been studied in at least one of the
selected studies. The other nine sectors listed in Section 2
have not been specifically addressed by the selected studies
for cybersecurity. The second and third columns show the
relevant studies and their specific applications in detail,
respectively. The majority of studies are related to energy
and Information Technology (IT), with significantly fewer
studies pertaining to communications, transportation sys-
tems, and other CI sectors. This is primarily because the
other CI sectors are directly or indirectly dependent on
information technology and energy networks (Ravishankar

2012 2013 2014 2015 2016 2017 2018 2019

et al, 2018) and the reliance has made them a target of
study (Amini, 2018). The other, lesser studied CI sectors
provide directions for possible future study.

In recent years, power systems have been upgraded due
to the integration of IT and metering infrastructures. These
so-called “smart grid” features enable operators to monitor
the system and take necessary actions in real-time to avoid
failures (Khanna et al., 2017). Modern power systems are
cyber-physical systems that are subject to cyber attacks (Rass
et al., 2017).

For example, Vukovic et al. (2012) study data integrity in
a power system state estimator and test the efficiency of
their algorithm on IEEE 118 and 300 bus benchmark power
systems. Ma et al. (2013) focus on protecting smart grid
communication networks against cyber attacks that are
intended to maximize the drop in the electricity market
price and Zhang et al. (2013) attempt to increase the secur-
ity of a smart grid by optimizing the placement of trust
nodes. Kolodziej et al. (2014) address energy consumption
in computational grids for the scheduling and execution of
independent tasks in the grid environment while being
under pre-specified security requirement constraints defined
by their users. Kapourchali et al. (2016) develop a reliability
model to determine how faults in the energy infrastructure
can be detected while minimizing investment and customer
service interruption costs.

IT is the second most popular CI sector among the
selected studies. However, only some of the many studies
with IT applications are directly related to IT systems. For
example, Rass et al. (2017) use a game-theoric model to find
better methods to protect against cyber intrusions on an IT
system, Haller and Genge (2017) develop a methodology
designed to detect system intrusion into industrial cyber-
physical systems, and Miao et al. (2018) design detection
and defense policies for cyber-physical systems against mul-
tiple types of attacks. Other studies are only indirectly
related to these IT systems. For example, Young et al.
(2016) determine how the insurance industry can provide
quantitative estimates of its cyber risk while limiting its
cybersecurity expenditures; and Bouet et al. (2015) study a
virtual Deep Packet Inspection (vDPI) placement problem
with a given traffic demand. They seek the best vDPI engine
deployment that minimizes overall cost.
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705 Table 3. Selected studies categorized by their applications. 764
706 Applications Selected studies Specific applications 765
707 Puzis et al. (2008) Intercommunication Cl systems 766
708 3- Communications El-Alfy and Al-Obeidat (2015) Wireless mobile networks 767
Genge and Haller (2016) Modern industrial control systems communication
709 infrastructure 768
710 Kochedykov et al. (2018) Infocommunication network and telecommunication 769
infrastructure
711 6- Defense Ravishankar et al. (2017) Delay tolerant wireless network 770
712 industrial base 771
713 Salmeron et al. (2004) Electric power systems 772
714 Cntvar et al.l(2(009) ) Power grid: Midwestern US Electric Power System 773
ukovic et al. (2012 Power system
715 Zhang et al. (2012) Smart gl)'/id 774
716 Zhang et al. (2013) Smart grid 775
717 I&Aa}{ edt al. (201/3)( ) Smart grid communication networks 776
otodziej et al. (2014 Computational grids
718 Yuan et al. (2014) Power grid 777
719 Anwar et al. (2015) Smart grid 778
720 Ismail et al. (2015) Electrical infrastructures 779
71 \éVang and H;)u( (2015) Power systems 780
arwish et al. (2015) Smart grid
722 8- Energy Darwish et al. (2016) Smart grid, SCADA 781
723 Mishra et al. (2016) Smart grid 782
Kapourchali et al. (2016) Power distribution system
724 Rana et al. (2016) Smart grid communication networks 783
725 Khanna et al. (2017) Smart grid 784
726 Zeraati et al. (2018) Power system and communication network 785
Wei et al. (2018) Power grid
727 Xiang et al.(2018) Power grid 786
728 Wang et al. (2018) Smart grid 787
729 Liu et al. (2018) Smart electricity meter in smart grid 788
Wadhawan and Neuman [(2018) Smart grid
730 Haghnegahdar and Wang (2019) Smart grid 789
731 Pilz et al. (2019) Smart grid 790
732 Wang et al. (2019) Power grid 791
Mashima et al. (2019) Smart grid
733 Guan and Wang (2019) Power grid 792
734 Gao et al. (2019) Power system 793
735 ;1—|Government Eldosouky et al. (2015) Control centers (e.g., government agency) 794
acilities
736 Bedi et al. (2011) IT and infrastructure: transmission control protocol 795
737 He et al. (2012) Cyber-physical network infrastructure 796
738 Yuan et al. (2013) Infrastructure control systems 797
739 Patterson et al. (2013) Water cillers that regulates the temperature of a 798
super-computer
740 Bouet et al. (2015) Network function virtualization and IT systems 799
741 Rao et al. (2016) Cyberinfrastructure 200
Young et al. (2016) Smart critical infrastructure in insurance industry
742 Canzani and Pickl (2016) Information technology 801
743 Filiol and Gallais (2016) Information and telecommunications (the electrical 802
power grid of the US)
744 13- Information Rass et al. (2017) IT cyber systems 803
745 technology systems Haller and Genge (2017) Industrial cyber—physical systems 804
746 Alcaraz et al. (2017) Cyber-physical control systems 805
747 Barreto etla(l. (201)7) Firms’ information technology infrastructure 206
Chen et al. (2017 Infrastructure networks
748 Milosevi¢ et al. (2017) Industrial control systems 807
749 Ravishankar et al. (2018) Critical Infrastructure 808
750 Miao et al. (2018) Cyber-physical systems 209
Sokri (2018) Information and communication technologies
;gé Panfili et al. (2018) Cyber-physical system defense 810
Li et al. (2019) Industrial control systems 811
753 Priyanga et al. (2019) SCADA Systems ]12
754 ;indor et rzl. ((2015;) M?dern industrial control systems 813
eng et al. (2019 Information systems
755 Zheng and Albert (2019) Information technology infrastructure 814
756 Zheng an;j {\Ibert(2019) Information technology ’15
Cano et al. (2016) Airports
757 Reilly et al. (2016) Freeway traffic control systems 816
758 15- Transportation Pan et al. (2017) Vehicle network 817
759 systems Mousavian et al. (2018) Electric vehicle 318
Kushal et al. (2018) Shipboard power system
760 Weaver and Marla (2019) Modern shipping ports 819
761 16- Water and Turner et al. (2012) Water distribution 820
762 networks systems ’21
763 822
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Table 4. Selected studies categorized by their mission areas.

Year

Selected studies

Proactive planning

Real-time operational planning

Prevention/Protection

Mitigation

Detection

Response

Recovery planning
Recovery

2004
2008
2009
2011
2012

2013

2014

2015

2016

2017

2018

2019

Salmeron et al.
Puzis et al.
Anwar et al.

Bedi et al.
Vukovic et al.
Turner et al.

He et al.

Zhang et al.
Zhang et al.

Ma et al.

Yuan et al.
Patterson et al.
Kotodziej et al.
Yuan et al.

Bouet et al.
El-Alfy and Al-Obeidat
Anwar et al.
Ismail et al.
Eldosouky et al.
Wang and Hou
Darwish et al.
Darwish et al.
Mishra et al.

Rao et al.

Cano et al.
Young et al.
Reilly et al.
Kapourchali et al.
Wei et al.
Canzani and Pickl
Filiol and Gallais
Genge and Haller
Rana et al.

Rass et al.

Haller and Genge
Ravishankar et al.
Khanna et al.
Alcaraz et al.

Pan et al.

Barreto et al.
Chen et al.
Milosevic et al.
Ravishankar et al.
Miao et al

Xiang et al.
Mousavian et al.
Wang et al.
Zeraati et al.
Kushal et al.
Sokri

Liu et al.
Kochedykov et al.
Panfili et al.
Wadhawan and Neuman
Haghnegahdar and Wang
Pilz et al.
Priyanga et al.

Li et al.

Sandor et al.
Zheng and Albert
Zheng and Albert
Zheng et al.
Weaver and Marla
Wang et al.
Mashima et al.
Guan and Wang
Gao et al.

X

X
X

> X< X

> X X<

> X X<

> X X

X X X X

X

> X< X

> X X

Communications is another CI sector that has been a
focus of many of the selected studies. IT and communica-
tion systems are often integrated, and therefore, the

differentiation between these two types of CI is nuanced and
unclear. For the purposes of this survey, we assume that IT
infrastructure is concerned with the movement or sharing of
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data between computers and communications infrastructure
is concerned with the movement or sharing of information
between people. As a result, the selected studies in the com-
munications sector focus on telecommunications and wire-
less communications networks. For example, Puzis et al.
(2008) study how distributing network intrusion detection
systems within public communication infrastructures can
protect intercommunication CI systems and Kochedykov
et al. (2018) maximize communication in a telecommunica-
tions infrastructure by developing an optimal switching
method to mitigate the effects of cyber attacks.

Only a few studies address transportation systems across
any of the different modes of transportation (e.g., air, land,
water). For example, Cano et al. (2016) analyze security allo-
cation plans for an airport to protect against terrorists
attempting to sabotage the airport’s operations. Reilly et al.
(2016), on the other hand, consider how a freeway’s ramp
metering control systems may be exploited by modeling the
ramp metering control system’s relationship to the underly-
ing physical and cyberinfrastructures. Mousavian et al.
(2018) propose a response approach for malware spreading
from infected electric vehicles during charging. Kushal et al.
(2018) minimize the impact of cyber attacks on shipboard
power system operations.

There are only a few papers that address cybersecurity
related to other CI sectors. For example, Ravishankar et al.
(2017) optimize communications on a delay-tolerant-net-
work primarily with applications to the military. Eldosouky
et al. (2015) solve a resource allocation problem in which a
control center (e.g., government agency) designs security
protection contracts to offer to different CI owners. Finally,
Turner et al. (2012) consider how to pressurize water net-
works to mitigate the effects of an attack.

One important future direction of research is to study
cybersecurity aspects of CI sectors that have not been
addressed as well. This is despite cyber attacks in some sec-
tors, such as nuclear reactors (e.g., Stuxnet’s cyber attack on
Iran’s nuclear program in Natanz (Rice and Shenoi, 2017))
or healthcare and public health (e.g., five massive data
breaches reported by Anthem Inc., Excellus Health Plan,
Premera Blue Cross, UCLA Health, and Medical Informatics
Engineering in 2015 (Becker’s Hospital Review, 2015). These
attacks pose clear risks to national security, have potentially
large economic consequences, and could expose large
amounts of patient-sensitive data, but they have not been a
primary target of study using optimization. Therefore, these
areas may benefit well from future research.

4.2. Mission areas

A variety of objectives can be defined for enhancing cyberse-
curity of CI, since security can be improved by a variety of
mechanisms based on the goal. In this subsection, the
selected studies are categorized based on how and when
they intend to take defensive actions against cyber attacks.
We base these categories on the national preparedness mis-
sion areas as defined by the Department of Homeland
Security. The Department of Homeland Security (2011)
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introduced in Section 2.2. Recall that the mission areas are 1000
partitioned into three groups based on when a defensive 1001
action is intended to occur (i.e., before, during, or after an 1002

adversarial cyber attack) as follows: 1003
1004

1. Proactive planning including prevention/protection 1005
and mitigation. 1006

2. Real-time operational planning including detection 1007
and response. 1008

3. Recovery planning including recovery. 1009
1010

Table 4 summarizes the selected studies’ mission areas. 1011
Each study is assigned to at least one mission area. 1012
However, the goal of some studies is to balance investments 1013
between different mission areas (e.g., trying to prevent intru- 1014
sions, detect cyber adversarial attacks, and mitigate the 1015
attackers’ physical effects on computer controlled equip- 016
ment) (Patterson et al., 2013). Therefore, some studies are 1017
assigned to more than one mission area (e.g., Patterson |
et al. (2013) and Kushal et al. (2018)). 1019

Proactive planning has been the most consistently studied 1020
among the three groups. There are many studies within this
group whose sole objective is to protect CI against cyber 1022
attacks (Anwar et al, 2009; Ma et al, 2013; Rao et al, 1023
2016). For example, Rao et al. (2016) model the strategic 1024
interactions between an attacker and a defender using game- }8;2
theoretic models to minimize the probability of a successful 1027
attack. Ma et al. (2013) model a problem in which the 1028
defender tries to protect a smart grid by protecting the 1029
energy market against adversarial attackers who seek to dis-
rupt equilibrium market pricing. Others examine cyberse-
curity planning problems, where a defender selects 1032
mitigations that reduce the risk of attacks originating in IT 1033
supply chains (Zheng and Albert, 2019b; Zheng et al., 2019). 1034

Some of the selected studies assess how to proactively 1035
reduce the impact of adversarial cyber attacks through con- 1036
sequence mitigation (Turner et al, 2012; Vukovic et al, 037
2012; Yuan et al, 2013; Yuan et al, 2014) rather than 1038
reduce the probability of their success. These consequence 1039
mitigation efforts can enhance security in many CI sectors.

For instance, Vukovic et al. (2012) try to mitigate attacks ;4
against a critical power system, whereas Turner et al. (2012) ;g4-
attempt to mitigate the effects of physical destruction caused

by cyber attacks on a water network. Yuan ef al. (2013) ;g4
study how to mitigate the effects of cyber attacks on the |5
communication channels of a control system to maintain an ;46
acceptable level of operation after an attack. Yuan ef al. ;947
(2014) solve a budgeted problem in which defenders allocate |45
resources to a power grid system to minimize the effect of |49
cyber attackers who seek to maximize the load shed in the ()5
system by disconnecting transmission lines. Similarly, Zheng 15
and Albert (2019a) explore how to select an optimal port- 1052
folio of mitigations to maximally delay attacks against crit- 1(53
ical infrastructure. Some journal articles share a similar 1(54
purpose to those included in this survey, but are not directly 155
related to the cybersecurity of CI and are not included in (54
the tables. For example, Nandi et al. (2016) studies how a 1957
defender deploys security countermeasures to protect their 1058

1031



1059
1060
1061
1062
1063
1064
1065
1066
1067
1068
1069
1070
1071
1072
1073
1074
1075
1076
1077
1078
1079
1080
1081
1082
1083
1084
1085
1086
1087
1088
1089
1090
1091
1092
1093
1094
1095
1096
1097
1098
1099
1100
1101
1102
1103
1104
1105
1106
1107
1108
1109
1110
1111
1112
1113
1114
1115
1116
1117

10 @ F. ENAYATY-AHANGAR ET AL.

Jx

—»— Proactive planning

—e— Real-time operational planning
31 —a— Recovery planning

& & & & &
2004 2005 2006 2007 2008 2000 2010 2011
Figure 3. Number of studies published within each mission area group by year.
organization and minimize losses
ity breaches.

The second most popular group of mission areas among
the selected studies is real-time operational planing. These
papers have focused on how to efficiently detect or respond
to a cyber intrusion in CI. This has most commonly taken
the form of improving the ability of defenders to detect
attacks using optimization (Zhang et al., 2013; Haller and
Genge, 2017; Khanna et al, 2017; Rass et al, 2017;
Ravishankar et al., 2017). For instance, Zhang et al. (2013)
study how an intrusion in a smart grid can be detected by
placing trust nodes while Ravishankar et al. (2017) introduce
a defense model to detect jamming attacks in a delay-toler-
ant wireless network. Only recently has significant attention
also been given to determining how to respond when these
attacks are detected (Mousavian et al., 2018; Zeraati et al.,
2018). For instance, Zeraati et al. (2018) develop a bi-level
optimization model to formulate a responsive defense sys-
tem for a power system and communication network in the
upper level problem. The lower level problem deals with
how the damage that was done by attackers can be mini-
mized through the corrective responsive actions (e.g., chang-
ing the production level of generation units or the
load shed).

Among the three groups of mission areas, recovery plan-
ning has been studied the least, with only the recent publica-
tion of two papers within this area (Alcaraz et al., 2017;
Chen et al., 2017). Planning how to effectively recover from
successful attacks is important in two ways. First, recovery
planning can reduce the consequences of a successful attack.
This can be achieved by a variety of methods, such as
increasing redundancy in data storage. Second, recovery also
involves securing data and infrastructure after an attack as,
well as prioritizing systems when returning cyberinfrastruc-
ture to normal operations. These latter issues are important,
since there are typically large economic consequences when
a system is not available for normal operations. For these
reasons, recovery planning remains a worthwhile topic of
future study.

As previously mentioned, some studies simultaneously
consider multiple mission areas. For example, Kushal et al.

caused by secur-

2012 2013 2014 2015 2016 2017 2018 2019

(2018) attempt to both detect cyber intrusions and immedi-
ately minimize the damage caused by the intrusion with an
effective response. Both of these mission areas consider how
to react when an attack takes place and therefore, are found
within the second group (i.e., real-time operational plan-
ning). On the other hand, Patterson et al. (2013) address
mission areas concerned both with actions taken before and
during attacks. Their objectives are to allocate a budget to
investments that protect super-computer chillers from cyber
attacks, mitigate the physical effects of successful attacks,
and detect intrusions into the system.

The economics of cyber investments is another aspect
considered by many other studies not selected for this sur-
vey, due to lack of relevance to cyberinfratructure. Some of
these studies proactively plan investment allocations so that
firms’ security levels are adequate to the threat that they
face. For instance, Zhuo and Solak (2014) solve a cyberse-
curity problem related to the stochastic investment alloca-
tion problem of determinining optimal cybersecurity
investment levels to protect firms against attacks. Nagurney
et al. (2015) plan security investments from retailers’ per-
spective. The retailers select their supply chain security levels
and investment plans to maximize their final profits. In the
event of a cyber attack, their security is correlated to other
retailers’ security investments. They extend this idea to study
the effects of cooperation and competition between firms
(Nagurney and Shukla, 2017). Finally, Barreto and Cardenas
(2017) propose a Markov decision process model for an
insurance market that uses incentives for defenders (i.e.,
asset owners) to more efficiently protect themselves against
cyber attacks by proper investment management.

As depicted in Table 4, studies have primarily focused on
protection, mitigation, and detection. However, within the
past 10 years, papers have addressed how to quickly and
effectively respond to attacks and efficiently recover CI from
attacks. Figure 3 illustrates the number of studies within
each group of mission areas as a function of time.
Comparing to proactive planning, real-time operational
planning has shown a more consistent increase in the past
decade. Recovery is the newest mission area to be consid-
ered, with only two studies in 2017 (Alcaraz et al, 2017;
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Table 5. Selected studies categorized by the optimization model utilize.

Models Documents

Game Theory Darwish et al. (2016)
Rao et al. (2016)
Cano et al. (2016)
Rass et al. (2017)
Ravishankar et al. (2017)
Ravishankar et al. (2018)
Wei et al. (2018)
Miao et al. (2018)
Bedi et al. (2011)
He et al. (2012)
Yuan et al. (2013)
Ismail et al. (2015)
Darwish et al. (2015)
Canzani and Pickl (2016)
Pan et al. (2017)
Chen et al. (2017)
Sokri (2018)
Liu et al. (2018)
Panfili et al. (2018)
Pilz et al. (2019)
Wang et al. (2019)
Guan and Wang (2019)
LP Eldosouky et al. (2015)
MIP Anwar et al. (2009)
Vukovic et al. (2012)
Zhang et al. (2013)
Bouet et al. (2015)
Mishra et al. (2016)
Reilly et al. (2016)
Haller and Genge (2017)
Mousavian et al. (2018)
Zhang et al. (2012)
Genge and Haller (2016)
Milosevi¢ et al. (2017)
Zheng et al. (2019)
Weaver and Marla (2019)
NP Turner et al. (2019)
Young et al. (2016)
Wang et al. (2018)
Patterson et al. (2013)
Wang and Hou (2015)
Sokri (2018)
Bi-level optimization Khanna et al. (2017)
Salmeron et al. (2004)
Zeraati et al. (2018)
Kushal et al. (2018)
Zheng and Albert(2019a)
Gao et al. (2019)
SO Zheng and Albert (2019a)
Zheng and Albert (2019b)
Zheng et al. (2019)

Tri-level optimization Yuan et al. (2014)
Semidefinite programming Rana et al. (2016)
MOO Reilly et al. (2016)

Li et al. (2019)
Sandor et al. (2019)

MDPs Ma et al. (2013)
Barreto et al. (2017)
Wadhawan and Neuman (2018)
Gao et al. (2019)

Chen et al, 2017) and one in 2019 (Li et al, 2019). It
remains to be seen whether this will be a major topic of
study in future years.

4.3. Optimization models and methods

Each of the selected studies uses at least one optimization
model and/or method. Different models and methods may
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be used to identify optimal or near-optimal solutions. These 1236
models and methods, listed and described in Section 2.3, are 1237

categorized as follows: 1238
S 1239
Optimization models: 1240

. . 1241

1. Linear programming 1242
2. Mixed integer programming 1243
3. Nonlinear programming 1244
4. Bi-level optimization 1245
5. Tri-level optimization 1246
6. Stochastic programming 1247
7. Game theory 1248
8. Multi-objective programming 1249
9. Markov decision processes 1250
10. Semidefinite programming 1251
1252

Optimization methods: 1253
Exact methods (e.g., dynamic programming, branch-and-bound, 1254
Dijkstra’s algorithm, column generation) 1255
Non-exact methods 1256
1257

1. Approximation algorithms ggg

Heuristic algorithms
3. Metaheuristic algorithms (e.g., genetic algorithm,
particle swarm optimization)

1260
1261
1262

Tables 5 and 6 summarize the selected studies that utilize ggi

optimization models and methods, respectively. Game the- 1265
ory was used by a plurality of studies. Game theory makes 1266
use of mathematical models to capture the strategic interac- 1267
tions between two or more rational decision-makers
(Myerson, 2013). Studies often seek to find Nash equilibria, 1269
which are strategies in which no single player can gain a ;5-,
benefit by changing to a different strategy (Osborne and 7
Rubinstein, 1994). For example, in seeking to model the |5+,
relationship between infrastructure protection and recovery, 1273
Chen et al. (2017) characterize the defender and attacker 1274
strategies by finding subgame perfect Nash equilibria. On |575
the other hand, other studies may use the same concept for ;574
different purposes (Bedi et al., 2011; Rao et al., 2016; Chen ;577
et al, 2017; Miao et al, 2018; Panfili et al, 2018). For {57g
instance, Panfili et al. (2018) use the concept to model how 1279
a defender can protect CI by minimizing the damage caused |5g)
by attackers. 1281
Mixed integer programming (MIP) is the second most 587
popular type of optimization model utilized by the studies j5g3
in this survey. MIPs are mathematical optimization pro- 1784
grams in which a portion or all of the variables are |5g5
restricted to be integer (e.g., {2,3,4}, or {0,1}) and have con- 1734
straints that contain only linear relationships. For example, 1287
Zhang et al. (2013), extending the work done by Zhang 17gg
et al. (2012), define a set packing MIP problem where the 1289
defender places trust nodes in a smart grid network to min- |29
imize the cost of communication routing. They use |29]
Dijkstra’s algorithm to find the route with the minimum 1797
cost between two nodes and make use of this solution to 1293
develop a heuristic approach to solving the problem. Bouet 1294
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Table 6. Studies categorized by the solution methods utilized.

Methods Selected studies

Method description

Anwar et al. (2009) Dynamic programming knapsack problem
Zhang et al. (2013) Dijkstra’s algorithm-shortest path routing
Ma et al. (2013) Dynamic programming for solving the Markov game
Mishra et al. (2016) Dynamic programming
Khanna et al. (2017) Quadrature programming
Exact Xiang et al. (2018) Primal-dual interior point method
methods Yuan et al. (2014) Column-and-Constraint Generation algorithm
Zhang et al. (2012) Dijkstra’s algorithm
Filiol and Gallais (2016) Minimum vertex cover algorithm: Dharwadker algorithm
Barreto et al. (2017) Dynamic programming
Kochedykov et al. (2018) Numerical algorithm
Approximation Algorithms
Ma et al. (2013) Pruning algorithm
Mishra et al. (2016) Approximation algorithm
Milosevic et al. (2017) Approximation algorithms
Zheng et al. (2019) Greedy approximation algorithms
Heuristic
Bouet et al. (2015) Centrality-based greedy placement algorithm and Dijkstra algorithm
Anwar et al. (2015) Heuristic: hybrid clustering algorithm based on k-means
Mishra et al. (2016) Greedy algorithm: PIVOT algorithm & Particle Swarm Optimization
Alcaraz et al. (2017) Optimal reachability-based restoration approach
Non-exact Salmeron et al. (2004) Decomposition-based heuristic
methods Puzis et al. (2008) Simple greedy heuristic with an approximation algorithm proof
Mashima et al. (2019) Near optimal heuristic algorithm
Zheng and Albert (2019a) Lagrangian heuristic
Metaheuristics
Kotodziej et al. (2014) Six genetic-based single- and multi-population metaheuristics
El-Alfy and Al-Obeidat (2015) Genetic algorithm
Khanna et al. (2017) Meta-heuristic technique
Kapourchali et al. (2016) Genetic algorithm
Xiang et al. (2018) Particle swarm optimization
Zeraati et al. (2018) Genetic algorithm
Li et al. (2019) Genetic algorithm
Haghnegahdar and Wang (2019) Whale optimization algorithm
Priyanga et al. (2019) Binary whale optimization algorithm
Gao et al. (2019) Particle swarm optimization

et al. (2015) formulate a virtual Deep Packet Inspection
placement problem as a minimum-cost multi-commodity
flow MIP problem. They too take advantage of Dijkstra’s
algorithm in a greedy placement algorithm to solve the
problem and compare the results to the MIP optimal solu-
tions for different networks. Milosevi¢ et al. (2017) develop
a combinatorial MIP model for industrial control system’s
cybersecurity. They install layers of security measures to
minimize the total risk due to cyber attacks without exceed-
ing a budgetary knapsack constraint. They develop an
approximation algorithm to solve the problem in polynomial
time with guaranteed approximation bounds.

Linear Programming (LP) and Nonlinear Programing
(NLP) are also widely used, with NLP models being more
common. In contrast with MIP models, LP and NLP problems
only use continuous variables. NLPs, unlike LPs and MIPs,
include at least one constraint or an objective function that is
nonlinear. For example, Patterson et al. (2013) formulate an
NLP to model finding the best security plan for super-com-
puter chillers within a budget. In their model, the objective
function and the budget constraint are both written as nonlin-
ear functions. Young et al. (2016) formulate an NLP to min-
imize the summation of the residual risks after implementing
security controls in CI in the insurance industry.

Mixed Integer Nonlinear Programming (MINLP) models
combine the properties of MIPs and NLPs, using integer
and continuous variables as well as at least one nonlinear

constraint or objective function. Only a few studies use
MINLP models (Turner et al., 2012; Wanf and Holt, 2015;
Sokri, 2018). Turner et al. (2012) models a water network
problem that seeks to minimize the weighted water shortage
and water truck distribution costs as a MINLP. By relaxing
the existing nonlinearities in their constraints, they solve the
problem as a MIP.

Some mathematical optimization problems have more
than one objective function. These problems usually do not
have a single feasible solution that simultaneously optimizes
all of the objective functions. Therefore, a number of Pareto
optimal solutions are determined using Multi-Objective
Optimization (MOO) or Multi-Objective Programming. A
solution is Pareto optimal if none of the objectives may be
improved without worsening another objective. Both Reilly
et al. (2016) and Li et al. (2019) model their optimization
problems with MOO. Reilly et al. (2016) develop a MOO
model and obtain Pareto solutions in order to mitigate the
effects of cyber attacks on freeway traffic control systems.

Li et al. (2019) use MOO to model how to respond to
cyber intrusions in industrial control systems. Their maxi-
mization problem has an objective vector composed of mul-
tiple minor objectives (i.e., system, state, and security
benefit). They implement a genetic algorithm to identify
near-optimal model solutions.

An optimization problem may be modeled with two or
more embedded problems reflecting multiple decision
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makers. Generally, in each level, a different player seeks to
maximize or minimize their own objective given the other
players choices. When two levels are used, it is called bi-
level optimization, and when three levels are used, it is
called tri-level optimization. Several selected studies
(Salmeron et al., 2004; Khanna et al. 2017; Kushal et al.,
2018; Zeraati et al, 2018; Zheng and Albert, 2019a) make
use of bi-level optimization to model a defender/attacker
game structure. For example, Salmeron et al. (2004) use a
bi-level formulation to model an interdiction optimization
problem for electric power networks vulnerable to cyber
attacks. In the lower level problem, the attacker seeks to
attack the power network, whereas in the upper level prob-
lem, the defender maximizes the number of disrupted
attacks subject to their limited resources. They develop a
decomposition-based heuristic to solve the problem. Zheng
and Albert (2019a) solve an project interdiction problem in
which decision makers deploy mitigations to maximally
delay multiple adverserial attacks when the delay times
are uncertain.

In real-world problems, not all the parameters are always
known with certainty. In some applications, Stochastic
Optimization (SO) is used to model decisions when there is
uncertainty in some model parameters (Heyman and Sobel,
2004). Zheng et al. (2019) and Zheng and Albert (2019b)
model a planning problem to select a portfolio of security
controls given that their effectiveness may be uncertain
when considering expected value and worst-case objectives,
respectively.

One recent study, Yuan et al. (2014), models a security
problem as a tri-level optimization problem. They use a
defender-attacker-defender structure for their model. In the
top level problem, the defender allocates defensive resources
to protect transmission lines in a power grid; in the middle
level problem, the attacker tries to maximize the load shed
of the power systems by disconnecting transmission lines;
and in the lower level problem, modeled as an LP, the
defender reacts to the attacker’s disruptions by minimizing
the load shed.

A Markov Decision Process (MDP) is an optimization
tool that is useful for modeling systems in which decisions
are made sequentially when some outcomes are stochastic
and the system evolves stochastically according to those
decisions (Puterman, 2014). Ma et al. (2013) use an MDP in
a smart grid problem to model interactions between pro-
viders and attackers whose goal is to maximize the drop in
the market price. Barreto et al. (2017) also utilize an MDP
to model a two-player iterative game between a defender
who tries to protect and an attacker who tries to comprom-
ise a firm’s infrastructure.

Rana et al. (2016) use a Semi-Definite Program (SDP) to
improve smart grid communication by adding redundancy
and stabilizing the system state. In a SDP (Vandenberghe
and Boyd, 1996), a linear objective function is minimized
while the problem is subject to an affine combination of
symmetric matrices being positive semidefinite. Since, the
constraint is convex but not linear, an SDP is more general
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than an LP. However, SDPs can also be solved in polyno- 1472
mial time. 1473
Simulation is not an optimization method, and therefore, 1474
we do not select studies that use simulation as their solution 1475
method. However, many of the selected studies use simula- 1476
tion to generate scenarios (Canzani and Pickl, 2016; 1477
Darwish ef al., 2016; Genge and Haller, 2016), verify their 1478
model, or validate their results (Puzis et al., 2008; Bedi 1479
et al, 2011; Zhang et al, 2012; Zhang et al, 2013; 1480
Eldosouky et al., 2015; Cano et al., 2016; Rana et al., 2016; 1481
Panfili et al., 2018; Ravishankar et al., 2018; Li et al., 2019). 1482
These papers use different models and methods (e.g., mixed 1483
integer programming, bi-level programming, and multi- 1484
objective optimization, heuristics) to solve their proposed 1485
models. Game theory is notably more popular among the 1486
papers that also use simulation (Bedi et al., 2011; Cano 1487
et al., 2016; Darwish et al, 2016; Ravishankar et al., 2017, 1488
2018; Panfili et al., 2018; Wei et al., 2018) 1489
Table 6 reports the solution methods divided into two 1490
categories: exact methods, which exactly solve optimization 1491
problems and reach a provably optimal solution (e.g., 1492
dynamic programming) and non-exact methods, which 1493
include approximation algorithms, heuristics, and metaheur- 1494
istics. These methods are described in Section 2.3. Many 149
studies do not develop an exact solution methodology for 1496
solving larger, more realistic problem instances. This intro- 1497
duces a gap in the literature that may be filled by scholars 1498
with an expertise in algorithm design. On the other hand, 499
not all of the papers presented in Table 6 use optimization 1500
models, but may only use optimization methods to solve iggé
their problems. For example, Kapourchali et al. (2016) use a 1503
genetic algorithm to solve a power distribution system plan- 1504
ning problem. This also provides an opportunity for scholars 1505
to work on the modeling of such problems. 1506
Many journal articles not presented here utilize an attack 1507
graph or attack tree methodology to study network vulner- 1508
abilities. Most of these papers (Dewri et al., 2007; Sawilla 1509
and Skillicorn, 2012; Almohri et al., 2016; Nandi et al,
. . 1510
2016) are not directly related to cyberinfrastructure, and
therefore, they are not included in the tables and figures. 1512
However, they are worth noting as they may easily be 1513
applied to study cyberinfrastructure security as well. For 1514
example, Dewri et al. (2007) model an attack tree MOO 1515
problem, in which security hardening measures are selected, ;5,4
subject to a budgetary constraint, to minimize the residual | 57
damage. However, their network model is general and not
specifically designed for enhancing the security of CL. Nandi ;59
et al. (2016) formulate a bi-level MIP model to identify an ;55
optimal interdiction decision for an attack graph. Their {55
objective minimizes the losses caused by security breaches, 1599
but does not directly consider breaches within CI. Almohri |593
et al. (2016) seek to reduce the probability of successful {574
adversarial attacks by analyzing a probabilistic attack on 1575
general complex networks. Sawilla and Skillicorn (2012) pro- 13526
vide decision support for network administrators by devel- |577
oping a method to minimize the connectivity of an attack 1578
graph. They develop a greedy algorithm that closely approxi- 1529
mates the optimal solution. 1530
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5. Conclusions and further research

CI has become increasingly vulnerable to cyber attacks due
to its increasing reliance on cyberinfrastructure. This has led
to widespread recognition in the past two decades by schol-
ars with a variety of expertises of the need to utilize opti-
mization models and methods to improve the cybersecurity
of CI. We present a survey of papers that apply optimization
models and methods to improve cyberinfrastructure security.
In this article, we surveyed 68 peer-reviewed studies (40
journal articles and 28 conference papers) that were pub-
lished or accepted by the end of year 2019 and met our full
inclusion criteria. The selected studies were classified based
on their applications, mission areas, and the optimization
models and methods utilized.

The energy sector and IT sector attracted the most atten-
tion among the selected studies. Far less attention has been
paid to other sectors such as communications or transporta-
tion. Nine sectors had no studies that met the inclusion cri-
teria (i.e., chemical, commercial facilities, dams, emergency
services, financial services, food and agriculture, healthcare
and public health, and nuclear reactors, materials, and
waste). Scholars have consistently studied how to prevent,
mitigate and detect cyber attacks. However, only in recent
years have scholars also attempted to study how to quickly
and effectively respond to or recover from adversarial cyber
attacks on CI. Most scholars have used game theory, mixed-
integer programming, or NLP to model the problem consid-
ered, although, a variety of other optimization methods have
been used. No one solution method has predominated,
although dynamic programming and genetic algorithms are
the most popular exact and non-exact methods, respectively.

Due to the variety and complexity of CI systems and
their supporting cyberinfrastructure systems, significant
work remains to be done determining how to better protect
cyberinfrastructure and CI against cyber attacks. Based on
the results of this survey, we believe that some of the most
advantageous directions for future research include:

1. Studying CI sectors other than energy and information
technology, especially as other sectors become more
reliant on cyber-physical systems.

2. Determining better ways to respond to and recover
from cyber attacks in a timely manner. Despite the
recent attention given to these areas, they remain
understudied compared with protecting, mitigating, and
detecting attacks.

3. Addressing the vulnerabilities introduced by the interac-
tions between different CI sectors.
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