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Abstract—Previously, dynamic-assignment Blahut-Arimoto
(DAB) was used to find capacity-achieving probability mass
functions (PMFs) for binomial channels and molecular channels.
As it turns out, DAB can efficiently identify capacity-achieving
PMFs for a wide variety of channels. This paper applies DAB to
power-constrained (PC) additive white Gaussian Noise (AWGN)
Channels and amplitude-constrained (AC) AWGN Channels.

This paper modifies DAB to include a power constraint
and finds low-cardinality PMFs that approach capacity on PC-
AWGN Channels. While a continuous Gaussian PDF is well-
known to be capacity-achieving on the PC-AWGN channel, DAB
identifies low-cardinality PMFs within 0.01 bits of the mutual
information provided by a Gaussian PDF. Recall the results
of Ozarow and Wyner requiring a constellation cardinality of
d2C+1e to approach capacity C to within the asymptotic shaping
loss of 1.53 dB at high SNR. PMF’s found by DAB approach
capacity with essentially no shaping loss with cardinality less than
2C+1.2. As expected, DAB’s numerical approach identifies PMFs
with better mutual information vs. SNR performance than the
analytical approaches to finite-support constellations examined
by Wu and Verdu.

This paper also uses DAB to find capacity-achieving PMFs
with small cardinality support sets for AC-AWGN Channels. The
resulting evolution of capacity-achieving PMFs as a function of
SNR is consistent with the approximate cardinality transition
points of Sharma and Shamai.

I. INTRODUCTION

A. Background

Probabilistic amplitude shaping (PAS) [1]–[5] enables prac-
tical coded modulation for any symmetric constellation. The
constellation points need not be equally spaced or equally
likely. PAS awakens interest in low-cardinality probability
mass functions (PMFs) that closely approach capacity.

Smith [6] proved that the capacity-achieving distribution
for an amplitude-constrained (AC) additive white Gaussian
noise (AWGN) channel is unique and has finite-support. Al-
ternative proofs, e.g. [7], [8], followed. Smith also described
an algorithm for finding the AC-AWGN capacity-achieving
distributions for any amplitude constraint for a fixed noise
power. Bounds on capacity-achieving input cardinality were
identified by Dytso et al. [8] and Yagli et al. [9]. Sharma and
Shamai [10] derived analytical conditions for SNRs at which
the input cardinality increases, including approximate SNRs
for transitions from binary and ternary optimal signaling to

This research is supported in part by National Science Foundation (NSF)
grant CCF-1911166. Any opinions, findings, and conclusions or recommen-
dations expressed in this material are those of the author(s) and do not
necessarily reflect the views of the NSF.

the next higher cardinality. Finally, various upper and lower
bounds on the AC-AWGN capacity were identified [11], [12].

For the power-constrained AWGN (PC-AWGN) channel,
Ungerboeck showed empirically [13] and Ozarow and Wyner
proved analytically [14] that one-dimensional constellations
with 2C+1 points could achieve rates within the shaping loss
(around 0.25 bits or 1.53 dB for high SNRs) of the channel
capacity. The combination of Ungerboeck-cardinality equidis-
tant constellations with probabilistic shaping then resolves
most of this loss (0.1 dB or less) for the PC-AWGN channel
[15]. Wu and Verdu [16] prove that for any fixed SNR,
cardinality-m PMFs defined by Gauss quadratures achieve
information rates that converge to the PC-AWGN channel
capacity exponentially fast as m increases.

An algorithmic approach with the cutting plane algorithm
is proven by Huang and Meyn [17] to converge to the discrete
capacity achieving distribution for a variety of channels
including the PC-AWGN Channel. Fragouli et al. [18] shows
that non-uniform point placement can improve performance
for equally likely constellation points. Mathar and Alirezaei
[19] argue that discrete distributions can always achieve or
closely approach the PC-AWGN capacity.

B. Contributions and Organization

The dynamic assignment Blahut-Arimoto (DAB) algorithm
is an iterative algorithm originally used to find the capacity
and capacity-achieving finite-support PMFs for the binomial
and molecular channels [20], [21].

As an initial contribution, this paper modifies the DAB
algorithm to accommodate continuous outputs and use it to
identify capacity-achieving finite-support PMFs for the AC-
AWGN channel. Our results match Smith [6] and explore how
the capacity achieving PMF evolves with a fixed amplitude
constraint as noise power varies.

As its main contribution, this paper incorporates a power-
constraint into DAB1, and uses it to find cardinality-
constrained input PMFs that can closely approach the capacity
of the PC-AWGN channel, C = 1

2 log2(1+SNR). Despite the
well-known result that the PC-AWGN capacity is achieved by
a continuous (Gaussian) PDF, our results demonstrate that a
discrete input PMF can always approach the capacity within
less than 0.01 bits as long as log2 of the input cardinality

1Code for both versions of DAB can be found at https://github.com/UCLA-
Communications-Systems-Lab/DAB-for-AWGN-channels



is 1.2 bits above the PC-AWGN capacity, or, alternatively,
the input entropy is 0.9 bits above the PC-AWGN capacity.
This is a significant reduction in input cardinality compared
to analytical distributions from [16], for which the required
excess log input cardinality above capacity to achieve a 0.01
shaping loss apparently increases without bound for higher
SNR.

This paper is organized as follows: Sec. II introduces DAB
for AC-AWGN channels and obtains finite-support PMFs that
closely approach the AC-AWGN capacity. Sec. III adapts the
DAB approach to PC-AWGN channels by incorporating a
power constraint, and provides minimum-cardinality PMFs
that closely approach the PC-AWGN capacity for a wide
range of SNRs. Sec. IV concludes the paper.

II. AWGN CHANNEL WITH AN AMPLITUDE CONSTRAINT

This section presents a modified version of the DAB
algorithm introduced in [21] that can be applied to the AC-
AWGN channel. For this channel, input X with support
[−1, 1] is corrupted by AWGN to produce the continuous
output Y with PDF f(y). The input and output alphabets
are continuous, but a unique finite-support capacity-achieving
PMF for X is known to exist [6]. The original DAB algorithm
assumed a discrete output alphabet, so modifications are
required to compute some information theoretic quantities
with continuous output alphabets.

Alg. 1 summarizes the basic steps of DAB for the AC-
AWGN channel. The general structure of the DAB algorithm
throughout this paper comprises the following steps in each
iteration: using Blahut-Arimoto to optimize the allocation of
probability to mass points, checking for convergence, adding a
mass point if necessary, and optimizing mass point locations.

A. DAB for the AC-AWGN channel

For the AC-AWGN channel, define γ = 1/N where N
is the variance of the AWGN. For the AC-AWGN channel
with a specified γ, DAB starts by initializing the number of
mass points |X (1)| and their locations X (1) to optimal values
previously obtained by DAB for the γ − ∆γ case. For ∆γ
small enough, the capacity-achieving cardinality |X ∗| is either
|X (1)| or |X (1)|+ 1, as seen in Fig. 1.

The details of the four major steps of Alg. 1 are as follows:
1) Optimizing Probability Assignment P(k): The Blahut-

Arimoto Algorithm [22] finds the probability assignment P(k)

over the current support set X (k) that maximizes mutual
information (MI). The MI I(k) is a lower bound on the AC-
AWGN capacity.

2) Checking for Convergence: At the heart of DAB is
Csiszar’s Min-Max Capacity Theorem [23], which states:

C = min
fY (·)∈{FY }

max
x

D
(
fY |X( · |x) ‖ fY ( · )

)
, (1)

where {FY } is the set of distributions on Y induced by a valid
input probability distribution. An upper bound on capacity
follows from (1): For any valid output distribution on Y ,

C ≤ D(k)
max = max

x
D
(
fY |X( · |x) ‖ fY ( · )

)
. (2)

Algorithm 1 AC-AWGN DAB
Initialization: Select the tolerance ε, which is the maximum
acceptable distance from capacity. For our results ε = 10−5.
For a specified value of γ = 1/N , X (1) and |X (1)| are set
to the values found previously by DAB for the γ −∆γ case.
The mass point locations are arranged in increasing order in
the vector X (1) =

[
x1 x2 . . . x|X (1)|

]
.

Iterations: Determination of the optimal X ∗, P∗, and the
capacity C (within ε bits) proceeds as follows:

1) Optimize probability assignments P(k): Given X (k), use
Blahut-Arimoto to compute the MI-maximizing PMF
P(k) and corresponding MI I(k), a lower bound on C.

2) Check for Convergence:
a) Use the distribution f(y) induced by X (k) and
P(k) to compute the capacity upper bound

D(k)
max = max

x∈X
D
(
fY |X( · |x) ‖ fY ( · )

)
and x(k)max which maximizes the upper bound

x(k)max = arg max
x

D
(
fY |X( · |x) ‖ fY ( · )

)
.

b) If D(k)
max − I(k) < ε terminate with X ∗ = X (k),

P∗ = P(k), and C = I(k). Otherwise continue.
3) Add a mass point if needed: If there is a mass

point in (0, x
(k)
max) then |X (k+1)| = |X (k)|. Otherwise,

|X (k+1)| = |X (k)|+1, and X (k+1) is updated to include
the additional location.

4) Optimize mass point locations X :
a) Determine direction vector D̃k to adjust X .
b) Compute

X (k+1) = X (k) + λ∗D̃k ,

where

λ∗ = arg max
λ

I
(
X (k) + λD̃k,P(k)

)
,

and I(X ,P) is the mutual information that results
from an input PMF characterized by X and P .

5) γ = γ + ∆γ
6) Go to 1.

In each DAB iteration, Eq. (2) is used to update D
(k)
max.

The algorithm terminates if difference of the upper and lower
bounds D(k)

max − I(k) is less than the tolerance ε.
3) Adding a Mass Point if Needed: Motivated by the point

optimization in step 4, an additional mass point is added if
no mass point lies in the open interval (0, x

(k)
max) where

x(k)max = arg max
x

D
(
fY |X( · |x) ‖ fY ( · )

)
. (3)

If |X (k)| is even, a new point is added at 0. If |X (k)| is odd, a
new point is added by splitting the point at 0 into two points
that move away from 0 in the line search of step 4b.
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Fig. 1: Capacity-achieving input PMFs of the AC-AWGN
channel. The approximate theoretical input cardinality tran-
sition points [10] are shown with vertical blue dotted lines.

4) Optimizing Point Locations X : First, a direction D̃k

is selected along which X k will be varied in step 4b to
increase the mutual information I(X ,P), computed through
MATLAB’s integral() function. Several approaches to select-
ing D̃k are presented in [21]. The approach we adopt selects
D̃k = ej − e|X (k)|+1−j to move a symmetric pair of mass
points, where ej is the j-th standard basis vector, since the
AC-AWGN capacity-achieving distribution is symmetric [6].

We choose j so that xj is the point in the interval (0, x(k)
max)

closest to x
(k)
max as defined by (3) to lower the capacity upper

bound. A line search routine (such as fminbnd in MATLAB)
finds the λ that maximizes I(X ,P) in step 4b of Alg. 1.

B. AC-AWGN Capacity-Achieving PMFs

This section presents capacity-approaching PMFs for the
AC-AWGN channel, compares the AC-AWGN channel ca-
pacity and the PC-AWGN channel capacity, and explores how
the input cardinality for capacity-achieving PMFs for the AC-
AWGN channel evolves over a wide range of SNRs.

The DAB-optimized input PMFs approach capacity within
a specified small tolerance ε. We use ε = 10−5 bits. Fig. 1
shows the resulting PMFs plotted against γ = 1

N , for noise
power N . Input cardinality transitions in Fig. 1 where binary
and ternary signaling become sub-optimal occur at γ = 4.44
dB and 9.28 dB respectively. The approximate analysis in [10]
place the transitions at γ = 4.46 and 8.90 dB.

Fig. 2a shows the AC-AWGN capacity and the PC-AWGN
capacity for the SNR resulting from the input PMF found
by DAB. This illustrates the rate loss resulting from the
amplitude constraint, which is small at low SNR. Fig. 2a
also shows log2 |X | and the input entropy H(x). Both the
cardinality and entropy of X can be viewed as resources, and
these two resource requirements grow in a predictable way.

Fig. 2b shows the same information as Fig. 2a but with
the AC-AWGN capacity subtracted. The log2 |X | − C curve
for the AC-AWGN channel exhibits a maximum “excess
cardinality” above the AC-AWGN capacity of around 0.8 bits.
Large discontinuous jumps in input entropy occur when an
odd number of mass points transitions to an even number. The
difference between the AC-AWGN capacity and PC-AWGN
capacity appears to asymptotically approach 0.25 bits, which
is the shaping loss of equilattice constellations, where points
are equally spaced and equally likely.
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(a) AC-AWGN capacity (C), PC-AWGN capacity for the power
used by the AC-AWGN capacity-achieving input PMF, log2 |X |,
and H(X) for the AC-AWGN capacity-achieving input PMF.
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Fig. 2: Cardinality and rate for the AC-AWGN capacity-
achieving input PMFs

III. AWGN CHANNEL WITH A POWER CONSTRAINT

In Subsection III-A, we present a modified DAB algorithm
for finding minimum cardinality capacity-approaching input
PMFs for the PC-AWGN channel. In Subsection III-B, we
demonstrate that a finite-support input PMF approaches the
PC-AWGN capacity within less than 0.01 bits as long as
log2 |X | is 1.2 bits above the PC-AWGN capacity. We also
quantify the improvement in shaping loss compared to the
four types of analytical capacity-approaching input PMFs
proposed by Wu and Verdu in [16].

A. DAB for the PC-AWGN channel

The modifications to each step of Alg. 1 are motivated by
the requirement that the input PMF satisfies a power constraint
E. Each step in the algorithm, therefore, must search only
among PMFs that have an average power of E (or less).

1) Optimizing Probability Assignment: When finding the
optimal probability assignment P(k), we use the version of the
Blahut-Arimoto algorithm [22] that finds the capacity with a
power constraint parameterized by s, for fixed point locations.

While E decreases monotonically with s, the power of the
probability assignment resulting from choosing a particular s
is unknown before the Blahut-Arimoto algorithm terminates,
so we use the secant method to find the value of s that
produces an optimal probability assignment with the required
power constraint within a specified tolerance of 10−8.

2) Checking for Convergence: We monitored convergence
by measuring the rate improvement per iteration, where the
algorithm terminates if the mutual information increase per
iteration drops below a predefined tolerance of 10−5.

3) Adding a Mass Point if Needed: For the PC-AWGN
channel, we did not add mass points within the DAB al-
gorithm. Instead, for each fixed cardinality, DAB finds the
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Fig. 3: DAB-optimized input PMFs for |X | = 8.
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Fig. 4: Information rates for the DAB optimized input PMFs
for |X | = 2, 4, 6, 8, and 16, for the PC-AWGN channel, which
approach channel capacity to a practically negligible shaping
loss at low enough SNR.

optimal input PMFs in the interval of interesting SNRs. For
each cardinality, this produces an evolution of input PMFs,
such as the one in Fig. 3 with the corresponding mutual
informations shown as red dots in Fig. 4. This is then repeated
for the input cardinalities of interest, which could be limited
to powers of two or could be all integer values in light of PAS
coded modulation. The lowest cardinality input PMF which
still achieves a 0.01 bit gap to capacity is selected as the
"capacity-approaching input PMF" according to DAB.

4) Optimizing Point Locations: Moving a symmetric mass
point pair without adjusting probability violates the power
constraint or leaves power unused. To meet the power con-
straint with equality, let pi and xi be the ith element of P(k)

and X (k)+λD̃k respectively. The symmetric mass point pair
with index � and r = |X (k)| − �+ 1, must satisfy

αs (p� + pr) + αo

∑
i/∈[�,r]

pi +
∑

�<i<r

pi = 1 (4)

αs

(
p�x

2
� + prx

2
r

)
+ αo

∑
i/∈[�,r]

pix
2
i +

∑
�<i<r

pix
2
i = E (5)

where factors αs and αo scale the symmetric and outer
probabilities. We use the solution to define the new probability
assignment P(k)

λ . The process for outermost points is analo-
gous, transferring probability with inner points. The optimized
point pair changes in a round robin fashion, but only one point
pair is optimized in each iteration.

B. Minimum Cardinality Capacity-Approaching PMFs

Fig. 3 shows DAB-optimized input PMFs for |X | = 8 with
the corresponding mutual information shown as red dots in
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Fig. 5: Shaping loss of DAB optimized input PMFs with
cardinality |X | = 16 is lower than the shaping loss of the
four analytical input PMFs from Wu and Verdu [16].
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Fig. 6: Minimum cardinality capacity-approaching input
PMFs (less than 0.01 bits of shaping loss from capacity).

Fig. 4. The optimal PMFs for a fixed cardinality tend towards
an equilattice as SNR increases.

Fig. 4 shows the mutual information values achieved by
DAB PMFs for |X | = 2, 4, 6, 8, 16. The loss from capacity
(shaping loss) rapidly approaches 0 bits as SNR decreases.

Focusing on |X | = 16 as an example, Fig. 5 shows how the
DAB optimized input PMFs compare to the four analytical
input PMFs from Wu and Verdu [16] over a large range
of SNRs. The theoretical proofs of optimality in [16] apply
in the limit of low-SNR(with Gauss Quadrature) and high-
SNR(with equilattice), and those input PMFs do well at there
respective optimal extremes. However, DAB expectedly gives
superior results across the full SNR range. Unlike the PMFs
of Wu and Verdu, DAB achieves a mutual information very
close to capacity for the practically important operating point
where log |X | is about a bit above the capacity. We see
similar behavior comparing DAB to Wu and Verdu PMFs
for |X | = 2, 4, 6, 8, 16, and 32.

Fig. 6 shows the input PMFs resulting from using DAB to
find the minimum cardinality required to achieve less than a
0.01 bit shaping loss for SNRs from -3 to 19 dB and all input
cardinalities from 2 to 19.

Fig. 7 explores the requirements in terms of cardinality
and input entropy of the capacity-approaching DAB PMFs
shown in. Fig. 6, and compares this to the PMFs of Wu and
Verdu. Fig. 7a plots log2(|X ∗|) and input entropy for the
DAB PMFs, and both tend toward a constant offset above
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Fig. 7: Capacity approaching PMFs and a bound on log input
cardinality to achieve a shaping loss of 0.01 bits.

capacity. Fig. 7b shows the offset log2(|X ∗|) − C for input
PMFs that approach capacity within 0.01 bits, showing the
DAB PMFs and only three of the four analytical distributions
from [16] since the equilattice cannot approach capacity to
within 0.01 bits. The cardinality offset required to achieve
a 0.01 bit shaping loss with DAB is upper bounded by 1.2
bits, while the cardinality required to achieve this shaping
loss increases linearly for the three analytical distributions.
So, significant reductions in constellation complexity can be
obtained by using an iteratively optimized input distribution
instead of the analytically inspired input distributions.

IV. CONCLUSION

As its main contribution, this paper modifies the DAB
algorithm and uses it to find minimum-cardinality capacity-
approaching input PMFs for the PC-AWGN channel. Huang
and Meyn [17] showed examples where small cardidality
constellations can do well, but DAB finds the smallest cardi-
nality finite-support PMF within a specified negligibly small
distance (0.01 bits) from the PC-AWGN channel capacity.
These input PMFs have a cardinality of less than 2C+1.2

and demonstrate a significant reduction in input cardinality
compared to analytical distributions from [16] for high SNRs.

This paper also applies the DAB algorithm to AC-AWGN
channels where the capacity-achieving PMF is proven to
be finite-support and unique [6]. DAB provides a complete
illustration of how the capacity achieving PMFs evolve as
a function of the ratio γ of squared amplitude constraint to
noise variance. We observe that the optimal input cardinality
|X | is close to the highest |X | for which log2 |X |−C ≤ 0.8.
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