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Compared to common density functionals, ab initio wave function methods can provide greater reliability and accu-

racy, which could prove useful when modeling adsorbates or defects of otherwise periodic systems. However, the

breaking of translational symmetry necessitates large supercells that are often prohibitive for correlated wavefunction

methods. As an alternative, this paper introduces the regional embedding approach, which enables correlated wave-

function treatments of only a target fragment of interest through small, fragment-localized orbital spaces constructed

using a simple overlap criterion. Applications to the adsorption of water on lithium hydride, hexagonal boron nitride,

and graphene substrates show that regional embedding combined with focal point corrections can provide converged

CCSD(T) (coupled cluster) adsorption energies with very small fragment sizes.

In electronic structure theory, ab initio wave function meth-

ods provide a hierarchy of approximations that allow for sys-

tematic improvability–a feature missing in density functional

theory (DFT). While ab initio methods were originally lim-

ited to molecules, advances in the past decade have enabled

approaches like many-body perturbation theory or coupled-

cluster theory to be applied to atomistic periodic systems.1–8

However, these methods are expensive and exploitation of

translational symmetry is usually necessary to reduce their

computational cost to manageable levels. Unfortunately, this

is impossible in several applications scenarios of tremendous

practical importance. For example, in models of crystal de-

fects (e.g. for doping in semiconductor devices), or surface

adsorbates (e.g. as involved in most core processes of het-

erogeneous catalysis), translational symmetry is broken. In

practice, the non-periodic system is then described with su-

percells, which must be large in order to eliminate artifacts

caused by the spurious interactions of the defect or adsorbate

with its periodic images in other supercells. This is partic-

ularly problematic for ab initio methods, which are already

expensive with translational symmetry.

However, when translational symmetry is broken by

spatially-localized perturbations, the high cost of conventional

treatments by large supercells is often artifical and can be

avoided. To substantiate this claim, we here demonstrate that

ab initio molecular adsorption energies can be obtained at sig-

nificantly reduced cost, compared to the conventional super-

cell treatment, by a regional embedding technique. In general,

the accurate prediction of noncovalent adsorption energies is

challenging because they arise as small energy differences be-

tween large total energies.9 However, as opposed to total en-

ergies, adsorption energies are natural targets for regional em-

bedding approaches, because they focus the computational ef-

fort on the important region of change. Like previous periodic

embedding approaches,10–13 we only correlate orbitals that are

localized to a region near the adsorbate and can converge to

the supercell result by increasing the size of the region. This
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technique allows us to perform expensive post-Hartree-Fock

(HF) calculations on only the chemically important piece of

the system, while retaining large supercells at the mean-field

level to eliminate finite-size and finite-coverage effects. The

new method adds to the large body of work on embedding

and local correlation in periodic systems, including incremen-

tal14–16 and hierarchical17 expansions.

Unlike most previous embedding approaches, we localize

the orbitals based upon their overlap with the fragment of in-

terest in Hilbert space, rather than invoking real-space densi-

ties or localization functionals. The approach builds on quan-

tum information concepts and, in particular, density matrix

embedding theory (DMET).18–20 DMET gives a precise pre-

scription for the factorization of a system’s wavefunction into

active and inactive components, which we leverage to define

a regional embedding procedure. For the orbitals occupied in

the HF determinant of the entire system, we define an operator

that projects onto a minimal atomic orbital (AO) basis of the

atoms in the fragment A,

P̂occ =

|a|∑

ρ,τ∈A

|ρ〉[S−1]ρτ〈τ| (1)

where ρ, τ are the minimal AO basis functions, S is the over-

lap matrix in the minimal AO basis, and |a| is the total number

of minimal AO basis functions on the fragment. The eigen-

vectors of P̂occ in the basis of canonical occupied orbitals,

P
occ

V = V diag{σi} with Pocc
i j
= 〈ϕi|P̂

occ|ϕ j〉, define a rotated

set of occupied orbitals whose eigenvalues {σi} quantify their

overlap with the fragment space. As a unitary transformation

of the occupied orbitals, this procedure does not change the

HF wavefunction, but merely separates the occupied orbitals

into a set with nonzero overlap on the fragment (at most |a|)

and a set with zero overlap on the fragment. If we were to use

the same projection operator to rotate the canonical virtual or-

bitals, this procedure would generate the atomic valence ac-

tive space21 of the fragment atoms. As explained by DMET,

the combined active space would have at most 2|a| orbitals,

which is the maximum number required to achieve a mean-

field decoupling of the fragment minimal AOs from the rest of

the system. However, this small active space lacks the basis
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effects) enables the calculation of high-quality ab initio ad-

sorption energies at very low computational cost.

In summary, we have presented regional embedding, which

allows an isolated treatment of local chemical changes with

high level wave function methods. This is achieved by uni-

tary transformations of the occupied and virtual Hartree-Fock

orbitals based on the degree of overlap with the fragment’s

Hilbert space. The conventional use of high level wave func-

tions in sufficiently large supercells is expensive. In con-

trast, regional embedding restricts the correlated calculation

to the Hilbert space associated with the target fragment; con-

sequently, large supercells can be used and the finite-size error

can be efficiently eliminated. The benchmarks presented in-

dicate that regional embedding with finite-size (focal point)

corrections allows remarkably quick convergence to the ther-

modynamic limit, although the rate of convergence depends

on the nature of molecule-substrate interaction. Converged

results are achieved with correlated calculations on much

smaller systems than the supercells used in contemporary pe-

riodic quantum chemistry and quantum Monte Carlo methods.

We expect this method to have broad applicability in molec-

ular, biological, and condensed systems. The simplicity

and performance should make it an appealing choice when-

ever modeling localized chemical changes in large systems.

This covers many application scenarios, and we have already

started projects in heterogeneous catalysis and in the opti-

cal and thermochemical properties of crystal defects. Con-

cerning the theory, treating the frozen orbitals at levels be-

yond focal-point corrections may further increase the power

of the method; self-consistent quantum embeddings, canoni-

cal transformations, or screened interactions may provide vi-

able avenues. Finally, a core appeal of this method is that the

embedded quantum system can be handled with essentially ar-

bitrary many-body solvers, including quantum chemical mul-

tireference methods for strongly correlated systems. This may

open a pathway to reliable treatments of complex electronic

structure phenomena also in condensed phases and at inter-

faces. For example, these methods can be used to address

long-standing problems in catalyst doping, catalysis at sur-

face defects (e.g. kinks and edges), or the surface chemistry

of transition metals and radicals.
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7Zhang, I. Y.; Grüneis, A. Coupled cluster theory in materials science. Front.

Mater. 2019, 6.
8Dovesi, R. et al. The CRYSTAL code, 1976–2020 and beyond, a long story.

J. Chem. Phys. 2020, 152, 204111.
9Maurer, R. J.; Ruiz, V. G.; Camarillo-Cisneros, J.; Liu, W.; Ferri, N.;

Reuter, K.; Tkatchenko, A. Adsorption structures and energetics of

molecules on metal surfaces: Bridging experiment and theory. Prog. Surf.

Sci. 2016, 91, 72 – 100.
10Govind, N.; Wang, Y. A.; Carter, E. A. Electronic-Structure Calculations

by First-Principles Density-Based Embedding of Explicitly Correlated Sys-

tems. J. Chem. Phys. 1999, 110, 7677–7688.
11Chulhai, D. V.; Goodpaster, J. D. Projection-Based Correlated Wave Func-

tion in Density Functional Theory Embedding for Periodic Systems. J.

Chem. Theory Comput. 2018, 14, 1928–1942.
12Virgus, Y.; Purwanto, W.; Krakauer, H.; Zhang, S. Stability, energetics, and

magnetic states of cobalt adatoms on graphene. Phys. Rev. Lett. 2014, 113,

1–6.
13Eskridge, B.; Krakauer, H.; Zhang, S. Local Embedding and Effective

Downfolding in the Auxiliary-Field Quantum Monte Carlo Method. J.

Chem. Theory Comput. 2019, 15, 3949–3959.
14Stoll, H.; Paulus, B.; Fulde, P. On the accuracy of correlation-energy ex-

pansions in terms of local increments. J. Chem. Phys. 2005, 123, 144108.
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Graphene: Subchemical Accuracy from Many-Body Electronic Structure

Methods. J. Phys. Chem. Lett. 2019, 10, 358–368.
40Jordan, K. D.; Heßelmann, A. Comment on “Physisorption of Water on

Graphene: Subchemical Accuracy from Many-Body Electronic Structure

Methods”. J. Phys. Chem. C 2019, 123, 10163–10165.
41Boys, S.; Bernardi, F. The calculation of small molecular interactions by

the differences of separate total energies. Some procedures with reduced

errors. Mol. Phys. 1970, 19, 553–566.
42Sun, Q.; Berkelbach, T. C.; Blunt, N. S.; Booth, G. H.; Guo, S.; Li, Z.;

Liu, J.; McClain, J. D.; Sayfutyarova, E. R.; Sharma, S.; Wouters, S.;

Chan, G. K.-L. PySCF: the Python-based simulations of chemistry frame-

work. Wires. Comput. Mol. Sci. 2018, 8, e1340.
43Sun, Q. et al. Recent developments in the PySCF program package. J.

Chem. Phys. 2020, 153, 024109.
44Sun, Q.; Berkelbach, T. C.; McClain, J. D.; Chan, G. K.-L. Gaussian and

plane-wave mixed density fitting for periodic systems. J. Chem. Phys. 2017,

147, 164119.
45Goedecker, S.; Teter, M.; Hutter, J. Separable dual-space Gaussian pseu-

dopotentials. Phys. Rev. B 1996, 54, 1703–1710.
46Maslen, P. E.; Ochsenfeld, C.; White, C. A.; Lee, M. S.; Head-Gordon, M.

Locality and Sparsity of Ab Initio One-Particle Density Matrices and Lo-

calized Orbitals. J. Phys. Chem. A 1998, 102, 2215–2222.
47Marzari, N.; Mostofi, A. A.; Yates, J. R.; Souza, I.; Vanderbilt, D. Max-

imally localized Wannier functions: Theory and applications. Rev. Mod.

Phys. 2012, 84, 1419–1475.
48Souza, I.; Marzari, N.; Vanderbilt, D. Maximally localized Wannier func-

tions for entangled energy bands. Phys. Rev. B 2001, 65, 035109.
49Wang, G.; Annaberdiyev, A.; Melton, C. A.; Bennett, M. C.; Shulen-

burger, L.; Mitas, L. A new generation of effective core potentials from

correlated calculations: 4s and 4p main group elements and first row addi-

tions. The Journal of Chemical Physics 2019, 151, 144110.


	Regional Embedding Enables High-Level Quantum Chemistry for Surface Science
	Abstract
	Associated Content
	Supporting Information

	Acknowledgments
	References


