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Compared to common density functionals, ab initio wave function methods can provide greater reliability and accu-
racy, which could prove useful when modeling adsorbates or defects of otherwise periodic systems. However, the
breaking of translational symmetry necessitates large supercells that are often prohibitive for correlated wavefunction
methods. As an alternative, this paper introduces the regional embedding approach, which enables correlated wave-
function treatments of only a target fragment of interest through small, fragment-localized orbital spaces constructed
using a simple overlap criterion. Applications to the adsorption of water on lithium hydride, hexagonal boron nitride,
and graphene substrates show that regional embedding combined with focal point corrections can provide converged
CCSD(T) (coupled cluster) adsorption energies with very small fragment sizes.

In electronic structure theory, ab initio wave function meth-
ods provide a hierarchy of approximations that allow for sys-
tematic improvability—a feature missing in density functional
theory (DFT). While ab initio methods were originally lim-
ited to molecules, advances in the past decade have enabled
approaches like many-body perturbation theory or coupled-
cluster theory to be applied to atomistic periodic systems.!™
However, these methods are expensive and exploitation of
translational symmetry is usually necessary to reduce their
computational cost to manageable levels. Unfortunately, this
is impossible in several applications scenarios of tremendous
practical importance. For example, in models of crystal de-
fects (e.g. for doping in semiconductor devices), or surface
adsorbates (e.g. as involved in most core processes of het-
erogeneous catalysis), translational symmetry is broken. In
practice, the non-periodic system is then described with su-
percells, which must be large in order to eliminate artifacts
caused by the spurious interactions of the defect or adsorbate
with its periodic images in other supercells. This is partic-
ularly problematic for ab initio methods, which are already
expensive with translational symmetry.

However, when translational symmetry is broken by
spatially-localized perturbations, the high cost of conventional
treatments by large supercells is often artifical and can be
avoided. To substantiate this claim, we here demonstrate that
ab initio molecular adsorption energies can be obtained at sig-
nificantly reduced cost, compared to the conventional super-
cell treatment, by a regional embedding technique. In general,
the accurate prediction of noncovalent adsorption energies is
challenging because they arise as small energy differences be-
tween large total energies.” However, as opposed to total en-
ergies, adsorption energies are natural targets for regional em-
bedding approaches, because they focus the computational ef-
fort on the important region of change. Like previous periodic
embedding approaches,'!*!3 we only correlate orbitals that are
localized to a region near the adsorbate and can converge to
the supercell result by increasing the size of the region. This
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technique allows us to perform expensive post-Hartree-Fock
(HF) calculations on only the chemically important piece of
the system, while retaining large supercells at the mean-field
level to eliminate finite-size and finite-coverage effects. The
new method adds to the large body of work on embedding
and local correlation in periodic systems, including incremen-
tal'#16 and hierarchical'” expansions.

Unlike most previous embedding approaches, we localize
the orbitals based upon their overlap with the fragment of in-
terest in Hilbert space, rather than invoking real-space densi-
ties or localization functionals. The approach builds on quan-
tum information concepts and, in particular, density matrix
embedding theory (DMET).'3-?0 DMET gives a precise pre-
scription for the factorization of a system’s wavefunction into
active and inactive components, which we leverage to define
a regional embedding procedure. For the orbitals occupied in
the HF determinant of the entire system, we define an operator
that projects onto a minimal atomic orbital (AO) basis of the
atoms in the fragment A,

lal

P = ) 108 el (1)

P, TEA

where p, T are the minimal AO basis functions, S is the over-
lap matrix in the minimal AO basis, and |a| is the total number
of minimal AO basis functions on the fragment. The eigen-
vectors of P° in the basis of canonical occupied orbitals,
PV = V diag{o;} with P?jcc = (@il P*lo ), define a rotated
set of occupied orbitals whose eigenvalues {o7;} quantify their
overlap with the fragment space. As a unitary transformation
of the occupied orbitals, this procedure does not change the
HF wavefunction, but merely separates the occupied orbitals
into a set with nonzero overlap on the fragment (at most |al)
and a set with zero overlap on the fragment. If we were to use
the same projection operator to rotate the canonical virtual or-
bitals, this procedure would generate the atomic valence ac-
tive space’! of the fragment atoms. As explained by DMET,
the combined active space would have at most 2|a| orbitals,
which is the maximum number required to achieve a mean-
field decoupling of the fragment minimal AOs from the rest of
the system. However, this small active space lacks the basis



functions necessary for a description of dynamical correlation,
which is critical for accurate adsorption energies. Therefore,
we modify the procedure for the virtual space, defining the
projection operator
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where p, v are the computational AO basis functions used in
the electronic structure calculation and |A| is the number of
these basis functions on the fragment. Diagonalization in the
basis of the canonical virtual orbitals, P""V = V diag{o,}
with PYI' = (,|P'"|¢p}), then defines a unitary transformation
separating the virtuals into those with nonzero overlap on the
fragment corresponding to eigenvalues o, > 0 (at most |A|)
and those with zero overlap on the fragment corresponding to
eigenvalues 0, = 0. As discussed in Refs. 21 and 22, the
combined occupied and virtual orbital spaces with fragment
overlap are closely related to the combined impurity and bath
orbital spaces in conventional DMET.

We propose to correlate only those orbitals that have sig-
nificant overlap with the fragment, defined by a threshold on
the eigenvalues o of the projection operators. The rotated or-
bitals with insufficient overlap on the fragment space are sim-
ply frozen in the post-HF calculations, making the insertion
of regional embedding into existing quantum chemistry work-
flows straightforward. Compared to other localization proce-
dures, the one proposed here does not require minimization of
a cost function (as in Foster-Boys,23 Edmiston—Ruedenberg,24
Pipek-Mezey,” or higher-order moment-based”®>’ localiza-
tion) and does not result in nonorthogonal orbitals (as in pro-
jected atomic orbitals’>’"). We note that two recent works
have explored similar overlap-based approaches to embed-
ding, focusing on the occupied orbitals only*” and on mul-
tireference problems.** In future work we will compare the
spatial extent and convergence properties of the local orbitals
of these various approaches more thoroughly.

While any high-level quantum chemistry method may be
used in the fragment calculation, here we focus on second-
order Mgller-Plesset perturbation theory (MP2) and coupled-
cluster theory with single and double excitations (CCSD) and
perturbative triples (CCSD(T)). These methods are valuable
in this problem area for their nonempirical treatment of dis-
persion interactions. Furthermore, CCSD(T) is a powerful
method in molecular thermochemistry: in small and electron-
ically benign molecules, energy differences computed at its
basis set limit typically deviate by <2 kJ/mol from the exact
result, far outperforming all known DFT methods.** The ex-
tent to which this accuracy persists for the thermochemistry
of solids and surfaces remains to be seen.

To test regional embedding, we study the adsorption
of a water molecule on the (001) surface of lithium hy-
dride (LiH),»-° hexagonal boron nitride (hBN),**7 and
graphene.'>*%0 These systems have been used to demon-
strate the application of ab initio methods to periodic systems,
and reference results obtained by extrapolation to the thermo-
dynamic and complete basis set limits are available for a va-
riety of DFT, wavefunction, and quantum Monte Carlo meth-

FIG. 1. An illustration of the embedding scheme used in this paper,
for water on a 7 X 7 graphene supercell, with an example of ran-
domly selected canonical and projected occupied orbitals. Carbon
atoms from graphene are selected to be in the fragment based upon
the radial distance from the oxygen atom in the water molecule.

ods.

We use literature values for the orientation and location
of the water molecule on LiH*® and hBN;*’ for water on
graphene, we consider the so-called “0-leg” configuration.*
The calculations are performed with slab geometries using a
single layer of graphene and hBN and two layers of the LiH
(001) plane along with 20 A of vacuum in the direction per-
pendicular to the surface.

Figure 1 illustrates the method of selecting atoms in the
fragment, using the example of water on graphene. The atoms
of the water molecule are always included in the fragment and
we add atoms from the substrate based upon their radial dis-
tance from the water molecule. In Figure 1 we also show the
localized occupied and virtual orbitals with the most overlap
(top row) and least nonzero overlap (bottom row) used in the
subsequent post-HF calculations. The adsorption energy is
found from three separate calculations,

Eads = EH20+substrate - EHZO - Esubstrate- (3)
In order to apply the counterpoise correction for basis set su-
perposition error,*' the HF calculations of the water and the
substrate are performed in the full basis set of the combined
system. In the post-HF step of each separate calculation, we
apply the embedding procedure using the same eigenvalue
cutoff in each.

All calculations are performed with periodic boundary con-
ditions as implemented in PySCF,*>* using Gaussian den-
sity fitting** of periodic integrals, GTH pseudopotentials,*
and their corresponding family of basis sets. We use the aug-



TZV?2P basis set for the water molecule and a mixture of the
DZVP and TZVP basis sets for the substrate. We use the SZV
basis as the minimal AO basis required for projection of the
occupied orbitals and the eigenvalue cutoff is set to o > 0.1
for both the occupied and virtual space, although a number of
other truncation procedures exist. We are in the process of ex-
haustively and systematically investigating optimal truncation
procedures, which may depend on the system and properties
of interest; we will publish these results elsewhere. Following
truncation in the localized orbital basis, we rediagonalize the
Fock matrix to obtain new canonical orbitals for the post-HF
calculations. Generically, we observe that the numbers of oc-
cupied and virtual orbitals retained in the calculations grow
proportional to the number of atoms included in the fragment.
In the Supporting Information, we provide more details about
the numerical performance of this embedding.

Figure 2 plots the MP2 adsorption energy as a function of
the number of substrate atoms in the fragment for water on (a)
LiH, (b) hBN, and (c) graphene for a series of supercell sizes,
where we use the the DZVP basis for the substrate atoms.
The reasonable cost of MP2 calculations allows us to increase
the fragment size to the full supercell limit and thus carefully
study the convergence. Interestingly, the convergence behav-
iors are quite different, reflecting the various electronic char-
acters of the molecule-substrate interaction.

The adsorption energy of water on LiH, Figure 2a,
smoothly converges to the full supercell limit, and the energy
minimally changes as the supercell size is increased from 4 x4
to 6 X 6. These results reflect the highly local nature of the
interaction of water with the highly insulating LiH (001) sur-
face, which is captured at fragment sizes much smaller than
the full supercell.

In contrast, the MP2 adsorption energy curves for hBN,
Figure 2b, quickly reach a minimum before slowly rising to
the full supercell energy. It is possible that the minimum value
represents the most accurate energy for a given supercell size
and that the rise in energy is due to error from the finite cov-
erage of water. In other words, as the fragment grows in size,
it includes orbitals that are erroneously perturbed by the pe-
riodic images, leading to a spurious interaction that raises the
adsorption energy. However, as the supercell grows in size,
the water molecule is further separated from its periodic im-
ages, and the fragment size can grow larger without including
these unphysical orbitals. Another possibility is that the mini-
mum occurs due to slightly different treatments of the separate
calculations that contribute to the adsorption energy. In any
event, the exact origin of this minimum is unclear and worthy
of future study.

Finally, the MP2 adsorption energy of water on graphene,
Figure 2c, exhibits a very slow convergence to the the super-
cell limit and shows no indication of absolute convergence.
This behavior is almost surely due to the challenge of local-
izing orbitals in gapless materials’’***% and the closely re-
lated importance of long-range dispersion and polarization.
As shown in Figure 1, the retained occupied and virtual or-
bitals with the smallest fragment overlaps have significant
weight outside of the fragment. Moreover, the current em-
bedding scheme does not allow the environment to respond
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FIG. 2. The MP2 adsorption energy vs. fragment size, for water
on (a) LiH, (b) hBN, and (c) graphene, with the DZVP basis on the
substrate. The insets compare the DZVP and TZVP basis sets. The
smaller DZVP basis allows for MP2 calculations of all fragment sizes
up to the full supercell, the results of which are indicated by a dashed
horizontal line.

to the correlated fragment; however, while a self-consistent
embedding would in principle be desirable, we see no way of
achieving it without sacrificing the simplicity of the presented
regional embedding method.

The inset of each panel in Figure 2 shows a comparison
to results obtained by using the TZVP basis for the substrate
atoms in the fragment (and DZVP for the substrate atoms out-
side of the fragment). These latter calculations are limited
in size by memory or convergence issues associated with lin-
ear dependencies in periodic systems. Using the larger TZVP
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FIG. 3. The post-HF adsorption energy as a function of fragment
size, for water on (a) 6 X6 LiH, (b) 9x9 hBN, and (c) 8 X8 graphene,
with TZVP on the substrate fragment atoms and DZVP on the rest
of the substrate. The solid lines with filled symbols correspond to
uncorrected values, while the dashed lines with open symbols cor-
respond to finite-size (FS) corrected values, as described in the text.
The solid and dashed lines plot the number of occupied and virtual
orbitals that are correlated in the post-HF calculation (right y-axis).

basis on the fragment does not qualitatively alter the conver-
gence behavior and changes the adsorption energy by 10 meV
or less.

In Figure 3, we present our main results of the adsorption
energy obtained using MP2, CCSD, and CCSD(T), for the
same three systems with the largest supercell sizes considered,
i.e. 6 X6 for LiH, 9 X9 for hBN, and 8 x 8§ for graphene. As in
the insets of Figure 2, all calculations use the TZVP basis for
the substrate atoms belonging to the fragment and DZVP for
the remainder, except for the (T) correction, which used the

LiH hBN graphene
present lit.*® present lit. present  lit.*
MP2 192 233 102 110,77 118° 130 -
CCSD 171 229 72 84° 85 -
CCSD(T) 199 254 97 103° 103 87

TABLE 1. Adsorption energy of a water molecule on LiH, hBN, and
graphene, comparing results obtained in the present manuscript and
in the literature (lit.). All energies are in meV.

DZVP basis for all substrate atoms,

Eccsp)(N, TZ) = Eccsp(N, TZ) + 8 (N, DZ),
6D = [Eccspery — Eccsp] (N, DZ),

where N is the number of fragment atoms and E is the adsorp-
tion energy. The adsorption energies, plotted with solid lines
and filled symbols, follow the same shape and rate of conver-
gence as the MP2 results presented in Figure 2. In particu-
lar, the shape of convergence correlates with the adsorption
energy, as seen when comparing the strong, local adsorption
of water on LiH versus the dispersion-dominated interaction
with hBN and graphene.

Given the similar convergence behavior of the adsorption
energies and the relatively cheap cost of MP2, we can correct
the results by using a simple composite (focal-point) scheme,

E(co0,TZ) = E(N, TZ) + (N, DZ)

0(N,DZ) = [Emp2(0) — Emp2(N)] (DZ), ©)
where we estimate Eypy(c0), the MP2 adsorption energy in
the thermodynamic limit, by a 1/N extrapolation of a series
of full supercell MP2 calculations (further discussion of this
extrapolation is provided in the Supporting Information). The
above correction can be understood physically in a variety of
ways, e.g. as a finite-size correction to the fragment result,
as a fragment-level correction to the extrapolated MP2/DZVP
result, or as an approximation to the missing dynamical cor-
relation of frozen orbitals. When we apply this correction, we
find that our data are frequently converged to within 10 meV
when correlating only five to ten atoms in the substrate!
Considering differences in implementation details, our re-
sults compare favorably to recent literature values,®***"* as
shown in Table I. Our preliminary testing indicates that the
primary source of discrepancy is basis set error due to our use
of GTH basis sets. In the Supporting Information, we show
MP2 results for water on LiH using correlation consistent ef-
fective core potentials and their associated basis sets*’ and we
find that the discrepancy with literature values is halved, from
about 40 meV to about 20 meV. We emphasize that previous
calculations for all three systems have only been performed
on 4 X 4 supercells and then extrapolated to correct for finite-
size effects. In contrast, our approach allows us to directly
simulate much larger supercells up to 9 X 9, and monitor the
convergence as a function of the number of atoms in the local
fragment. Taken together, the combination of regional embed-
ding and focal point corrections (for basis set and finite-size



effects) enables the calculation of high-quality ab initio ad-
sorption energies at very low computational cost.

In summary, we have presented regional embedding, which
allows an isolated treatment of local chemical changes with
high level wave function methods. This is achieved by uni-
tary transformations of the occupied and virtual Hartree-Fock
orbitals based on the degree of overlap with the fragment’s
Hilbert space. The conventional use of high level wave func-
tions in sufficiently large supercells is expensive. In con-
trast, regional embedding restricts the correlated calculation
to the Hilbert space associated with the target fragment; con-
sequently, large supercells can be used and the finite-size error
can be efficiently eliminated. The benchmarks presented in-
dicate that regional embedding with finite-size (focal point)
corrections allows remarkably quick convergence to the ther-
modynamic limit, although the rate of convergence depends
on the nature of molecule-substrate interaction. Converged
results are achieved with correlated calculations on much
smaller systems than the supercells used in contemporary pe-
riodic quantum chemistry and quantum Monte Carlo methods.

We expect this method to have broad applicability in molec-
ular, biological, and condensed systems. The simplicity
and performance should make it an appealing choice when-
ever modeling localized chemical changes in large systems.
This covers many application scenarios, and we have already
started projects in heterogeneous catalysis and in the opti-
cal and thermochemical properties of crystal defects. Con-
cerning the theory, treating the frozen orbitals at levels be-
yond focal-point corrections may further increase the power
of the method; self-consistent quantum embeddings, canoni-
cal transformations, or screened interactions may provide vi-
able avenues. Finally, a core appeal of this method is that the
embedded quantum system can be handled with essentially ar-
bitrary many-body solvers, including quantum chemical mul-
tireference methods for strongly correlated systems. This may
open a pathway to reliable treatments of complex electronic
structure phenomena also in condensed phases and at inter-
faces. For example, these methods can be used to address
long-standing problems in catalyst doping, catalysis at sur-
face defects (e.g. kinks and edges), or the surface chemistry
of transition metals and radicals.
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[xxx]. Numerical results for the eigenvalues of the projection
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consistent basis set.
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