LAPLACE INVARIANTS OF DIFFERENTIAL OPERATORS
D. HOBBY AND E. SHEMYAKOVA

ABSTRACT. We identify conditions giving large natural classes of partial differential
operators for which it is possible to construct a complete set of Laplace invariants. In
order to do that we investigate general properties of differential invariants of partial
differential operators under gauge transformations and introduce a sufficient condition
for a set of invariants to be complete. We also give a some mild conditions that guarantee
the existence of such a set. The proof is constructive. The method gives many examples
of invariants previously known in the literature as well as many new examples including
multidimensional.

1. INTRODUCTION

Gauge transformations (¢ — e9¢) of differential operators are important transforma-
tions that preserve algebraic structure of an operator, such as its “factorizability” into
factors of some fixed form or existence of Darboux transformations. Invariant properties
like these are best described by gauge invariants (algebraic expressions in the coefficients
of the operator and their derivatives).

The first examples of gauge invariants for differential operators are the Laplace invari-
ants of the hyperbolic second order operator L = 0, + ad, + b0, + ¢ [4]. These are the
gauge invariants h and k that can be thought of as derived from incomplete factorizations
of this operator as L = (0, +b)(0, +a)+h and L = (9, +a)(0, +b) + k. These invariants
uniquely define the gauge class of the operator, and so are a complete set of invariants.

This is the starting point of a method for solution of Lu = 0 for the above operator
in the closed form. Two Laplace transformations L + L, and L — L_; are defined
by intertwining relations NyL = Ly(0, + b) and N_.4L = L_4(0, + a). Each of the
transformations swaps the values of h and k and then changes one of them. In addition,
the two Laplace transformations are (up to the gauge equivalence class) inverses of each
other. So as the result of consecutive application of Laplace transformations to some
operator L we have a chain of the corresponding pairs of invariants (not a lattice as may
be expected). This “Laplace chain” is finite if one of the invariants is zero at some point
in each direction of the chain. This corresponds to factorizability of the transformed
operator. The original equation Lu = 0 then can be solved in closed form invoking the
invertibility of Laplace transformations.

Laplace transformations are members of a larger group of transformations — Darboux
transformations — which can be defined algebraically by the means of an intertwining
relation NL = Ly M. For operators L = 0y, + a0, + b0, + ¢ it was proved [20, 21] (and
then a discrete and a semi-discrete analogues of this result was proved by S. Smirnov [27])
that Laplace transformations are the only invertible Darboux transformations and all the
others, even corresponding to a higher order operator M, are not. These non-invertible
Darboux transformations induce a map of kernels ker L — ker L; which is not monomor-
phic, so some solutions are lost. A new construction of invertible Darboux transformations
for a large class of operators was discovered in [19] and for even larger class in [10]. An-
other method using pseudodifferential operators was proposed in [8]. Multidimensional
Darboux transformations are proposed by G. Hovhannisyan et al. [11, 12]. Complete

classification of Darboux transformations on the superline (operators of arbitrary order
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and Darboux transformations of arbitrary order) was obtained in [9, 14]. Note that with
every manifold one can naturally associate a commutative algebra consisting of formal
sums of densities of arbitrary real weights. It is useful for geometric analysis of differential
operators. In [23], we studied factorization of differential operators on such algebra in
the case of the line, with an eye at extending Darboux transformations theory to them.

Gauge invariants can be found using regularized moving frames method of M. Fels
and P. Olver [6, 7], see also E. Mansfield’s book [15], which was developed later also for
pseudo-groups by P. Olver and J. Pohjanpelto [17]. They also proved that the algebra
of invariants can be generated by a finite number of invariants and a finite number of
invariant derivatives (which are particular invariant differential operators on the algebra
of invariants). The specifics of the use of the regularized moving frames method for gauge
invariants of differential operators is described by the second author with E. Mansfield
in [22].

Concerning Laplace invariants for differential operators the following results are known.
Dzhokhadze’s 2004 [5] and Mironov’s 2009 [16] for 4th order operators and Ch. Athorne

and H. Yilmaz’s 2016 [2] for arbitrary order operators of the form 27\420 (Z\ﬁ,j,v#vj aV8V>

where d is the order of the operator. Thus the order of the operator cannot be larger
than the number of the independent variables available. For example, in bivariate case
the highest possible order is two and such operators have form 0,0, + a0, + a20, + as;
for dimension three the highest possible order is three and such operators have form
0:0,0, + a10,0y + 20,0, + a30,0, + 440, + a50, + a0, + a7. Ch. Athorne and H. Yil-
maz’s 2016 [2] found some Laplace invariants for such operators of arbitrary order and
of arbitrary dimension. Afterwards they constructed and investigated the corresponding
Darboux (Laplace) transformations [1, 3.

In 2007, the second author with F. Winkler [25] proposed an algebraic structure, a ring
of obstacles, where the remainders of incomplete factorizations for operators of arbitrary
order and arbitrary number of variables become invariants. The method gave in particular
Laplace invariants for bivariate operators with principal symbols (pd, + ¢d,)9,0,, 920,,
and 9. The Laplace invariants set given by this method is not complete; however, we
managed to find an extra (“non-Laplace”) invariant for each case making the resulting
sets complete [24, 26, 18].

M. van Hoijer with students and collaborators, see e.g., [13], works on the solution
methods for linear homogeneous ordinary differential equations with rational function or
polynomial coefficients. Such is for example, the problem of hypergeometric solutions.
In [13] and other works, the authors use gauge transformations (they are called there expo-
nential transformations) and construct Darboux transformations and the corresponding
Laplace invariants and use them to simplify the equations.

Note that there is difference between finding a ring of invariants as specified by some
arbitrary choice of a generating set and finding a “distinguished” generating set whose
elements can carry extra information. (The reader can have in mind classical examples
of distinguished invariants in differential geometry such as curvature or torsion, or e.g.
particular characteristic classes such as Chern classes, etc.) In the literature, Laplace
invariants typically mean gauge invariants distinguished in this way. Unlike their classical
prototype, they cannot be obtained by a direct generalization of the Laplace method as
“remainders” of incomplete factorizations: it is known [25] that such “remainders” are
not invariants for a general operator. (If this remainder is an operator, then even its
principal symbol is not invariant in the general situation.) Nevertheless, Laplace type
invariants are distinguished in the sense that they control representability of an operator
in some “generalized” factorized form as we show here.
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In the present paper, the main results are contained in Theorem 1 and Theorem 7 which
together show that under certain rather general and natural conditions an operator has
a complete set of Laplace invariants.

The proofs are constructive and provide a general method of constructing complete sets
of Laplace invariants for a very large class of operators which include previously considered
classes. We show that examples of Laplace invariants existing in the literature can be
obtained by our method, and we also have examples with new types of operators.

The paper is organized as follows. After preliminaries in Sec. 2, in Sec. 3 we define
maximally generated and approximately flat classes of operators, which impose some
natural restrictions on operators (can be multidimensional and of arbitrary high order).
From the perspective of our method, known Laplace invariants can be classified into four
types (classification may be incomplete but we do not need that here), we call them
maximal, extra, compatibility, and upward invariants. We illustrate them with examples.
For these classes of operators we prove Theorem 1 that if one has enough number of
invariants of each type, then the set of invariants is complete. In Sec. 4 we introduce the
method, first by demonstrating it on known and new examples. Informally, a complete set
of gauge invariants obtained by any classical method consists of “nice/short formula” low
degree invariants and of some “huge formula” ones of high degrees. The proposed method
replaces “huge” ones with other “huge” that are now associated with some generalized
“incomplete factorization” of an operator, so now they have structure and meaning.
These are what are known as Laplace invariants in the literature. In Sec. 5 we give a
theoretical justification of the method and prove the main result, Theorem 7, that under
some natural conditions (mazimally generated, framed, approrimately flat) an operator
has a complete set of (Laplace) invariants. The proof is constructive and is essentially
the method that is illustrated by examples in Sec. 3.

2. PRELIMINARIES

Let K be arbitrary commutative differential field of characteristic zero with commut-
ing derivations 0y,...,0,. We consider K to be differentially closed. We denote by
D(K) the corresponding algebra of differential operators over K. For any integral vec-
tor v = (v1,...,v,) € N2 ! we write 9V for the differential monomial 9;* ...3%. Many
concepts below are conveniently expressed if we treat the usual multi-indices used to
denote derivatives as vectors. In particular we will be using the standard basis vectors
e, =(0,...,1,...0).

There is a natural partial order on these vectors, where we write u < v iff every entry
of u is less than or equal to the corresponding entry of v. If u < v and u # v, we say that
u is below v, or that v is above u. We extend this terminology to terms of an operator
L € D(K), saying that a,0" is below a0V iff u is below v. We define the order of v
as the number """ | v;, and likewise extend this terminology to “differential monomials”.
Thus a constant term is of order 0, a term with a single derivative is of order 1, and so
on.

The principal symbol of an operator is the sum of the highest-order terms. We also
define the leading part of operator L = > a,0" as

Lead<(L) = ) ay,d", (1)
0vemax< (L)

where max<(L) denotes the set of all differential monomials 0V of L that are below no
other differential monomial in L. Note that the notions of principal symbol and the

lNo is the set of natural numbers with zero.
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leading part are not the same. We will call elements of max<(L) mazimal. We call a
vector v mazimal iff the differential monomial 0¥ is maximal.

Example 1. Let L = 0,, + ad, + b9, + c. Then 0, is its principal symbol, and 0,, + b0,
is its leading part.

Definition 1. The down set of a set of terms T', written | 7', is the set consisting of T
together with all terms that are below any term in 7T relative to <. A set of terms is
downward closed iff it is equal to its own down set. Given terms s and t with s < ¢ but
where there is no term t’ with s < ¢’ < t, we say that t covers s. A term that is covered by
a maximal term, and covered by nothing but maximal terms, will be called submazimal.
Definitions in the literature of when an element of a partial order is submaximal vary,
but the above definition is best for this paper.

Example 2. The down set of 0,0, is {0,0,, 0;, 0y, 1}, and the set of terms {0,0,,0,,1}
is not downward closed.

We will be looking at invariants for operators, or more precisely, for invariants of
classes of operators with a given set of maximal terms. Since the gauge transformation
of a term with vector v usually contains terms with every vector below v, we restrict
our investigation to classes of operators with sets of terms that are downward closed. So
given a set of terms 7', which may possibly have arbitrary coefficients, we let £ be the
set of all operators with terms in the downward closure of T

Definition 2. Let a set of terms T" be given, where none is below any of the others in <.
Let L(T') be the set of all operators L which have T" as their sets of maximal terms. A set
of operators of this form will be said to be generated by its mazimal terms, or maximally
generated.

Let £ be a set of operators that is generated by its maximal terms. Observe that the
set of terms that may appear in operators in £ is downward closed, and that £ is closed
under gauge transformations. Our problem will be to obtain differential invariants for L.

Given a set £ that is closed under gauge transformations, an expression [ in terms of
the coefficients of terms of members of £ and their derivatives is a (differential) invariant
of L iff all elements of £ that are related by a gauge transformation have the same value
of I.

3. COMPLETE SETS OF INVARIANTS

In this section our goal is to give some sufficient condition for a finite set of invariants
to be complete. (In the next section we will turn this into a constructive method.)

A complete set of invariants is such that whenever two operators agree on them, there
is a gauge transformation that relates them: if £ is a set of operators that is closed
under gauge transformations, then the set of invariants {13, I, ... I} is complete iff every
invariant in the set is equal for two operators L and L', there is a function g € K so that
L'=e9Led.

We need to distinguish between various kinds of invariants for a maximally generated
class of operators L.

Definition 3. Let the class of operators £ be maximally generated, with set of maximal
terms 7. The coefficients of maximal terms are (trivial) invariants for £; we call these
invariants mazimal.

Recall that we are treating multi-indices as vectors.
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Definition 4. For any term a,0V, we call the multi-index v, the vector of a,0", and
write v = v(a,0V).

Let £ be a maximally generated class of operators, and let T" be its set of maximal
terms. Temporarily make the simplifying assumption that every term in 7" is of the same
order k. Consider for the moment a particular operator L in £. When L’ is obtained
from L by a gauge transformation, we have L' = e 9LeY for some g € K.

Now look at a particular term ad, in L of degree k — 1. It is covered in the partial
order < by some of the maximal terms in 7" . We have that the vectors of maximal terms
covering ady are of the form v + e; for i in some subset S of {1,2,...n}. Now let a'0,
be the term corresponding to ady, in L'. We have that a’ — a is given by

a—a= Z(v(z) +1)b; g,
icS
where b; is the coefficient of the maximal term in L with vector v + e;.

Example 3. Let n = 3, write x for z, y for x5, and z for z3. Let

T = {paoc:cyyza qaxyyyza axyzzz}

where p,¢q € K. Then the term a1210,y,. is covered by pd,zyy. and q0.y,,. in <, but is
not below 0,,.... In this case, S = {1,2}, and we have al,; = a121 + 2pg, + 3qg,.

Other terms that are covered by those in 7" are those with derivative symbols 0,4y,
Ouayys Oyyyzs Onyyzr Ovyyys Oyzzzs Opzze a01d Oypys.. The corresponding terms in the operator
L" will have g, in them when their derivative symbols are 0,y ., Oyyy. and 0y.,.. Similarly,
three terms in L' will have g, in them and three will have g, in them. We can rewrite
a9y = 121 + 2pg, + 3qgy as 2pg, + 3qg, = @}y — @121, and view it as a linear equation
in the unknowns g, and g,. We have similar equations for each of the other 7 terms that
are covered by terms in 7', giving these 8 equations.

\)

Pg= = gy — G220

2pgy = Ay — A1t

2092 + 349y = dly; — G121
9. = @3 — 130

q9z = 0631 — Qp31

!
39, = ajyp — 112

B~ W

0 J O

/
gy = Q103 — 103

o~ o~ o~ o~ o~ o~ o~
~— — ~— — — ~— ~— —v

—~
©

9z = Qg3 — Qo3

We only need three equations to solve for g,, g, and g., so have five “extra” equations.
For example, equations (2), (5) and (7) give us (abyy — a20)/p = 9. = (a}15 — a112)/3
and (a}sy — a130)/q9 = g, = (a5 — a112)/3. Rearranging these gives ahy/p — a}15/3 =
ageo/p — ai12/3 and ajs/q — aly5/3 = aiz0/q — a112/3, respectively. This shows that
as0/p — a112/3 and a130/q — aj12/3 are invariants. Similar calculations with expressions
for g, and g, would yield three more invariants. We will call invariants like these extra
mvariants.

Next we take three equations where we have solved for g,, g, and g.. In the presence
of the five extra invariants, it does not matter what they are; we will obtain an equivalent
set of invariants. So we will use equations (7), (8) and (9). Concentrating on (8) and (9),
the compatibility condition stating partial derivatives are equal gives us a3, — @103 =
Jey = Qg13, — Q013y- NOw we rearrange this, putting primed quantities on one side, and get
@032 — Ap13y = 1032 — Ao13y, Showing that aig3, — @13, is an invariant. Similar calculations
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axx =my
$1 = 100y Oy
Qoo
(A) Not approximately flat (B) Approximately flat

FIGURE 1. For Definition 5.

with the other pairs of equations give us two more invariants. We call invariants of
this kind compatibility invariants. (In general we have n variables, and get n(n — 1)/2
compatibility invariants.)

While all the maximal terms of £ were at the same degree in the above procedure, it
is enough to require the following.

Definition 5. Consider the class of operators £, maximally generated by T'. Let M be
the set of maximal terms of £, and let S be the set of submaximal terms. Then L is
approximately flat iff there are n distinct elements of S, s1, So, ... s, so that for every s;
there is a maximal term m; € M where the vector of m,; is the sum of e; and the vector
of S;.

For example, when T"is {0y, 0}, then £ = {0, + 100, + 0y +aoo: @10, agp € K} is not
approximately flat. We have that S is only {a100, } because the constant term is covered
by the nonmaximal term a190,. Then there can not be n = 2 distinct elements of S.

Whenever all the elements of 7" have the same degree, L is approximately flat. But when
T = {Oysy, Oyy } for example, L is still approximately flat, since we may take s1 = @110y,
My = Opgy, S2 = 2004z, and my = Oyyy. See Figure 1.

Another example of a class that is not approximately flat is obtained by taking T to be
{022, 0y:}, 50 L = {042 + Oyz + a1000: + a0100y + @0010: + oo @100, @010, Qo01, Gooo € K }.
Then M = {0, 0.}, while S = {a1000, a0100y, 40010, } is a set with n = 3 elements. But
apo10, is our only possible choice for both s; and s, and we fail to have distinct elements
of S for each i.

Definition 6. Let £ be maximally generated, with set of maximal terms 7. Assume
that £ is approximately flat. The coefficients of terms in T are mazimal invariants of L,
and we denote them by I,,,. Invariants obtained by equating expressions for some g,, are
extra invariants, which we denote by I.. (Letting s be the number of submaximal terms,
there are s different equations where linear combinations of the g,, are equal to some
difference of the form a!, — ay, so there will be s — n many extra invariants.) If we have
expressions E; and F; with g,, = F; and g,; = F; and obtain an invariant by rearranging
the equation Ej,; = FEj,,, this invariant is a compatibility invariant, which we will denote
I.

Finally, suppose that a0, is a term that is neither maximal or submaximal, and that
E is an expression only involving the coefficients of terms that are above a0y, or that
are maximal or submaximal (and their derivatives). Then an invariant of the form a, — F
is an upward invariant, we call it an upward invariant for a,d,, and denote it I,.
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Examples of all of these types of invariants appear in the literature.

Theorem 1. Let L be maximally generated, and let T be its set of maximal terms.
Assume that L is approximately flat. Suppose that I is a set of invariants for L so that
the following hold:

(1) I contains all the mazimal invariants of L.

(2) I contains s —n extra invariants, where s is the number of submazimal terms.

(3) I contains n(n—1)/2 compatibility invariants, one for each possible second-order
compatibility partial of g.

(4) I contains an upward invariant for every term that is not mazximal or submazimal.

Then the set of invariants I is complete.

Proof. Let I be a set of invariants as above. Let L € £ be given, and let L’ be an element
of £ where L and L' have the same values for all invariants in . We must show there
exists a function g € K so that L' = e 9Led.

Consider solving for the derivatives of g in L’. Since L is approximately flat, we only
obtain linear equations in the first partial derivatives of g. The values of these g,, are
the same no matter which equations we use, because I contains enough extra invariants.
Since I contains enough compatibility invariants, we have a (compatible) system of first
order partial differential equations for g. This gives a value for ¢ in K that is unique up
to an additive constant, and the additive constant does not change what our candidate
gauge transformation is.

So we have g € K where L” = e 9Le9 agrees with L’ on the coefficients of all maximal
and submaximal terms. It remains to show that L” and L' agree on their remaining
terms. We do this by downward induction on the degree of terms. For our basis, let m
be the highest degree of a term in £ that is not maximal or submaximal, and consider
any term a0V of degree m. If a,0v is maximal or submaximal, we already have that it
has the same value in L' and L”. So suppose a,0 is not maximal or submaximal. By
our choice of m, every term of £ that is above a,dV is submaximal or maximal, and all
of these terms have the same value in L' and L”. Now a,0V has an upward invariant of
the form a — F/, where F is an expression only involving terms above a,0. Since L' and
L have the same values for all invariants in I, this upward invariant is equal in L’ and L.
And since L” is obtained from L by a gauge transformation, the invariant has the same
value in L and in L”, implying that it has the same value in L' and L”. Since F and the
invariant both have the same value in L' and L”, we have that a has the same value in
L' and L".

The inductive argument now continues. In the next stage, terms of degree m — 1
are only below terms that have the same value in L' and L”, and are either maximal,
submaximal, or have upward invariants. In any event, all terms of degree m — 1 have
the same value in L’ and L”. The process continues, eventually showing that the term of
degree 0 has the same value in L' and L”. O

4. CONSTRUCTING COMPLETE SETS OF INVARIANTS

Theorem 2. Let £, C and N be classes of operators that are closed under gauge trans-
formations. Assume that for every L € L, there is a unique C' € C so that N = L —C is
in N'. Then all of the invariants of N are invariants for L.

Proof. Let L, C and N be closed under gauge transformations, and assume that for each
L € L there is a unique C € C with L — C € N. That is, every L € L determines a
unique N € N. Now let a particular L € £ be given, where N = L —C'is in N'. Gauging
by any nonzero g € K, we have N' =g 'Nge N, L' =g 'Lge Land ' = g 1CgeC
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a:t:cy amcy

(A) L (B) (0x + @)%(0y + 1) (c) N

F1GURE 2. For Example 4

with N = I/ — C’. By uniqueness, N’ must be the element of N determined by L’. The
invariants of N’ = ¢g~!Ng are the same as the corresponding invariants in N, making
them invariants of L. U

In an application, £ would be the class of all operators of a particular form, and the
classes C and N would be tailored to produce a family of invariants for £. The invariants
of N that we will use are usually the coefficients of its maximal terms.

Example 4. Suppose n = 2 and let £ be the class of operators maximally generated by
T, where

T = {Opuy }-

Consider the operator
L = Oppy + 20035 + 0110y + @100, + 4010y + agy € L .

To obtain a complete set of invariants, we first include all the needed maximal, extra,
and compatibility invariants. The coefficient 1 of 0,,, is a maximal invariant. There are
two submaximal terms, as0,; and a110;,. Since the dimension is n = 2, there are no
extra invariants. There is one compatibility invariant, which we get by observing that
e 9Led = L' = Oy + ahyOyy + @11 0uy + . .. has abyy = ago + g, and a); = a1 + 2¢,. Then
solving and differentiating, (2a%, — 2a20), = 29y = (a}; — a11),. This shows that

Ic = 2a20y — A11g

is the desired compatibility invariant.
We now let

C={0,+¢q?*0,+r):qre K},
and take A to be the set of elements of £ with coefficients of 0,4, 0,y and Oy, all zero.
This will give the first batch of upward invariants. (See Figure 2.)

We have that L — C' is (ag — 7)04 + (@11 — 2¢)0yy + (a10 — (297 + 21))0y + (am —
(¢ + q2))0y + (a0 — (¢ + @)r + 2qrs + 122)).

For this to be in V', we must have asg —r = ay; —2¢ = 0, giving r = agy and g = ay1/2,
which uniquely determines C. Substituting these in, we get that N = L — C = (ajp —
(a11a9042a202) ) 0 4 (a01 — (a7, /44-a112/2)) Oy +(a00 — (a3, /4+ a1 /2) azo+a11G02 +A2002 ))-
The coefficients of 0, and 0, are two invariants,

Io =ayo — (ariag + 2a,) and

[01 =ap1 — (a%1/4 + anx/2).
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a32 am:m:yy

(B) NV, with (9,+q)3(9y+7)? (¢) N with (0,40, +5)(0x+
subtracted t)%(8y + u) also subtracted

FIGURE 3. For Example 5

In particular, we get the associated representation
L=(0:+q)?%*0, +7)+ Loy + 1010, + s (10)

for some ¢,r,s € K. This gives meaning to the invariants. We have that [,y is zero if
and only if there is a representation of L without a 0, term, and so on.
Next we add more terms to the form of C, setting

C'=1{0:+ @20, +7)+ (0. + )0, +1): q,7,5,t € K}

and letting N’ be the set of elements of N with coeflicients of 9,, and d, both zero.
Letting C” € C’, we have that L — C" is (agy — )0y + (@11 — 1 — 2¢) 0,y + (a10 — (27 +
2ry) — )0z + (o1 — (¢* + qz) — 8)9y + (aoo — ((¢* + Q)1 + 2qrs + 740 + (st +12))).

There is one way to make this be an element of N’. As before, we let r = aqq.
With a slight change, we let ¢ = (a;; — 1)/2. Now that ¢ and r are determined, we let
s=agp — (¢* + q) and t = ajo — (2q7 + 2r,).

Then the constant term of N’ = L — C" is ago — ((¢* + @)1 + 2qrs + 1w + (st + t)). It
is an invariant of £. Expanding, we get

Too =apo — ((a11 — 1)2/4 + (a11 — 1)/2)az — (@11 — 1)ago: — a2000—
(ao = ((an = 1)/2)* + (a11 — 1)/2):)(ar0 — ((a11 — 1))aso + 2as0;)
— (@10 — (a1 — 1)ag — 2a202)
In particular, we get the associated representation,
L=(0, 490y +r)+ (0: + 5)(9y + 1) + Ino

for some q,7,s,t € K, where ¢ and r are possibly different from ¢ and r in incomplete
factorization (10).

We will now work through a more complicated example in less detail, commenting on
the process as we go.
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Example 5. Suppose n = 2 and let £ be the class of operators maximally generated by
T, where
T= {amwyy}-
So elements of £ have the form 0,4y + 310500y + 022052yy + 300500 + 021 Opgy + @1204yy +
2005z + 1105y + 020y, + 1005 + @010, + ago. The coeflicient of 0,44, is the maximal
invariant and there are no extra invariants. Letting primes denote the gauge action on
the coeflicients, we have a%, = as + 3¢, and a4, = ag + 2g,. Then 2a%, — 2a29 = 69, and
3ay, —3as; = 6g,. Thus 2a’22y — 2a99, = 694, and 3aj;, — 3a31, = 674y. SO 2a’22y —2a99, =
3ak,, — 3as1,, and
I. = 2a9, — 3az1,

is the desired compatibility invariant.
We now let
C={0.+¢?%0,+r) qreK},

and take A to be the set of elements of £ with coefficients of Oyzzyy, Opzzy and Oygyy all
zero. We see that (0, + q)*(9y + )2 18 Opwayy + 27 Opaay + 3q0sayy + (r? + 1) Opase + 6(qr +
T2)Onay +3(* + Q) Oyy + - - -, 50 for L = Oy + 431000y + 2205y, + - . . there is a unique
choice of g and r to get L — (9, +q)*(9, +1)* € N, we let r = a3 /2 and q = azy/3. This
gives the first batch of three upward invariants, for asg, as; and aqo,

I30 = ago — (r* 4 1) .
Now we add more terms to the form of C, setting
C'={0:+ %0y +71)*+ (0p+ 0y + 5)(0x + )*(0y + u): ¢, 7,8, t,u € K}

and letting N’ be the set of elements of N with coefficients of 0yyz, Opzy and 9y, all zero.

One has to be careful in the choice of C’. Intuitively, our choice of the additional term
(O + 0y + 8)(0x + 1)*(0y + u) was good because it had three free parameters, precisely
the number of terms we were trying to “zero out” when going to N’. While it is fine to
use a factor such as (9, + 0, + ), this is not necessary.

Note that the added term of (9, + 8, + s)(9, +t)?(d, +u) has principal symbol 9., +
Ogayy- 1f we were to use the same values of ¢ and 7 as in the previous step, any element
of £ —C" would have coefficients of 0,44y and 0,4y, that were —1. So we modify ¢ and
r to make these coefficients zero. We already have that for any L € L, ¢ and r can
be chosen to make the coefficients of 0,44y and Opyy, zero in L — C, so we merely use
L — (Ogay + Ozayy) € L to determine our new ¢ and 7.

Since (9, + 0y + 5)(0x + 1)2(0y + w) 1S Drgay + Onayy + UOszz + (U4 2t + 8) Dz + 26Dy
there will be a unique choice of s, t and u that gives an element of N’. We first take u
so that the coefficient of 0,,, is zero, then choose t so the coefficient of 0, is zero, and
finally choose s so that the coefficient of 0,,, is zero. Thus the hypotheses of Theorem
2 are still met with C" and N’, and the coefficients of the principal symbol of the unique
N’ € N’ give three more upward invariants, for as, a;; and ags.

To get upward invariants for a;q and ag;, we need to add another term to C’. This
term should have three free parameters, which we can choose to make the coefficients of
Opzy Ozy and 0y, all zero. While we could use the term (9, + 9, + f)(0, + g)(0y + h), we
will instead show another possibility. Suppose we first focus on a term that would make
the coefficients of d,, and 0, zero. Since (2,0) and (1, 1) are both covered by the vector
(2,1), we can use a term with principal symbol 0,,, and two free parameters, such as
(0 + f)*(0y + g). But what will we use for a term that makes the coefficient of 9,, zero,
particularly since we should only use one more free parameter? One solution is to reuse
parameters from higher levels, for instance by adding the term (9, + h)(9, + 7)*.
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So this leads us to taking
C" = {(80 + q)°(0y +1)* + (0p + 0y + 5) (D0 + 1)*(9y + ) + (0x + [)*(9y + 9)
+ (0x + h) (0, +T)22 q,r, s, t,u € K}

and letting N/ be the set of elements of N with coefficients of zero for all derivatives
of order above 1. The reader may verify that C” is closed under gauge transformations.
(This would not have been the case if we had instead added the term (9, + h)(9, + q)*.)

Letting some L € L be given, we have that as before, there is a unique way to choose ¢,
r, s, tand u in C” so that L—C” € N’. Ignoring the term (9,+ f)*(9,+9)+ (0 +h)(0y+7)*
for the moment, let N’ be the unique element of N’ determined by using ¢, r, s, t and u
as above, and letting f, g and h be zero. Then the coefficient of 9,, in N’ consists of aqq
minus an expression in ¢, r, s, t and u. For simplicity, call this coefficient a},, and define
ay; and ag, similarly.

We now need to change f, g and h to non-zero values so that the coefficients of the
degree 2 terms are zero. Since (9, + f)2(9, + g) + (0. + h) (9, + r)? is Doy + Opyy +
90uz + (2f + 21)0yy + hO,,y, taking f, g and h non-zero gives us that the coeflicients of
Opz, Ogy and 0y, are aby — g, ajy — (2f + 2r) and ag, — h, respectively. There is a unique
way to make these coefficients zero, we take g = a,, f = (a}; — 2r)/2 and h = ag,. This
uniquely determines the coefficients of 9, and 9, in our element of N, giving upward
invariants for a;y and ag;.

This process would continue, until N7 € N is just a function, giving an upward
invariant for the constant term.

Example 6. Consider the class that is the downward closure of {04y, Ozyy b This class
of operators was considered in [24], where obstacles to factorizations [25] were used to
compute four Laplace invariants. A fifth invariant was then found to complete the set
by ad hoc methods. This fifth invariant was not a Laplace invariant, it was a long
complicated expression with no meaning or structure. Our new method allows us to
construct a complete set of five Laplace invariants for this class.

So n =2 and let £ be the class of operators maximally generated by 7', where

T= {amyv afcyy}

Let L = 3my + 3xyy + ago(?m + an&,;y + aogayy + aw&t + am@y + agg € L. We have two
maximal invariants, but they are both 1. There are three submaximal terms, as00,,
@110y and ap20,,. So there will be 3 —n = 3 — 2 extra invariants, and one compatibility
invariant. We have that when L = 0,4y +05yy +020022 401103y 40020y, +. . . , that e 9 Led =
L' = Oy + Opyy + ahO0py + 011 Oy + 0020y + . . .. Here, aby = aso+ gy, a}y = a11 +2g,+29g,
and ap, = agz + ¢g,. These are three equations in the two unknowns g, and g,. We get
ahy — a0 = gy and ap, — age = ¢,, which we substitute into a}; — a1 = 2g, + 2¢, to get
aly —ary = 2(aby—ag)+2(agy—ag2). Rearranging this, a}; —2a5y—2ap, = a11—2a0—2agps.
This gives the extra invariant,

I. = ann — 2a0 — 2a0; .

Returning to af,—aq = g, and ay, —agz = g, we differentiate both and get ab,, —as, =
/ / / :
Gy = gy, — Qo2y- Thus ab, — A2y = (202 — A02y, showing that

I, = a, — 02y

is a compatibility invariant.
To get upward invariants, we first take C to be the class of operators of the form
(0r +p)(0y + q)(0; + 0, + r). Expanding, these operators have the form
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(e + 72 +0(q+7))0y + ((Pq + @2)7 + qra + Pry + 12y)
Taking N' = {0100, + bo10y + boo: b1o,bo1,b00 € K}, we get ¢ = ag, p = agy and

p+ g+ r = ap;. The last equation becomes r = a;1 — p — ¢ = a1 — asg — age. The
coefficients byy and by; are then invariants. We get

Lo =a—(qlp+7)+ g +1y)
and
Int =apn — (p(g+7r) + qu +72) .
Substituting in our values of p, ¢ and r, these invariants agree with those obtained

given in Theorem 4 of [24].
In particular, we have the associated representation

L= (0, +p)(0,+q)(0s+ 0y + 1) + 100, + 1010y + boo (12)

for some p, q,r, by € K.

To obtain an upward invariant involving agy, we let C’ be the class of operators of the
form (0, +p)(0y+q)(0y+ 0y +1) +(0r+5) (0, +1t) and take N’ to be K. The first group of
equations is almost the same as before; we have ¢ = as, p = agp and p+g+r+1 = aq;.
Thus p and ¢ have the same values as before while the value of r is ' = a1 — agg —aga — 1,
one less than the previous value. We take our expansion (11), substitute 7’ for r in it and
add (0, + 5)(0y +t) = Opy + t0y + $0, + st + t,, giving that the following must be in N.

(a10 = (qu + 7, +qp+7") +1))0x + (a01 — (g + 75, + (g +77) + 5))9,
+aoo = (Pq + o)1’ + qry, + pry + 75, + st + 1a)

Thus t = aio— (¢ +71, +q(p+7")) = a10— (¢ + 1y +q(p+(r—1))) = Lio+¢. Similarly,
s =ag1 — (g + 7., +p(g+71") = Ips + p. The terms without derivatives make our desired
invariant, it is

(13)

Too = ago — ((pq + qu)r" + qry, + pry, + 1l + st +t.) .
In particular, for this invariant we have the associated representation
L= (ax +p)(ay + Q)(gx + ay + 1) + (0x + 3)(811 + t) + loo
for some p, q,r, s,t € K, where again p, ¢, r here can be different from p, ¢, r in (12).

Here is another interesting example from the literature; its maximal terms do not all
have the same degree. A complete set of invariants for it was obtained in [18].

Example 7. So n = 2 and let £ be the class of operators maximally generated by T,
where
T = {a’m:an allaxya aOQayy} .
So elements of £ have the form
8xzx + a/ZOa:ca: + allaacy + a'028yy + a/lOa:t + aOlay + Qoo - (14)

We have that 1, aj;, age are maximal invariants. Applying a gauge transformation
to (14), we get L' = e 9Le9 = Oy + Opy + a1104y + 020,y + a0x + ag10y + afyy, where
Ay = Q20+3Gz, Ajg = 010+3(9§;+gm)+2a209m+a119y and ag; = ag1+a119,+2a029,. Solving
for g, and g, we get (ah, — az0)/3 = g, and (ap; — ag — a11(ahy — a)/3)/(2a02) = g,.
Compatibility condition (g., = gy.) then gives us 2a5y, — 3(ap, /ao2)s + (1105 /a02). =
2a20y - 3(@01/@02);3 + (allago/a()g)w. This 1mphes that

Lo = 2ag0y — 3(ao1/ao2)s + (a11a20/a02)x
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is a compatibility invariant.

To get an upward invariant for a;g, we need at least n = 2 free parameters in C, which
will zero out two submaximal terms in going from £ to N. Accordingly, we take the
classes of operators

C={(0: + 1)+ a8, +p)(0y + @) + ao2(dy + q)*} , N = {b100: + boo} -

Subtracting an element of C from (14), we get
(a20 — 3p)0ps + (@10 — 3(px + p*) — @119)0 + (a1 — a11p — 2a02q)9,+ (1)
ago — (p* + 3pPe + Paw + 011(pq + ¢o) + a02(¢* + @)

For this to be in N, we need asy = 3p and ag; — a11p = 2ag2q. These give p = asg/3
and ¢ = (a1 — a11a20/3)/(2a02). The coefficient of 9, in (15) then becomes the invariant

Lo = a1 — 3(ps +p2) — a114q
= aio — 3((a20/3)x + (a20/3)2) - an(am - a11a20/3)/(2a02)
Similarly, we get the invariant Ip; by taking N to be operators of the form by 0, + boo,

and making (15) an element of this A. This gives us p = ag/3 as before, and ¢ =
(a10 — 3(px + p?))/a11. The coefficient of 9, then becomes the invariant

Ior = a1 — a11p — 2a02q
= ap1 — a11a20/3 — 2ag2(a10 — 3((az0/3)z + (az0/3)%))/an; -
In particular, we have associated representation
L= (8, +p)*+an(0: +p) 0y + q) + a9y + ¢)* + [100s + I010, + b~ (16)

for some p, q,r, by € K.

These are not strictly speaking upward invariants, since [1q also involves ag; and Iy
also involves ajg. However, they can be manipulated to yield two upward invariants. We
have

Iy = (alo - a11a01) - (3((a20/3)x + (a20/3)2) - a11a11a20/(6@02)) and
Iny = (a01 - 2a02a10) - (a11a20/3 - 6a02((a20/3)x + (CL20/3)2))/G11)

Thus (19 + a11101)/(1 — 2a11a02) is an upward invariant for ajg, and (lo; + 2agel10)/(1 —
2a11a02) is an upward invariant for ag;. (We leave the case where (1 — 2aj1a02) = 0 to
the reader.)

To get an upward invariant for agg, we slightly modify C by changing the a1,(9, +
p)(0y + q) term to a11(0; + r)(9y + ¢). This gives that C’ is the class of operators of the
form (0, +p)* + a11 (9, +7)(9y + q) + ap2(9, + q)*. This changes the difference in (15) to
become

(a20 — 3p)0us + (a10 — 3(p2 +p2) —a119)0y + (agr — ayyr — 2a02Q)3y+
ago — (P° + 3pps + Pz + a11(rq + ¢2) + aoa(* + ).

Now we take A to be the set of terms of the form bgy. Then p = ag/3 as before, and
q = (a1p — 3(pz + p?))/ai1 as in the derivation of Ip;. Setting the coefficient of 9, equal
to zero, we get r = (ag; — 2a02q)/ai;. Then

(17)

oo = ago — (p* + 3pps + Puw + a1 (rq + ¢2) + ao2(¢* + ¢2))-
In particular, we have associated representation
L= (0; + )+ a11(8, + )0y + q) + ao2(8y + q)* + Ioo

for some p, q,r, s,t € K, where again p, ¢, r here can be different from p, ¢, r in (12).
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The next example is a simple version of one treated by Mironov in [16] and by Athorne
and Yilmaz in [2]. Consider the operator that is the downward closure of {0.,z,. 4, }
in dimension n. Mironov gets invariants for the case n = 4, while Athorne and Yilmaz
produce invariants for all cases through n = 6.

Example 8. Let n = 3, and call independent variables =, y and z. Suppose L is the
class of operators maximally generated by 7', where

T = {a:vyz} 5

so elements of £ have the form 0., +@1100xy + 101052 + 20110y + 1000z + 0100y + 00105 +

apoo-
Since n = 3 and there are 3 submaximal terms, we have 1 as a maximal invariant, no

extra invariants, and three compatible invariants.
]c:cy = Qo11y — A101x
Iew. = ao112 — a1100
]cyz = G101z — A110y
We take C to be the set of operators of the form (9, + p)(9, + ¢)(0. + r), and get that
L—Cis
(@110 — 1) 0y + (@101 — q)0sz + (@011 — p)Oyz + (a100 — qr — 1y) O+
(aoi0 — pr —12)0y + (agor — Pq — ¢ )0:+ (18)
agoo — (Pgr + rqe + pry + qre + 7ay)
Taking N to be the set of operators of the form b1900, + bo100y + boo10: + booo, We get
P = ao11 q = a101 T = d110-
The coefficients of 0,, 9, and 9, now give us the three upward invariants
Lioo = a100 — a1p1a110 — 110y
Io10 = ap10 — ao11@110 — A1102
Too1 = ago1 — aop11a101 — A1012

These are essentially the same as those in the literature, and they correspond to the
representation
L = L1000z + 10100y + L0010- + booo

for some bggy € K.
To get Iyoo, there are several possibilities for a class of expressions to add to those in

C.
(Op 4+ 8)(Oy + 1) + (0p + $)(0; + u) + (0, +)(0. + u) =
Opy + Opz + Oy + (L +1)0; + (s +u)0y + (s +1)0,+
(st +ty + su+ uy + tu + uy)

would work, but substituting s, ¢ and w into st + ¢, + su + u, + tu + u, could produce
complicated expressions. So we use the following, which avoids products such as st.

(0r 4 8)(0y 4+ q) + (Oy + ) (0> + 1) + (0. +u)(0r +p) =
(sq+ gz +tr+r,+pu+p,)

Note that the order of the factors in the three terms is chosen to produce g,, v, and
p.. The other order would produce s, t, and w,, which would yield more complicated
expressions.
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So we let C’' be the set of operators of the form
(0, + ) (0, + Q)0+ 1) + (B + )0, + @) + (9, +£)(D- +7) + (D + u)(Dy +p)
This gives us that L — C' is
(@110 =7 = 1)0py + (@101 — ¢ — 1)0sz + (@11 —p — 1)0y-+
(@100 — qr — 1y — q — w)0y + (ag1o — pr —ry — 17 — 5)0y+
(aoo1 —pq — Gz —p — )0+
oo — (PGr + 1qe + pry + qre + Toy + ¢+ @ + I+ 1y + pu+p;)

(20)

Letting N/ be the set of operators of the form by, we have
p=am — 1 q=apn —1 r=aio— 1.

Next we get
S=ap—pPr—"Te—T
t=apo1 —Pq— Gz — P
U= a0 —qr —Ty — (g

Substituting these all into the constant term of (20), we get
Tooo = agoo — (pqr+rqm+pry+q7’x+7’xy+sq+qx+tr+ry+pu+pz) ,

which is associated to the representation
L= (0, +p)(0y+q)(0: +7)+ (0p +5)(9y +q) + (9, + 1) (0. + 1) + (9. + ) (9= + p) + Looo

for some p,q,r, s, t,u € K.

Unlike Athorne and Yilmaz’s technique, our method does not naturally produce in-
variants that are symmetric in all variables. Adding I.,. — (1/3)(Zeaz)y — (1/3)(Zeyz)s
Ilgo — ]010 — I()()l —1 and 81mp11fy1ng, we get

aooo — (@100@011 + @o10G101 + Q0010110 — 2A011@101A110 + (Q1102y + Q10122 + Go11y2)/3)

This is essentially the same as the corresponding invariant in [1].

Example 9. As an interesting application, we can also obtain an inductive definition
of upward invariants for the bottom terms of any totally hyperbolic operator as in (8).
We let £,, be the downward closure of 0,4, ., for some n > 2. As noted in [1], the
form of an upward invariant for a given term ¢ only depends on how far it is below the
maximal element of £,,. This is because an upward invariant for ¢ only depends on the
coefficient of ¢ and terms above it, so an upward invariant for any term the same distance
below 0,,4,.., as t is can be obtained by substituting the corresponding coefficients in
an upward invariant for ¢. For example, when n = 2, an upward invariant for agq is

Ino = ago — (@10a01 + Q1044 )
and for any n > 2, upward invariants for terms that are two levels below 0,,,,. ., can be
obtained by substitution in it. For example, when n = 3 we have the invariant
Too1 = apor — (010161011 + a101x1)-

This means that once we have upward invariants for the bottom terms for every n > 2,
we can easily construct a complete set of invariants for any n. So suppose we have some
n > 2 and an upward invariant for the bottom term of L,,,

Ino..0 = ago..0o — I,

where E is an expression in the other coefficients of L,. For clarity, let us denote the
coefficients in £,, using b’s, while still using a’s for the coefficients in L, 1.
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Now we seek an upward invariant for the bottom term in £,,., and accordingly let C
be the class of operators of the form

(az + p)ﬁn - (az +p) (azlacg...:rn + bOll...la'pg:rg...xn st bOO.A.O)v

where we use z to denote z,,1,. We will take N to be the class of all operators in £,
that have a;1. 110 = 1 and all terms involving 9, equal to zero. Note that A is the same as
L,, except that its coefficients have different names. In particular, we have the invariant

IOO...O = bOO...O - F (21)

where E' is an expression in the b, for a an n-long string of 0’s and 1’s that is not all 0’s.
Expanding C, we have that it is
ax1zg...:rnz + bOlL..lamgxg...xnz + ... bOO...Oaz+
POzray.n + (Pbo11..1 + bo11...12) Oy, + - - - (PD00...0 + Doo...02)

Thus to make L — C be in N, we take b, = an; for each n-long string of 0’s and 1’s «
other than 11...11, and we also take p = ay1._110 — 1.
This gives us that N =L — C'is

(22)

Ozr2g..zn + (@011..110 — Pbo11..1 — bo11...12) Opey.oon + - - - (@00...00 — Pboo...o — boo..oz)  (23)

Substituting the coefficients of (23) into (21) gives the desired upward invariant for the
bottom term of £, 1.
For example, when n = 2 we have

Ino = ago — (10001 + @104y )- (24)

To get an invariant for n = 3 from this, we have p = a0 — 1, b;; = a;;1, and a;; =
Q350 — pr — bijz = Q450 — (ano — 1)aij1 — Qj1z- Substltutlng these into (24), we get

Tooo =(ao00 — ((@110 — 1)agor + @oor1z)—
((a100 — (a110 — 1)aior — a1012) (@010 — (@110 — 1)ao1r — ao11-)+ (25)
(a100 - (ano - 1)(1101 - a101z>x1>7

where we are using z for x3.
While this is not a symmetrical expression in the coefficients, this recursive definition
could be of interest.

5. COMPLETE SETS OF LAPLACE INVARIANTS: A CONSTRUCTIVE PROOF

We will be working toward a proof that when £ is maximally generated and approxi-
mately flat, that there is a complete set of invariants for £. Our construction of invariants
will start with the highest degree terms in £, and work down. We will of course include
the maximal invariants in our complete set of invariants /. Next, we have the following.

Definition 7. Let £ be maximally generated, let L and L’ be two arbitrary elements
of L. Assume L' is a gauge transform of L, so L' = e 9Le9 for some g € K. Let
E be some expression in coefficients of L (which may involve algebraic operations and
differentiation), and let E’ be the same expression in the corresponding coefficients in L'.
Then the difference of E, AFE, is given by AE = E' — E.

Theorem 3. Let E and F be expressions as above. Then the following hold.
(1) A(E+ F)=AFE + AF.
(2) A(E,,) = (AE),, for any variable z;.
(3) E is invariant iff AE =0 for all L and L'.
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The proof is straightforward.

In Examples 3 through 7, we produced compatability invariants by solving a system
of equations for the derivatives g,,. We need to carefully examine when this can be
done. With assumptions as in Definition 7, make the additional assumption that £ is
approximately flat. Let s be the number of submaximal terms in £, and let v be one of
the s submaximal vectors. For this v, let T" be the set of i so that v + ¢; is the vector of
a maximal term. In this situation, an easy calculation shows that

Aay =Y (v(i) + Davie, 6o = (O (v(i) + Davie, €) - Vg = ¢(v) - Vg (26)
ieT i€T
Here, Vg = (a1 9o, - - - Gz, ) 18 the vector of partial derivatives of g, - is dot product, and
#(v) denotes the vector (3 ;. (V(i) 4+ 1)ay4e, €;) for this submaximal vector v and its
set T'.

There will be s equations of this form, one for each submaximal vector v. We need a
condition on the set of vectors ¢(v) so that some n of the vectors in the set yield equations
(26) that determine Vg. This condition is obviously that the entire set of the ¢(v) spans
K™

Definition 8. For a maximally generated class L, let S be the set of its submaximal
vectors. For each v € S, let ¢(v) be the vector (3 ;. (V(i) + 1)avie, €;) as above. We
say that L is framed iff {¢(v): v € S} spans K.

Assuming £ is framed, we have a set of n equations of the form Aa, = > ..o (v(i) +
1)ayte; g, that determine all of the derivatives g,, in terms of n of the Aa,. In addition
to these n equations, we have s — n “extra” equations which give other of the Aa, as
linear expressions in the g,, with invariant coefficients.

All of the above equations yield invariants. To simplify notation, we illustrate this by
letting n = 3, calling the three variables z, y and z, letting a, b and ¢ be coefficients of
submaximal terms, and letting o, 5, 7 and ¢ be invariant coefficients. Then from the
n equations that look like g, = aAa + SAD, g, = yAb + 6Ac, and so on, we construct
invariants as follows. Differentiating, and setting compatibility partials equal, we get
equations like (aAa + SAb), = ¢»y = (YAb + 6Ac),. This becomes a,Aa + alAa, +
ByAb+ BAby = 7, Ab+yAb, + 0,Ac + 0Ac,. Which is oy (a’ — a) + a(a;, — ay) + B, (V' —
b) + B(b, — by) = (b —b) + (b, — by) + d.(c" — ¢) + (¢, — c;). Rearranging, we get
aya'+aay,+B, b + B, — (1. +b, +0.¢'+6c),) = ayataay+B8,b+B8b,—(V:b+7by+0.c46cy),
showing that (aya + aa, + B,b+ Bby) — (Vub+ vby + dpc+ 0c,) is an invariant. In general
there are n(n — 1)/2 compatibility invariants that look like this, one for each pair of
variables.

For the s —n “extra” equations which look like aAa + SAb = yAb + dAc, we proceed
as follows. We expand the expressions with A, and get a(a’ —a) + (b — b) = (b —
b) + §(¢ — ¢). Rearranging, aa’ + BV — b — §¢ = aa + b — vb — dc¢, which makes
aa + b — vb — dc invariant.

The above discussion gives us the following.

Theorem 4. If L is mazximally generated, approximately flat, and framed, it has all of
the mazximal, extra and compatibility invariants needed to produce a set of invariants that
1s complete by Theorem 1.

Our next step is to produce a set of upward invariants for all the terms that are not
maximal or submaximal. Our method will be to repeatedly apply Theorem 2. The first
step is to construct a class C so that the unique N produced as in Theorem 2 is in the
class N of operators in £ that have all their coefficients of maximal and submaximal
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terms equal to zero. Our construction will have a distinguished set of submaximal terms,
which need a certain property so that we can use them to build a “framework”.

Definition 9. Let £ be a maximally generated class of operators that is approximately
flat and framed. Then the set S of vectors of submaximal terms of £ is such that
{¢(v): v € S} spans K". This is equivalent to there being an n-element subset {vy, va,...Vv,}
of S where the set {¢(v1), d(va),...d(vy,)} is linearly independent. We call such a set
{v1,va,...v,} of submaximal vectors a framing set for L.

The vast majority of operators in the literature give maximally generated classes that
have framing sets and are thus framed.

Theorem 5. Let L be the class of operators that is generated by a single nonzero term
ay0¥, where v(i) > 0 for all i <n. Then L is framed.

Proof. A framing set consists of the n vectors for submaximal terms {v — e;: i < n},
since we have that each ¢(v — e;) is a nonzero multiple of e;. i

Example 10. Here is an example of a class £ that is not framed. We take n = 2,
write « for z; and y for xo. Then we let £ be maximally generated by {0, 20,,, Oy},
so operators in £ have the form 0., + 20, + 0y + @100, + 0010y + ago. There are two
submaximal vectors, (1,0) and (0,1), and ¢((1,0)) = ¢((0,1)) = (2, 2).

Theorem 6. Let L be mazximally generated, approximately flat, and framed. Let N be
the class of L € L where all the coefficients of mazrimal and submazimal terms of L are
zero. Then there is a class C of operators so that for every L € L there is a unique C € C

so that N =L —C isin N.

Proof. Let M be the set of maximal vectors for £, and let S be the set of submaximal
vectors. Then every vector in S is covered by at least one vector in M, and every vector
in M covers at least one vector in S. (If a vector such as ke; = (k,0,0,...0) is maximal,
it only covers the one submaximal vector (k — 1)e;.)

We will first produce a correspondence between elements of M and subsets of S that
has the properties needed to construct expressions in C. We may assume that the set
of vectors for L contains nonzero multiples of all the e;, since we may simply ignore
variables whose derivative symbols do not appear in £. Since £ is framed, it has a
framing set {vy, va,...v,}. We will use this to define a set of n distinguished parameters,
{c1,¢9,...cn}.

Let S’ be S — {vy,va,...v,}. Now fix some function f: S" — M which takes every
submaximal vector in S’ to a maximal vector that covers it. To each m € M, we associate
the set f~!(m), the preimage of m. Some sets f~!(m) may be empty, but the ones that
are not partition S’.

We will construct the class C as a set of sums of operators, where there will be one
operator for each vector in M. For each m € M, the corresponding operator will have
principal symbol a,0™. This guarantees that for L € £ and C' € C, all operators of
the form N = L — C' will have coefficients of zero in all terms corresponding to maximal
vectors.

For each of the submaximal vectors v;, we will make sure that the operator for each
maximal vector m = v; +e; that covers it has a factor of (d,, + ¢;)™). Looking at some
particular v;, only the operators for maximal vectors m that cover v; will contribute
terms in C corresponding to the vector v;, When m = v; + e;, the term contributed
by the operator for m will be m(j)amc;0% = (v(i) + 1)ayte,c;0¥. To make the term
corresponding to v; zero in L — C, we must have » ;7,1 (V(j) + 1)avie;¢; = ay,, Where
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T'(v;) is the set of j so that v; + e; covers v;. Letting ¢ = (c1,¢o,...¢,), this is the
equation ¢(v;) - ¢ = ay,.

Then to make all the coefficients of all the v; terms zero in L—C', we have ¢(v;)-c = ay,
for all ¢ < n. Since {vy,va,...v,} is a framing set, the n vectors ¢(v;) are linearly
independent, and this system has a unique solution for the ¢;. The values of the ¢; will
be fixed by this, so we may henceforth treat them as constants.

Let M be the set of maximal vectors of £. We will define an operator Fy, for each
m € M, and then define C to be the class of sums of the form ), Fy,. For any given
m € M, Fy, will be obtained by slightly modifying am [[,<,,(0z; + ¢;)™@ . Observe that
the principal symbol of this expression is already a,0™, as desired.

Our goal is to choose C so that all of the submaximal terms of £ will also be removed.
The parameters ¢; let us remove the n submaximal terms with vectors vy, vs,...v,. To
remove the terms with vectors in S” = S — {v1,v9,...v,}, we introduce a parameter py
for each v € S’. This parameter will be placed into the operator Fy,, where m = f(v).
Specifically, we will let j be such that m = v +e;, take am [ [;<,, (9x, + )™, and replace
one factor of (9,,+c¢;) in it by (8, +py). In practice, this will be slightly more complicated
because a given Iy, may have factors (0., + ¢;) replaced for several j at once.

Consider any maximal vector m € M. Let S(m) be the set of indices where we will
replace factors in am [[,<,, (0, +¢;)™, s0 S(m) = {i: m—e; € f~}(m)}. Let up, be the
vector m—> ¢, €;. Finally, let the operator Fin be am Hz’gn(axi—i-ci)“m(i) [ Licsm) (0t
Pm—e; ). 1t has principal symbol a,,0™, as desired. Now we let C be given by

C - Z Fm = Z am H(al'z + Ci)um(i) H (amz +pm—ei> (27)

meM meM i<n 1€5(m)

Given a submaximal vector v, we have two cases. First assume that v = v; for
some ¢. Then v is not in the domain of f, and for any maximal vector m covering v
where m = v + e;, we have i ¢ S(m). So for each of these m we have u,,(i) = m(7),
and Fy = am (0, +¢i)™PG, where 9,, does not appear in G and G has principal symbol
dV—V®ei Then the v term in this Fyy, is amm(i)c;0¥ = (v(i)+1)ayte,c;01, as desired, and
summing these over all maximal vectors m > v = v; gives us the equation ¢(v;)-c = ay,,
which is true by our choice of the c;.

For the second case, assume that v is not one of the v;. If m = v +e; = f(v), then
j € S(m) and Fyy is am(0y,+¢;)V9 (py, +py)G, where 8,, does not appear in G and G has
principal symbol 9¥=V\Wei. So this Fy, has v term am(v(j)c; +py). If m # f(v), then the
calculation in the previous paragraph gives us that the v term in this Fy, is apm(i)c;0Y,
a term that does not contain p,. Summing over all maximal vectors m above v, we get
that the coefficient of the v term in C is am(V(j)c; + pyv) plus an expression in which p,
does not appear. There is a unique choice of p, that makes this equal to a,.

4

The above theorem gives us that all of the coefficients of maximal terms in the unique
N € N are invariants. By the construction in the proof, each of these coefficients depends
only on coefficients of maximal and submaximal terms of £, and is thus an upward
invariant.

Theorem 7. Let L be mazimally generated, framed and approximately flat. Then L has
a complete set of invariants.

Proof. By Theorem 4, £ has enough maximal, extra and compatibility invariants. We
may choose particular extra and compatibility invariants for definiteness. It remains to
produce upward invariants for all terms of £ that are not maximal or submaximal.
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Using the fact that £ is framed and the construction in Theorem 6 there is a class
Cm, containing operators which uniquely determine the parameters {c;, cs, ... ¢, }, where
each ¢; only appears in factors of (9,, + ¢;). Furthermore, the class C,, is such that for
all L € L there is a unique element of C,, so that subtracting it from L makes all of its
maximal and submaximal terms zero.

Let V' be the set of vectors that are not maximal or submaximal. Fix a function f that
takes each vector in V' to a vector that covers it, noting that there are no maximal vectors
in the range of f. For each v € V/, define the operator By to be (0, 4+¢v) [T, (0s; +¢:)V,
where j is such that f(v) = v + e, and ¢y is a free parameter.

The idea is that B, is designed so that having it as a summand of C makes it so that
there is a unique choice of ¢, that makes the v term in N' = £ —C zero. Observe that the
v term of By is ¢,0Y, and that the other terms containing ¢, are all below the v term.
Note also that things are complicated by the fact that the principal symbol of each B,
is OV for some w that covers v in <. To remove the v term from L, we have to add a
term 0% where w > v.

Since £ is maximally generated, we have that it is closed under adding operators of
the form B,, since these are not defined for maximal vectors v.

Now let a vector v be given that is not maximal or submaximal in £. We construct an
upward invariant for it as follows. Let C be the class of all operators produced by adding
an operator of the form )" . By, to an operator in C,,. Let N consist of the operators
in £ that have all of their maximal and submaximal terms zero, and where also all of
their terms with vectors above v are zero. Then v is a maximal vector of A/, and will
be an upward invariant for the v term, provided that there is a unique way to chose the
parameters in C' € C so that L — C is in .

To demonstrate that this choice is unique, we will show how to structure things so
that the value of each parameter is forced. Let W be the set of vectors w where we are
adding the operator By to Cp,, so W = {w € V:w > v}. Let L € L be given, and let
L'=L—% e 0™, Then L is in L.

As in the proof of Theorem 6, we have unique choices of the ¢; and p, appearing in C,,
so that subtracting this element of C,, from L’ makes all of its maximal and submaximal
terms zero. Fix these choices, giving a particular element C,, of C,,, so we have that
L'—Cpn=L—(Cn+ Y wew 0™) has values of zero for all the terms corresponding to
those that are maximal or submaximal in £. Since > 1/ 0f™) agrees with Y wey Bw
on maximal and submaximal terms of £, we also have that L — (C,,, + ., Bw) is zero
on these terms.

We will now pick the values of the parameters ¢y, in the By, being careful about the
order in which we do this. Extend the partial order > to a total order > on vectors in
W, and consider elements of W in decreasing order relative to >. At each step, we will
choose the value of ¢y to make the w term in L — (Cy, + 3., Bw) equal to zero.

Looking at any B = (0, + qw) [[;<,, (0, + i)™V, we see that it contains only the one
undetermined function ¢, since all of the ¢; have already been fixed. We also have that
gw only appears in terms with vectors w and below.

Let w be any element of W, and consider the step in the process where we choose ¢y, .
The w term of L — (C,, + wa Byw) may contain the ¢; and p,, but those are already
fixed. It may also contain ¢y for w' > w, but then w' > w, and ¢, has already been
determined. Since the coefficient of the w term consists of ¢y added to an expression
that does not contain ¢y, there is a unique value of ¢y, that makes this term zero. So our
construction works, and produces an upward invariant for every term that is not maximal
or submaximal.

i<n
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Adding these invariants to the others gives a set of invariants that is complete by
Theorem 1. U
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