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FRET experiments can provide state-specific structural information of complex dynamic

biomolecular assemblies. However, to overcome the sparsity of FRET experiments, they need

to be combined with computer simulations. We introduce a program suite with (i) an

automated design tool for FRET experiments, which determines how many and which FRET

pairs should be used to minimize the uncertainty and maximize the accuracy of an integrative

structure, (ii) an efficient approach for FRET-assisted coarse-grained structural modeling, and

all-atom molecular dynamics simulations-based refinement, and (iii) a quantitative quality

estimate for judging the accuracy of FRET-derived structures as opposed to precision. We

benchmark our tools against simulated and experimental data of proteins with multiple

conformational states and demonstrate an accuracy of ~3 Å RMSDCα against X-ray structures

for sets of 15 to 23 FRET pairs. Free and open-source software for the introduced workflow is

available at https://github.com/Fluorescence-Tools. A web server for FRET-assisted struc-

tural modeling of proteins is available at http://nmsim.de.
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Structures of biomacromolecules and their complexes are
essential to understand the underlying molecular mechan-
isms of the biological processes. Being of key importance for

rational drug design, biological and medical developments,
experimental three-dimensional structures determined by X-ray
crystallography, cryo-electron microscopy, and NMR are
deposited1,2. If biomolecular systems are complex, information
from multiple experimental and computational methods is
combined by integrative modeling (IM) for generating integrative
structure models. In this context, FRET experiments with quan-
titative analysis are increasingly used to provide dynamic infor-
mation on the studied system and to determine integrative
structures3. A prototype archive called PDB-Dev (pdb-dev.
wwpdb.org)4 has been established to collect such integrative
structures.
For certain classes of systems, including multidomain proteins,

biomacromolecular complexes, dynamic systems with unstruc-
tured regions, and systems with lowly populated conformational
states, experimental structure determination is challenging. For
such systems, contemporary computational structure prediction
tools5–9 often yield several competing models, which may con-
tain different domain folds and supertertiary structures, parti-
cularly if template structures of homologous proteins are
incomplete, as is frequently the case for multidomain proteins10.
Quantitative FRET experiments on the single-molecule and
ensemble level became especially popular11–13, because they can
alleviate these difficulties by state-specific structural information
on complex constructs, even for dynamic systems with short-
lived states in the microsecond time scale14–18. To overcome the
issue that FRET data is too sparse to cover all structural
details11,12, FRET experiments need to be complemented with
computer simulations.
Integrative modeling transforms experimental uncertainties to

structural uncertainties. Here, we use the term experimental
uncertainty for the statistical dispersion of measured values,
including random and systematic uncertainties. In a single-
molecule FRET experiment, these contributions correspond to
the photon noise (random) and the intensity calibration of the
detection channels (systematic). We characterize the conforma-
tional variability of FRET-assisted structures by the term uncer-
tainty of the model. We use the term expected uncertainty of the
model for an uncertainty estimated for a structural model based
on the number and average quality of used measurements and the
properties of the underlying computational method. We use the
terms precision for the variability between repeated measure-
ments, and accuracy for the closeness of agreement between a test
result and the accepted reference value, e.g., RMSD of a FRET-
assisted model with respect to the reference crystal structure.
Despite the value of FRET spectroscopy for restrained struc-

tural modeling, a number of issues challenge its practical appli-
cation. In this work, we focus on issues that can be alleviated by
improved algorithmic experiment design and modeling. One
issue is that the planning of FRET experiments, i.e., determining
informative labeling sites, remains to the intuition of the user.
Moreover, it is unclear how many FRET pairs are needed to
achieve the desired uncertainty of the model, and experiments
can be designed suboptimal. Thus, a generally available auto-
mated design of informative FRET experiments, previously sug-
gested16 and described here, will minimize the total experimental
effort by maximizing the information content per measurement.
Another issue is that studied biomolecules are usually labeled

with flexibly coupled dyes in order for the dyes to change their
orientation isotropically within the donor lifetime. Yet, this
complicates the data analysis and the modeling steps, as the
positional distribution of the dyes needs to be considered to
correctly describe the experimental FRET observables12.

However, it is difficult to recover this distribution at a high level
of detail by traditional all-atom molecular dynamics (MD)
simulations using explicit labels19, because sampling of the dye
linker configurations requires simulation times in the order of
microseconds and longer. Moreover, it was shown recently that
labeling positions that exhibit different anisotropy could not be
treated consistently by a dye model that does not correct for the
dye mobility13. Therefore, new dye models must be developed,
which will account for the variable experimentally determined
dye mobility16,20,21.
A further challenge is to establish FRET-guided computer

simulations to refine structures and model conformational tran-
sitions. The implementation of FRET restraints for flexibly teth-
ered dyes is difficult since the long dye linkers act as soft entropic
springs that can absorb the strain of the restraints. Thus, when a
FRET-restraint is applied, it is reflected immediately by a corre-
sponding displacement of the soft dye linker, but barely propa-
gates to the protein backbone. To achieve controlled force
transmission, we use an implicit dye model with a pseudoatom at
the mean position of the dye distribution. In FRET-guided
simulations, the mean position is restrained with respect to the
adjacent protein backbone, and FRET-derived forces are applied
between the mean positions. We refer to this procedure as a
restrained mean position (RMP) approach.
Finally, statistically valid procedures for the quality assess-

ment of FRET-restrained integrative structure models must be
established. So far, the problem of a quantitative accuracy
assessment, as opposed to precision, remains largely unad-
dressed. Such an accuracy estimate is essential for quality con-
trol of integrative/hybrid structure models, including those
deposited to PDB-Dev4. In recent publications of FRET-assisted
structural modeling12,13,22, the FRET restraints were minimized
during the structure generation to obtain structures with
minimal reduced chi-square value χ2r , see Eq. (7). However,
absolute χ2r values were to some extent arbitrary due to the
inaccuracy of the experimental uncertainty estimates and an ill-
defined number of effective fitting parameters used to derive the
structure model. Consequently, the overall quality of the
structure model with respect to the FRET restraints and the
model’s statistical significance remained unclear. Recent
advances in the standardization of FRET experiments in a multi-
laboratory benchmark study23 greatly improved the experi-
mental procedures and optimized error estimation. Unfortu-
nately, determining the effective number of parameters of a
model used to determine a structure is very challenging, and no
general and reliable methods are known to alleviate this issue
directly24,25. Therefore, we suggest a workaround and define a
reliable quality parameter and accuracy estimate for FRET-
assisted structure models based on the cross-validation.
Altogether, we introduce a freely accessible software suite

composed of a set of programs that address all issues mentioned
above. The program suite FRET positioning system (FPS 2.0)
introduces a function for experiment planning with automated
FRET-pair selection and provides improved dye models, in
addition to the previously available calculation of FRET obser-
vables, FRET-restrained rigid-body docking, and screening
(https://github.com/Fluorescence-Tools/Olga). Aiming at the
FRET-assisted refinement of conformers or docked sub-
structures, we developed two approaches that explicitly consider
positional dye distributions and apply FRET restraints to the
biomolecular system via the RMP approach: the command-line
tool FRETrest for FRET-restrained molecular dynamics simu-
lations (https://github.com/Fluorescence-Tools/FRETrest); and
a FRET-guided coarse-grained simulation approach based on
the NMSim geometric conformational sampling software
(http://nmsim.de)26. Finally, we provide a library for coarse-
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grained simulations of fluorescent dyes called LabelLib (https://
github.com/Fluorescence-Tools/LabelLib), which can also be
incorporated in third-party integrative modeling tools. We
demonstrate the usefulness of this suite and validate it on flexible
proteins using interdye distances calculated from simulated typical
single-molecule FRET data of five proteins and experimental
FRET data of lysozyme of the bacteriophage T4 (T4L)27.

Results
Workflow for automated FRET-assisted modeling. We devised
an iterative six step workflow for FRET-assisted modeling and
developed a software suite for all steps (Fig. 1): (step 1) collection
of prior knowledge, (step 2) generation of an initial structural
ensemble, (step 3) automated selection of the most informative
FRET pairs, (step 4) acquisition and analysis of experimental
data, and (step 5) FRET screening based on statistical quality
assessment using the χ2n criterion, see Eq. (8). Depending on the
results of step 5, the conformers can be optimized by FRET-
guided simulations using FRET-guided NMSim and FRETrest
(step 6). The implemented workflow is exemplified for the E. coli
protein YaaA using simulated FRET data (Fig. 2).

Workflow without FRET-guided conformer optimization. In
step 1, prior structural knowledge is gathered, e.g., from struc-
tures in the PDB of other states of a given target, comparative
models, or structure models built with other computational
structure prediction tools5–9 (Fig. 2a). For YaaA, prior knowledge
was taken from the computational structure predictions sub-
mitted to the CASP11 experiment (T806)28 (see the section
“Proteins used in the benchmark”). The diversity of the YaaA
ensemble with respect to the secondary structure, folds, and
conformations is displayed in Fig. 2a. For all other targets of this
benchmark, the seed structures and the “true” target structures

were taken from the PDB (Table 1). Note that the seed and target
structures differ in all cases in their conformational state (see the
section “Proteins used in the benchmark” and Table 1). In step 2,
the structural ensemble of the seed structures is expanded by
conformational sampling to have a more continuous and com-
plete coverage of the conformational space (Fig. 2b). This is
achieved by multiple unrestrained simulations using the struc-
tures obtained in the first step as seeds. Here, we used NMSim to
expand the initial ensemble. NMSim performs normal mode-
based geometric simulations for multiscale modeling of protein
conformational changes26. In step 3, we realize our recent sug-
gestions for an automated design of FRET experiments16. To
optimize FRET experiments, our program suite FPS 2.0 uses a
feature selection algorithm to determine automatically the smal-
lest set of most informative FRET pairs (Supplementary Fig. 1
and Supplementary Table 1), which minimizes the expected
uncertainty of the model for a given initial structural ensemble
(see the section “Workflow: selection of a set of optimal FRET
pairs”). By this procedure, we answer the questions of how many
and which FRET pairs should be measured to resolve uncer-
tainties in a structure of a protein or a complex. The selection
algorithm searches for the FRET pairs that are best aligned to the
directions of potential protein motion, that are least redundant
with respect to each other, and that are expected to produce
distances close to the Förster radius, where the sensitivity of the
measurements is the highest.
Additionally, FPS 2.0 can consider user-specified labeling site

accessibilities, their chemical nature, and influence on the
function and stability as determined from mutation analysis or
sequence coevolution data (see the section “Workflow: selection
of a set of optimal FRET pairs”). The circular plot in Fig. 2c
depicts the location of the FRET pairs suggested for protein YaaA
to interrogate the different folds and conformations of the initial
ensemble. In step 4, FRET data including estimates of experi-
mental uncertainty are acquired. To maximize the significance of
this benchmark, the uncertainty estimates of the simulated
datasets were matched to experimental data measured for T4L23

(Supplementary Table 1).
In step 5, structures in agreement with the FRET observables

are identified. Here, we use FPS 2.0 to score the conformers in a
structural ensemble by their agreement with the FRET obser-
vables. This agreement is often quantified using the reduced chi-
squared χ2r (Eq. (7)). However, for structure models with different
numbers of degrees of freedom, a constant confidence level
corresponds to different values of χ2r , making comparisons
inconvenient (Supplementary Fig. 2). To compare models with
different numbers of degrees of freedom, we intro-
duce χ2n ¼ χ2=χ268% (Eq. (8)) as a quantitative and reliable
accuracy estimate. This way, models of different complexity,
e.g., generated by rigid-body docking and molecular dynamics
simulations, can be compared on one graph, as for any χ2n ¼ 1 the
confidence level is 68%. The absolute measurement of quality χ2n
relies on accurate error estimates and FRET measurements not
previously used in model optimization. Therefore, χ2n corresponds
to cross-validation of the structure model and is similar in spirit
to the Rfree known from X-ray crystallography29.
To calculate χ2n, FPS 2.0 introduces a function that auto-

matically estimates the number of relevant degrees of freedom for
FRET-assisted models. The tool can be applied to an arbitrary
ensemble of structures and provides a convenient interface for
third-party structural modeling tools. Using the quality parameter
χ2n, the FRET data allow us to extract a set of FRET-consistent
models by identifying structures with χ2n values <1.0 (Supple-
mentary Fig. 3). A higher number of measured informative FRET
pairs decreases the model uncertainty, since less diverse structures

Yes

Yes

Yes
No

No

No

Fig. 1 Iterative workflow for automated and optimally FRET-assisted
structural modeling. The workflow covers cases with (left branch) and
without FRET-guided conformer optimization (right branch) and using a χ2n
as a criterion for branching (“Methods”, Eq. (8)).
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Fig. 2 Automated FRET-assisted structure prediction demonstrated on the E. coli protein YaaA. a Collection of structures used as prior knowledge. The
CASP predictions serving as seed structures (red, cyan, blue), and the target crystal structure of YaaA (black, PDB ID: 5CAJ) are shown as cartoon
representations. The conformers differ in their secondary structure and folds (see also c). For clarity, only three out of the ten used seed structures are
shown. b Generation of the initial structural ensemble (gray) by NMSim without FRET information, using the CASP predictions (red, cyan, blue) as seeds.
c Network of FRET pairs used for FRET-guided NMSim (dashed lines) and screening (dashed and solid lines). Secondary structure elements of the three
shown seed structures (red, cyan, blue) and the target (black) are represented by zigzags (α-, 310-, or π-helices), rectangles (β-sheets), and lines (loops). d
Expected uncertainty of the resulting structure, depending on the number of FRET measurements used for modeling. For sparse conformational ensembles
as the CASP ensemble (crosses), the decay is steeper compared to the dense ensembles generated by NMSim (circles). e Impact of the number of FRET
restraints on the uncertainty of the selected ensemble. The χ2n values and RMSD vs. the structure in best agreement with the simulated or experimental
information is shown for the structural ensemble of the CASP targets. The set of the structures with a χ2n lower than 1.0 defines the uncertainty of the FRET-
selected structure. The green and magenta shaded areas correspond to 10 and 5 FRET measurements, respectively. Source data are provided as a Source
Data file.

Table 1 Summary for the proteins used in this benchmark studya.

Protein name PDB ID (seed/
target)

#aa RMSDseed/Å RMSDbest[−Δ, +Δ]/Å #pairs (guiding+
validation)c

Granularity #FRET
pairs

E. coli YaaA protein b/5caj 256 4.7–14.6 2.4 [−0.2, +0.1] 19+ 4 1:11.1
Adenylate kinase 4ake/1ake 214 7.2 2.3 [−0.2, +0.9] 10+ 8 1:11.9
LAO-binding protein 2lao/1lst 238 4.7 2.4 [−0.6, +0.1] 12+ 3 1:15.9
Calmodulin 1cfd/1ckk 148 9.8 2.4 [−0.1, +0.7] 13+ 9 1:6.7
Atlastin-1 4idn/3q5e 409 18.7 2.5 [−0.1, +0.5] 10+ 9 1:21.5
T4 lysozyme (C2→ C1) 3gun/172l 162 4.0 2.8 [−0.1, +0.5] 10+ 10 1:8.1
T4 lysozyme (C1→ C2) 172l/3gun 162 4.0 2.5 [−0.5, +1.0] 10+ 10 1:8.1

#aa stands for the number of amino acids of the protein used in the benchmark study. The root mean square deviation (RMSD) of the seed structure against the target structure is indicated as RMSDseed.
RMSD of the FRET-selected structures against the target structure is indicated as an accuracy measure for the obtained ensembles; RMSDbest represents the deviation from the target structure for the
model with the lowest χ2n ; −Δ and +Δ indicate the range of RMSD values for the FRET-selected structure models within the 1σ confidence interval. All RMSDs are calculated for Cα atoms only. For T4L
(underlined) experimental FRET data were used; for other proteins, the FRET data were simulated. Granularity is defined as the ratio of the number of FRET pairs required to achieve a specified
uncertainty of the model (guiding+ validation) and the number of amino acids in the protein.
aThe starting ensembles, FRET networks, and optimization cycles are summarized for all proteins in Supplementary Fig. 8.
bFor E. coli YaaA protein, 10 seed structures were selected among the predictions submitted for the CASP11 experiment (target T806). This selection differs from the target crystal structure (RMSD of
4.7–14.6 Å) and represents different folds and secondary structures.
cThe number of FRET measurements needed for reliable segregation of models is reported in the #pairs column. Initially predicted FRET pairs are used for guiding, while an extended set of FRET pairs is
used for cross-validation.
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are identified from the ensemble within the confidence level of
68% corresponding to the χ2n<1.0 (Fig. 2e). This decrease of the
model uncertainty agrees with the predictions from the pair
selection algorithm (Fig. 2d). Our estimate of the model
uncertainty is only valid for a concrete initial ensemble, i.e., for
the sparser and smaller initial ensemble from CASP11 (Fig. 2a)
fewer FRET measurements are needed to achieve the desired
expected uncertainty than for the larger and more detailed
ensemble expanded by NMSim (Fig. 2b). A larger initial ensemble
corresponds to a larger space of candidate conformations and,
generally, requires more FRET measurements to achieve the
target model uncertainty. If the diversity within the FRET-
selected ensemble is sufficiently low (e.g., root-mean-square
deviation of any structure pair RMSDij < 3 Å), the workflow is
considered converged (right side of the workflow in Fig. 1). The
heterogeneity of the FRET-selected ensemble represents the
uncertainty of the obtained model (Fig. 2e).

FRET-guided optimization of conformers. In step 6 (left branch
of the workflow in Fig. 1), we optimize the structures if no
conformer with good agreement with the FRET data (χ2n<1) was
found in the initial ensemble (Fig. 3a, black points). We estab-
lished two structural sampling schemes for FRET-guided struc-
tural sampling: FRET-guided normal mode-based geometric
simulations (NMSim)26 (Supplementary Fig. 4), employing a
Metropolis–Hastings Monte Carlo algorithm, and FRET-
restrained molecular dynamics simulations via the tool FRETr-
est (Fig. 3b and Supplementary Fig. 5). In both schemes, we
implemented an implicit coarse-grained dye representation to
model experiment-based interdye distance restraints, rather than
using inaccurate atom–atom distance restraints. In our RMP
approach, FRET restraints are applied to the mean position of the
dye distribution and not to the explicit dye. The pseudoatom that
represents the mean dye position is strongly restrained with
respect to the protein backbone by pseudobonds and cannot
diffuse, such that the force applied to it is transmitted directly to
the backbone. The additional FRET information allows us to
explore areas of the phase space that are difficult to access for

purely computational multiscale simulations, such that novel and
experimentally relevant (super-)tertiary structures can be resolved
(colored populations in Fig. 3a). FRET-guided refinement of
different seed structures yields distinct χ2n levels for the final
structure models (Fig. 3a, c) with more accurate folds indicated by
lower χ2n values. This allows us to detect incorrect folds of seed
conformers (Fig. 2a, c; conformers depicted in red and blue) that
cannot be easily corrected. Note that for this refinement, only
four additional FRET pairs are needed for the conformer depicted
in cyan (NMSim) and cyan–magenta (MD) for reaching a con-
verged χ2n (gray box, Fig. 3c). In turn, if the initial ensemble does
not contain structures with correct secondary structure or fold,
FRET-guided optimization procedures, as used here, will not be
able to find the right structure. Yet, this situation is clearly
detected by χ2n � 1, which indicates that a better initial ensemble
is required.

Benchmarking the methodology. The workflow was bench-
marked on simulated and experimental data. For that, we used an
exemplary set of six proteins (YaaA of E. coli, Adenylate kinase,
LAO-binding protein, Calmodulin, Atlastin-1, and T4 lysozyme),
listed in Table 1, that are diverse in their structures, sizes
(148–409 amino acids), and types of internal interconversion
motions (hinge-bending, shear, and twist), and mode of inter-
action (induced fit or conformational selection30,31, Supplemen-
tary Note 1). Some of these proteins have been used previously to
investigate conformational sampling techniques32–34. For each
protein, detailed structural information on at least one con-
formation is available in the PDB. Here, this conformation is used
as a ‘true’ reference structure for accuracy estimation. For five
proteins, realistic FRET data were simulated16 in that average
interdye distances were calculated from accessible volume (AV)
simulations using the crystal structure of the target state. We
compute the error of the average interdye distance by propagating
the absolute error of the FRET efficiency ΔE= 0.06. This error
value is typical for single-molecule FRET measurements as
determined in a community-wide benchmark study23 (Supple-
mentary Table 1 and Supplementary Note 2). Additionally, for T4

a b c

Fig. 3 FRET-guided modeling of the E. coli protein YaaA. a FRET χ2n values and RMSD against the crystal structure (target) of different conforma-
tions (points). The black points represent models obtained by unrestrained NMSim sampling starting from homology models. Colored points represent
FRET-guided NMSim simulations. The magenta points represent FRET-restrained MD simulations. Guided simulations starting from different homology
models are shown in different colors. The magenta arrow points to the structure with the lowest χ2n. b Attachment (dashed gray) of pseudoatoms (orange
spheres) and application of FRET restraints (pink arrows) in FRET-restrained MD simulations. The accessible volume of a fluorophore is shown as green
surface. c χ2n of the FRET-guided models depending on the number of cross-validation FRET pairs, number of fit parameters is constant (Nfit.param.= 19).
Each curve represents a best conformer generated by FRET-guided NMSim or FRET-restrained MD simulations using different seed structures. χ2n starts to
converge with ~23 selected FRET pairs (four cross-validation FRET pairs), where the curves reach a plateau. The line colors correspond to the color of the
structures in Fig. 2a. Source data are provided as a Source Data file.

NATURE COMMUNICATIONS | https://doi.org/10.1038/s41467-020-19023-1 ARTICLE

NATURE COMMUNICATIONS | (2020)11:5394 | https://doi.org/10.1038/s41467-020-19023-1 | www.nature.com/naturecommunications 5

www.nature.com/naturecommunications
www.nature.com/naturecommunications


lysozyme (T4L), a comprehensive experimental data set was
acquired in solution, which allowed us to resolve two short-
lived (4 µs) conformers referred to as C1 and C227, which were
similar to conformers observed previously by X-ray crystal-
lography. Using simulated and experimental datasets for target
structures in Table 1, we applied our FRET-guided structural
modeling procedure in order to arrive at a target structure model,
starting from the seed conformer corresponding to the other
state. In this benchmark study, we obtained state-specific
ensembles of structure models with an uncertainty of 2–3.5 Å
and accuracy against the target structure between 2 and 3 Å
(Fig. 4, Table 1, and Supplementary Figs. 6, 7) for as few as 15 to
23 FRET measurements. The parsimony in FRET pairs is
attributed to the method for the automatic determination of a set
of optimal FRET pairs (Supplementary Fig. 1). The accuracy of
obtained models and the number of necessary FRET pairs
depends on the structural diversity and accuracy of the initial
ensemble (Fig. 2d). To achieve the same uncertainty of the model,
different numbers of FRET pairs per numbers of residues
(Table 1) were necessary, since the size of structural elements
varies greatly between proteins and models. We designed initial
ensembles in this benchmark to mimic the inaccuracy and con-
formational uncertainty expected from current computational
modeling tools, like those demonstrated in CASP35. These results
illustrate that the predictive power and reliability of χ2n (Supple-
mentary Fig. 7) yields target structures with an observed struc-
tural heterogeneity for protein backbone conformations at room
temperature as found in all-atom MD simulations and NMR
experiments36. The resolution and information content of
experimental FRET studies are sufficient to distinguish between
the known conformers C1 and C2 (Supplementary Fig. 6), which
differ by 4 Å RMSD.

Assessment of the local model accuracy. The resolution of FRET
data, quantified by the uncertainty of interdye distances, can be
as high as close to 1Å. Of utmost importance is to describe the
dye motions accurately to achieve a well-defined dye localization
to draw conclusions on the underlying structural model. Still,
due to the sparse nature of FRET data, a direct conversion of
experimental uncertainties to model uncertainties is not trivial.
By contrast, resolution in X-ray crystallography relates to the
experimental data itself, i.e., resolution of the electron density
map, which is closely related to the uncertainty of the X-ray-
based structural model. Therefore, to assess local model accu-
racy, we provide a toolkit to propagate the uncertainties in FRET
scoring. The number of FRET measurements, required to
achieve a specified uncertainty of a model, depends on the
complexity of this model. For example, if we describe the con-
formation of a protein backbone only by the phi and psi dihe-
dral angles, then the number of fit parameters in such a model is
2 × (NAA− 1)37. At the same time, the number of measured
FRET distances is typically more than an order of magnitude
lower. This disparity is referred to as the sparsity of the FRET
data. However, modern computational methods restrict the
number of fit parameters in the protein model by applying
stereochemical constraints, constraints derived from homology
modeling, and coevolution-based contact predictions, which
reduces the granularity required for a protein model. We
quantify the granularity of a model by the ratio of the number of
FRET pairs required to achieve a specified uncertainty of the
model to the number of amino acids in the protein (Table 1). In
this benchmark, the granularity varies from 1 FRET pair per 6.7
amino acids for the locally flexible calmodulin to one pair
per 21.5 amino acids for atlastin-1, reflecting that atlastin-1
consists of fewer, larger, and less flexible subdomains.

Since individual FRET measurements provide information
specific to the pair of residues being labeled, and typically <30%
of residues are labeled, the accuracy can vary for different parts of
the model. We illustrate the variations of local accuracy for the
protein YaaA (Fig. 5) by calculating the average (Fig. 5a) and
residue-specific (Fig. 5b) local distance difference test (lDDT)
superposition-free similarity scores38 against the crystal structure.
The lDDT score of an atom represents the fraction of conserved
distances to other atoms within the inclusion radius of 15 Å and,
thus, captures secondary structure differences better than RMSD
and does not suffer from alignment-sensitivity (see Supplemen-
tary Note 3). Both lDDT (Fig. 5a) and RMSD (Fig. 3) correlate
very similarly with χ2n.

To demonstrate the effect of the sparsity of FRET data, we
compared global lDDT scores, calculated for all amino acids in
the protein, to the average lDDT scores of amino acids labeled
with donor and acceptor, respectively (lDDTD, lDDTA) (Fig. 5a).
For reference, we also show the spread of lDDT scores caused by
thermal fluctuations, as observed for 500 ns of unrestrained MD
simulations starting from the crystal structure of YaaA (Fig. 5a,
gray points). The FRET-selected conformers have global lDDT
scores of 0.7 ± 0.02 (Fig. 5b, magenta line), whereas structures in
the MD ensemble have global lDDT scores of 0.9 ± 0.02 (Fig. 5b,
cyan line). Hence, the accuracy of FRET-selected conformers is
0.2 lDDT points lower than what is observed purely due to
thermal fluctuations. At least half of this difference can be
attributed to the sparsity of labeling, since lDDT scores of FRET-
labeled residues is 0.77 ± 0.02. The least accurately resolved
residues are positioned in the hydrophobic core of the protein
(residues 109–121) and near it (residues 73–81), as evident from
the solvent-accessible surface area (Fig. 5b, green dotted line).
FRET-guided modeling cannot correct these inaccuracies since
labeling of buried residues is impossible and refolding of the
secondary structure requires extensive all-atom MD simulations.
Lower lDDT values are also noticeable for loop regions (residues
17–25, 138–141, 160–162, 204–206) that are more flexible, as
indicated by the larger spread of the lDDT values in the MD
simulations (Fig. 5b, cyan-shaded area).

Discussion
Using simulated and experimental data, we demonstrate that
accurate, efficient, and largely automated protein structure
determination is possible based on optimally designed FRET
experiments and structural modeling at multiple scales. Our
approach is based on accurate state-specific interdye distance
measurements, typically obtained via intensity-based single-
molecule fluorescence techniques such as dynamic Photon Dis-
tribution Analysis (PDA)39, hidden Markov Modeling40, or
analysis of fluorescence decays obtained from bulk measure-
ments41. Crucially, these methods utilize the Poisson statistics of
single-photon counting, so that quantitative error estimates for
the estimated distances are obtained, which enable the quantita-
tive quality assessment of integrative models. One important
feature of single-molecule fluorescence techniques is their high
time resolution for characterizing short-lived conformations: (i)
intensity-based parameters allow one to quantitatively separate
states that exchange at timescales of 100 microseconds or slower;
and (ii) analysis of fluorescence decays recovers state-specific
distance distributions even for state transitions with sub-
microsecond timescales. Experimentally, the distance is recov-
ered together with the corresponding fractions, which helps to
attribute the distances to individual states with different popu-
lations (fractions).
We extended our FPS toolkit to a FRET suite to cover the

whole procedure from experiment design to the validation of the
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Target structure FRET-best structure FRET-selectred ensemble (χ2
n < 1)

E. coli YaaA protein UPF0246 Adenylate kinase LAO-binding protein

RMSDseed = 4.7, RMSDFRET = 2.2–2.5 Å RMSDseed = 7.2, RMSDFRET = 2.1–3.2 Å RMSDseed = 4.7, RMSDFRET = 1.8–2.4 Å

Calmodulin Atlastin1 T4 lysozyme C2

RMSDseed = 9.8, RMSDFRET = 2.4–3.1 Å RMSDseed = 18.7, RMSDFRET = 2.4–3.0 Å RMSDseed = 4.0, RMSDFRET = 1.0–3.5 Å

Fig. 4 Accuracy and uncertainty of FRET-assisted structure models. Structures obtained by FRET-assisted modeling (magenta) and target X-ray
structures (black) are shown for each of the benchmarked proteins. FRET-selected structures are depicted in transparent magenta as a measure for
uncertainty; a confidence level of 68% is assumed. RMSD of Cα atoms of the seed conformer (RMSDseed) and FRET-selected conformers (RMSDFRET)
against the target crystal structure is shown below the protein name. Networks of FRET pairs and secondary structures of corresponding seed conformers
(cyan) are shown below the selected ensembles.

NATURE COMMUNICATIONS | https://doi.org/10.1038/s41467-020-19023-1 ARTICLE

NATURE COMMUNICATIONS | (2020)11:5394 | https://doi.org/10.1038/s41467-020-19023-1 | www.nature.com/naturecommunications 7

www.nature.com/naturecommunications
www.nature.com/naturecommunications


obtained integrative structure model (Fig. 1). We added three
features crucial for the generation of FRET-derived structural
models of defined quality: (i) planning of experiments, (ii) a
methodology for quality assessment of FRET-assisted structural
models, (iii) model refinement by FRET-guided NMSim and MD
simulations.
(Feature i) Planning of FRET experiments and estimating the

number of the degrees of freedom for a given initial ensemble. We
provide experimentalists with a method and the software to
determine the most informative FRET pairs and estimate the
minimum number of measurements in advance, given the desired
conformational uncertainty and the initial ensemble of models.
For this, we developed a tool to estimate the number of relevant
free parameters in FRET-assisted structure models. This number
is evident from the dependency of the expected uncertainty on
the number of measurements with distinct informative FRET
pairs for a given initial ensemble (Fig. 2d). The number of fit
parameters reflects the flexibility of the structural model and can

be thought of as a quantity proportional to the number of sub-
domains or segments that move with respect to each other. A
common approach for localizing rigid bodies is trilateration,
where three or more distances are measured from each label. This
approach is especially useful if a good initial model is not avail-
able. However, it is not necessarily the most efficient approach in
the case of FRET-assisted hybrid modeling. Our pair selection
algorithm picks the FRET pairs such that all these segments are
covered, aligning the pairs along the directions of motion in the
model and placing the pairs closer to the center of the dynamic
range, so that the experimental uncertainty is minimized.
(Feature ii) Assessing the quality of FRET-assisted structure

models. Proteins typically consist of hundreds of amino acids,
and therefore, detailed structure models can require hundreds
and thousands of free parameters to describe a conformation.
Since FRET data are sparse (typically less than hundred FRET
pairs), overfitting of the structure model to the FRET data is
likely, resulting in multiple solutions with χ2=Nmeasurements � 1
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Fig. 5 Local accuracy and uncertainty of FRET-assisted structure models of the E. coli protein YaaA. a The left panel displays FRET χ2n values and local
distance difference test (lDDT) scores against the crystal structure (target) for different conformations (points). 〈lDDTD, lDDTA〉 stands for the average
over lDDT scores for residues that were in silico labeled by donor (D) and acceptor (A) fluorophores. Black points stand for unrestrained NMSim sampling
starting from homology models. Colored points represent FRET-guided NMSim simulations. Magenta points represent FRET-restrained MD simulations.
Guided simulations stemming from different homology models are shown in different colors. Gray points represent unrestrained MD simulations, started
from the crystal structure of the YaaA protein, for reference. In the right panel, the x axis shows global lDDT scores: average number of conserved
distances in the structure over four tolerance thresholds: 0.5, 1, 2, and 4 Å38. The lDDT scores were computed using only distances between α carbon
atoms. b The magenta line represents ensemble-average lDDT score for FRET-selected conformers (〈lDDTFRET〉). The shaded magenta area represents the
range of lDDT scores in the FRET-selected ensemble (lDDTFRET). The cyan line represents ensemble-average lDDT for conformers from 500 ns of
unrestrained MD simulations started from the crystal structure (〈lDDTXray MD〉), the shaded area indicates the range of lDDT scores in this simulation
(lDDTX-ray MD). The green dotted line shows the solvent-accessible surface area averaged over 500 ns of unrestrained MD simulations and smoothed over
the window of five residues. Secondary structure elements of the crystal structure are shown above the graph. Red vertical lines on top of the secondary
structure information indicate the labeling positions. The putty plot shows the FRET-selected conformer; the color and thickness of the tube represent the
residue-wise lDDT against the crystal structure (black cartoon), red thick regions correspond to less accurately predicted residues. Data are provided in the
Source Data file.
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and undefined χ2r , since Ndof ¼ Nmeasurements � Nfit:param: ≤ 0 (Eq.
(3)). This could result in broad FRET-selected structure ensem-
bles and inaccurate models of uncertain quality (false positives).
A comprehensive integrative structure model must include a
quality estimate, but, as outlined before, an accurate estimate for
the number of fit parameters in FRET-guided structural models is
frequently difficult to obtain. However, if the number of fit
parameters in the FRET-assisted structural model were known, χ2r
or χ2n could be used to evaluate its quality. Cross-validation can be
used as a workaround for this issue, i.e., Nfit:param: stays fixed,
while Nmeasurements increases. However, if the number of inde-
pendent observables is too small, the χ2n criterion is not fully
reliable (see the gray area in Fig. 3c). In this case, additional
measurements should be added until χ2n reaches a plateau. An
estimate on the minimum number of these additional measure-
ments is provided by the analysis of the FRET-guided ensemble
produced at the previous iteration of the workflow (Supplemen-
tary Fig. 7).
(Feature iii) Model refinement. In this study, FRET-guided

simulations are set up such that the secondary structure and the
fold of the optimized conformer are very stable. Under these
conditions, cross-validation allows us to detect wrong folds,
since χ2n does not reach 1 (Fig. 3c). For example, in the case of
YaaA protein, 19 FRET pairs were employed in the first iteration
of the workflow (Fig. 2d). All these pairs were used for FRET-
guided simulations (Ndof= 19− 19= 0), so that for cross-
validation in the second round the number of fit parameters
in the structural model is 19. Thus, four additional independent
measurements are used for the calculation of χ2n in the second
round (Ndof= 23− 19= 4). χ2n then reaches a plateau (Fig. 3c).
In our benchmark study of the other proteins, we demonstrated
that an additional 3–10 FRET pairs were necessary to provide
independent (non-fitted) observables, such that χ2n value can be
calculated and used to distinguish overfitted and inaccurate
structures from the true positive solutions. In summary, cross-
validation allows one to estimate the absolute quality of the
structural model, as opposed to the uncertainty, which is typi-
cally estimated using support plane analysis, bootstrapping, or
other similar statistical methods12.

In this study, we describe several applications of this approach,
where we build FRET-derived structural models. We use simulated
experimental data to demonstrate that the orientation of sub-
domains can be recovered with an accuracy of 2–3 Å, using FRET-
guided structural modeling with NMSim, given a conformation
with correct secondary structure and fold in the initial structural
ensemble (Table 1 and Fig. 4). Our approach to integrative mod-
eling relies on the FRET data for information on the mutual
orientation of subdomains and for validation of obtained structures,
and uses computational modeling to fill in more detail, such as
detailed secondary structure composition or side-chain orientations.
Based on experimental data, we successfully recover conformations
for two short-lived states of T4 lysozyme, which exchange at 4 μs27.
This approach can also be used to provide structural information
on transient states of biomolecules, which is often difficult to obtain
by traditional methods, so that dynamic structural biology becomes
feasible even for short-lived states42. We deposited the obtained
structural and kinetic models to the archiving system for structure
models obtained through integrative/hybrid methods, PDB-dev43

(PDB-dev ID: PDBDEV_00000044). We also demonstrate the
successful refinement of a structure model by FRET-restrained all-
atom molecular dynamics simulations using the RMP approach.
The workflow can be applied to all biomacromolecules and

biomacromolecular assemblies, including soluble and membrane
proteins, as well as nucleic acids. The programs for structural
modeling in the suite can be applied to structured biomolecules
and to biomolecules with disordered regions. However, structural

analysis of disordered regions is fundamentally challenging, yet
several experimental approaches were proven fruitful, with FRET
being among the most effective tools for mapping disordered
systems44–46. Rapid fluctuations of disordered systems cause
signal averaging, mandating non-trivial modeling, possibly using
special force fields47–49 or other approaches.

We demonstrated that FRET measurements detect changes
in interdye distance caused by the packing of subdomains or
their mutual reorientation (Fig. 5). Our approach to FRET-
assisted modeling performs best when a structural model with a
limited number of subdomains or segments is available, such
that the total number of fit parameters in the structural model is
less than the number of feasible FRET measurements. Sec-
ondary structure can be sensed by FRET indirectly if it affects
the packing of subdomains. However, positions of fluorescent
labels are almost unaffected by side-chain motions, or changes
in the unlabeled interior of the protein, if they are not mani-
fested by corresponding movements of surface residues. Com-
plementarily, additional fluorescence information could be
harvested for structural modeling from the quenching effects
of buried fluorophores. For instance, FRET could be nicely
combined with quenching studies by photoinduced electron
transfer (PET41,50,51) to inform structural modeling on short
distances.
In our view, the obtained results provide a major step ahead for

quantitative FRET-assisted structural modeling. Altogether, these
advances pave the way for convenient usage of FRET measure-
ments in data-assisted computational modeling challenges within
CASP and CAPRI35. The presented experiment design and
modeling approach is independent of details on how structures
are scored by experimental information. Thus, it is transferable to
other techniques that inform on distances and use probes intro-
duced at specific sites such as EPR52, paramagnetic relaxation
enhancement NMR53, and vibrational spectroscopy54 and will
benefit from future improvements in the analysis of primary
fluorescence data. Current FRET structures are based on experi-
mentally derived distances, and corresponding uncertainty esti-
mates, even though the primary data contains more information.
However, due to the diverse types of fluorescence experiments, a
scoring of structures directly by the primary experimental data is
difficult and generally requires spectroscopic expertise. Currently,
the FRET community (http://fret.community) starts initiatives to
agree on data exchange formats, documentation of experiments,
and analysis procedures. This will enable automated data-
processing pipelines that can tightly couple primary data to
structural modeling41,50,51. The complexity arising from different
experiments could be mitigated by Bayesian hierarchical data-
processing frameworks that abstract experimental data and pro-
pagate information and uncertainties to enable structural mod-
eling at higher precision and accuracy.

Methods
Proteins used in the benchmark. Six proteins were selected as targets to assess the
performance of our FRET-assisted modeling approach: LAO-binding protein,
adenylate kinase, calmodulin, atlastin-1, E. coli YaaA protein, and T4 lysozyme.

For the first four proteins55–63, at least two crystal structures are known. One
crystal structure was considered the target structure; the other structure(s) of a
different conformational state(s) was(were) used as prior knowledge (Table 1). The
E. coli YaaA protein was a target (T806, PDB ID 5caj) of the CASP11 experiment28.
For YaaA, ten homology models of the CASP11 participants were used as prior
information. The ten seed structures were selected from a pool of 639 complete
protein models submitted to the CASP11 experiment by, first, removing structures
that are similar to the target (Cα atom RMSD <4.6 Å). Next, the remaining 589
models were clustered using hierarchical agglomerative clustering64 into 100
groups by their secondary structure. From the resulting 100 cluster representatives,
10 structures were manually selected, such that they represent different tertiary
structures and different RMSDs (Cα atoms) with respect to the target (4.6 ≤
RMSD ≤ 14.6 Å). The structures of following CASP model IDs were used as the
source of prior knowledge (seed conformers): Tc806TS041_1, Tc806TS065_1,
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Tc806TS276_1, Tc806TS345_1, Tc806TS357_1, Tc806TS420_1, Tc806TS428_1,
Tp806TS065_1, Ts806TS065_1, Ts806TS276_1.

Theory: quality metric to evaluate the information content of sets of FRET
pairs. To assess how well a certain set of DA pairs helps to resolve a protein
structure, we introduce the quality parameter 〈〈RMSD#conf〉#ref〉, or short
〈〈RMSD〉〉, as a measure to estimate for the expected uncertainty of the model
(Supplementary Fig. 9).

Conceptually, to compute 〈〈RMSD〉〉, we first take an arbitrary reference model
from the pool of structure models and assume that it corresponds to the “true”
structure of the molecule in the experiment. For this reference, a full set of FRET
observables is computed. Next, the FRET observables are simulated for all
conformers in the pool of structures and compared against the reference set of
simulated observables. The simulated observables of the structures are compared to
the reference using a χ2 test with corresponding P values to yield a conformational
uncertainty 〈RMSD#conf〉 for this reference. This procedure is repeated for all
structures from the pool of structures, and the average over all 〈RMSD#conf〉 is
calculated to yield 〈〈RMSD#conf〉#ref〉 (Supplementary Fig. 9).

In practice, for a given set of N structures, 〈〈RMSD〉〉 is calculated in three steps
(Supplementary Fig. 9): in the first step, pairwise RMSDs are computed for all
combination of structures.

RMSD ¼ RMSDconf ;ref ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
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Above, ref stands for the reference conformer, conf for the tested conformer,
rx;at
�! is the position of an atom in space, Natoms is the number of atoms in the
protein. Computing all pairwise RMSDs results in a N ×N matrix, where the
components of the matrix are the RMSDs. At this step, we only considered Cα

atoms and computed the RMSDs using the Pteros software library65.
As the second step, a N ×N matrix of P values is calculated for the same pairs of

structures. The P values in this matrix correspond to the probability that for a given
conformer, the deviation from the experimental FRET distances could be higher
than they are (by chance). To compute the P values, first, a weighted sum of
squared deviations, χ2, is calculated. χ2 is calculated using the set of FRET distances

determined by simulations on the reference structure, fRðiÞ
ref j1≤ i≤Nmeasurementsg

and a set of distances determined by simulations on the tested conformer,

fRðiÞ
conf j1≤ i≤Nmeasurementsg with associated estimated uncertainties, ΔRref, of the

reference structure. To compute the set of P values that are later used to calculate
the 〈〈RMSD〉〉, we start by calculating the pairwise values χ2conf ;ref to later test
whether the structure of a conformer can be distinguished from the reference
structure. χ2conf ;ref is computed by:

χ2 ¼ χ2conf ;ref ¼
X

Nmeasurements

i¼1

RðiÞ
conf � RðiÞ

ref

ΔRðiÞ
ref

 !2

; ð2Þ

where RðiÞ
conf is the FRET distance determined for the FRET pair i on a

conformational model conf, RðiÞ
ref is the corresponding distance in the reference

conformer, and ΔRðiÞ
ref is the expected experimental error. The number of FRET

measurements, Nmeasurements, and the number of independent relevant coordinates
(parameters), Nfit.param, determine the number of degrees of freedom, Ndof:

Ndof ¼ Nmeasurements � Nfit:param: : ð3Þ
See also section “Estimation of the complexity of the structure model”, for a

detailed discussion. For every conformer pair, we calculate a P value or a
probability that a sample χ2 will be larger than χ2conf ;ref :

pconf ;ref ¼ pðχ2conf ;ref ;Ndof Þ ¼
Z

þ1

χ2conf ;ref

fNdof
χ2
� �

dχ2: ð4Þ

fNdof
χ2ð Þ denotes the chi-squared distribution:

fNdof
χ2
� � ¼ 1

2Ndof =2ΓðNdof =2Þ
ðχ2ÞNdof =2�1e�χ2=2: ð5Þ

Γ is the Gamma function.
As the third and last step, 〈〈RMSD〉〉 is computed as a weighted average over

the RMSD matrix using the respective P values as weights. 〈〈RMSD〉〉 is a double
average over all reference conformers as well as all conformers being tested:

RMSDh ih i ¼ 1
Nconf

X

Nconf

ref¼1

PNconf
conf¼1 pconf ;ref RMSDconf ;ref
PNconf

conf¼1 pconf ;ref
: ð6Þ

FRET screening. To assess how well a given structure model or structural
ensemble agrees with FRET experiments, we calculate the χ2 value for each
structure in the ensemble. To do that, we need to estimate FRET observables
corresponding to the specified conformer. We achieve this by simulating the AV of

the fluorophore attached to a protein by a flexible linker12 (see Supplementary
Note 2).

Often, the reduced chi-squared χ2r , also known as chi-squared per degree of
freedom, is used to compare different conformers from the same model and as an
absolute quality parameter:

χ2r ¼ χ2=Ndof : ð7Þ
However, when models with a different small number of degrees of freedom

Ndof (e.g., due to different flexibility) are compared, a constant confidence level
corresponds to different values of χ2r (Supplementary Fig. 2). Therefore, the use of
χ2r for comparing models with different Ndof is inconvenient. To overcome this, we
introduce an alternative metric, the normalized chi-squared χ2n;68% , which equals to
1 for P= 1− 68% (one sigma) by definition, independent of the Ndof value (Eq. (8),
Supplementary Fig. 2). χ2n behaves similarly to χ2r , and, in addition, allows to
compare several models with a different number of degrees of freedom.
Alternatively, a P value can be used directly for this purpose.

χ2n ¼ χ2n;68% � χ2=Inv:χ2ðP ¼ 1� 0:68;Ndof Þ; ð8Þ
where

Inv:χ2 P;Ndofð Þ ¼ 2�Ndof =2

ΓðNdof=2Þ
P�Ndof =2�1e�1=ð2PÞ ð9Þ

is the inverse chi-squared distribution. To visualize the uncertainty of the generated
structural models, we display conformations ensembles on two-dimensional plots
(Supplementary Fig. 3).

Given an ensemble of structure models, χ2n can be calculated for each
conformer. Structures that show better agreement with FRET data have lower χ2n . If
the FRET-selected ensemble (χ2n<1) is too diverse (e.g., RMSD > 3 Å), extra FRET
pairs can be selected and measured to improve the conformational uncertainty (see

below). In this benchmark, reference FRET data (RðiÞ
ref ;ΔR

ðiÞ
ref ) were determined from

the experiment for T4 lysozyme and simulated for other benchmarked proteins
using the “true” crystal structure conformations16. Structures of T4 lysozyme and
its homologs from the PDB were screened against the experimental datasets C1 and
C2 in order to select reference conformations for each state (Supplementary Fig. 6).
As a result, PDB ID 172L appears to correspond to C1, and PDB ID 3GUN was
selected for C2.

Workflow: selection of a set of optimal FRET pairs. To maximize the precision
of FRET-assisted protein structure determination with a limited number of dis-
tance measurements, we developed a method for automated determination of the
most informative labeling sites and donor–acceptor (DA) pairs. We define a set of
pairs to be the most informative if it leads to the lowest expected model uncer-
tainty, i.e., the lowest possible 〈〈RMSD〉〉 (Eq. (6)), of a structure model. To find
such an optimal set, we compare three different feature selection algorithms
(Supplementary Fig. 10): greedy forward selection (Supplementary Note 4), greedy
backward elimination (Supplementary Note 5), and an algorithm based on mutual
information and inspired by a minimum redundancy maximum relevance
(mRMR) algorithm66 (Supplementary Note 6).

FRET pairs are selected among the full set of all possible pairwise combinations
of available labeling sites. Labeling sites can be excluded from calculations based on
additional prior information provided by the user, e.g., accessibility, chemical
nature and influence on function and stability as determined from mutation
analysis or sequence coevolution data. For the proof-of-principle study with the
simulated data, we assume that these effects are negligible. However, considering
the experimental datasets of T4L, care was taken to avoid these problems. For T4L,
automated FRET-pair selection was performed from only 33 FRET pairs as
opposed to theoretically possible 1622/2 residue-residue combinations, because
these 33 pairs were earlier chosen by authors for a functional study of T4L27 (see
the section “T4L: T4 lysozyme site-specific mutation, purification, and labeling“).
Despite this low number of available FRET pairs to choose from, only a minor
decrease in expected model uncertainty was observed as compared to other
proteins (Supplementary Fig. 7), since the 33 pairs were not randomly selected, but
handpicked as potentially informative.

In greedy forward feature selection (Supplementary Fig. 1 and Supplementary
Note 4), in the first iteration, 〈〈RMSD〉〉 is calculated for each possible DA pair,
and that pair is selected for the DA set that yields the minimal 〈〈RMSD〉〉. In the
next iterations, DA pairs remaining from the previous iteration are probed against
the DA set to determine which one leads to the largest decrease in 〈〈RMSD〉〉; that
DA pair is then added to the DA set. The algorithm stops when the desired
〈〈RMSD〉〉 is reached. Therefore, for conformational ensembles
<100,000 structures, the current implementation converges in less than a day on a
4-core desktop computer.

In greedy backward elimination, in the first iteration, 〈〈RMSD〉〉 is calculated
for DA sets containing all possible DA pairs but one. That pair is eliminated for
which the remaining DA set yielded the smallest 〈〈RMSD〉〉; the remaining DA set
is narrowed further in an iterative manner (Supplementary Note 5). The algorithm
needs to run as many iterations as there are DA pairs available and is therefore
slower than the greedy selection algorithm. One run of this algorithm for an
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ensemble of <10,000 conformers completes in about one day on a 4-core desktop
computer in the current implementation.

In the mutual information-based DA-pair selection algorithm, Shannon
conditional entropies are calculated for all pairwise combinations of DA pairs. In
the first iteration, the DA pair with the highest Shannon entropy is selected. In the
next iterations, the DA pair with the highest minimum Shannon conditional
entropy with respect to the previous DA pairs is selected (Supplementary Note 6).
That way, the DA pair providing the highest amount of new information not
provided by the previously selected DA pairs is selected, similar to mRMR66. One
run of this algorithm for an ensemble of <100,000 conformers completes in about
one day on a 4-core desktop computer in the current implementation.

The greedy pair selection algorithm (Supplementary Note 4) shows the lowest
〈〈RMSD〉〉 at a low number of measurements (Nmeas. ≲5); however, five pairs is
rarely enough to achieve 〈〈RMSD〉〉 of less than 3 Å. The greedy pair elimination
algorithm (Supplementary Note 5) yields the lowest 〈〈RMSD〉〉 except for a low
number of measurements (Nmeas. ≲ 5); however, this algorithm is also the most
computationally demanding. The mutual information-based pair selection
algorithm (Supplementary Note 6) shows an intermediate behavior between the
greedy pair selection and elimination algorithms, and it is an order of magnitude
less computationally demanding than the greedy pair elimination algorithm. We
use the greedy selection algorithm if the user requests less than six pairs; otherwise,
mutual information-based selection is applied. The user can choose to use a greedy
elimination algorithm, which is only advisable if the number of conformers in the
ensemble is less than 10,000.

Theory: estimation of the complexity of the structure model. Estimation of
complexity for a structure model that is used in integrative protein structure
determination is essential for quantitative accuracy assessment and automated
experiment design. We quantify the complexity of a structure model by the number
of relevant independent parameters (coordinates, Nfit.param.) needed to describe the
corresponding conformational ensemble to a given uncertainty 〈〈RMSD〉〉. If the
structure model is simple, Nfit:param: can be calculated analytically, for example, for
a rigid-body model, Nfit.param.= (Nbodies− 1) × 6−Nbonds, where Nbonds is the
number of hard bonds between the rigid bodies in the model. For non-rigid-body
models, obtained from other computational tools, an analytical expression for Nfit.

param. is usually unavailable24,25. Examples of such tools are numerous: molecular
dynamics simulations (all-atom or coarse-grained), normal mode-based models,
homology models, elastic network models, and others. The effect of non-zero Nfit.

param. is evident when experimental and model distances are compared. Normally,
one expects that ~32% of model distances deviate by more than one sigma from the
experimental value, which is not the case for FRET-restrained models (Supple-
mentary Fig. 11).

We thus introduce a heuristic approach for automated Nfit.param. determination,
which requires as an input only the user-provided conformational ensemble.
Initially, to obtain an Nfit.param. estimate, we start by assuming Nfit.param.,0= 0, and
determine a set of DA pairs needed to describe the conformations within an
ensemble with a desired uncertainty 〈〈RMSD〉〉 employing our DA-pair selection
algorithm. Each DA pair can be seen as a coordinate, and the number of DA pairs
corresponds to our definition of Nfit.param.. Second, we use the number of FRET
pairs as predicted by the algorithm at the first stage as the true Nfit:param: and re-run
the pair selection to obtain an estimate for the number of measurements needed for
FRET-assisted structure determination, including cross-validation. Thereby, the
number of required measurements is always larger than the model’s complexity
(Nfit.param.), reflecting that statistical significance can only be properly assigned to
an overdetermined model (Ndof >0, see Eq. (3)).

For a FRET-restrained structure model (e.g., generated by FRET-guided
NMSim or FRET-restrained MD simulations, see below), the same procedure can
be used. Presuming that the explored degrees of freedom in the FRET-restrained
model cover all FRET restraints, one can conservatively assume Nfit.param. ≥
NFRET restraints. If the structure model itself has more fit parameters than there are
measurements, these excessive parameters are also fitted (overfitted), but assigned
random values. As a workaround, we use additional measurements to verify the
overfitted model by cross-validation. In this study, we use Nfit.param.=
NFRET restraints as a complexity estimate for all FRET-restrained models. Hence,
FRET-guided structural sampling must be followed by an additional round of pair
selection, so that more FRET pairs are measured for cross-validation.

Overall, these approximations apparently lead to good Nfit.param. estimates, and
further independent measurements do not change χ2n significantly (Fig. 3c).
Reliability of Nfit.param. estimates is also evident from the correlation between χ2n
and accuracy against the target structure (Supplementary Fig. 7).

Modeling: unbiased conformation sampling by NMSim. Structural ensembles
unbiased by experimental FRET data were generated by the NMSim software26.
Ten independent and unbiased NMSim simulations generating 10,000 conforma-
tions each were performed, starting from the initial structure and using default
parameters for the sampling of large-scale motions. These trajectories are clustered
and serve as initial candidates. NMSim is a normal mode-based geometric simu-
lation approach for multiscale modeling of protein conformational changes that
incorporate information about preferred directions of protein motions into a

geometric simulation algorithm. NMSim follows a three-step protocol: in the first
step, the protein structure is coarse-grained by the software FIRST67 into rigid parts
connected by flexible links68. In the second step, low-frequency normal modes are
computed by rigid cluster normal mode analysis (RCNMA)33. In the third step, a
linear combination of the first ten normal modes was used to bias backbone
motions along the low-frequency normal modes, while the side-chain motions were
biased toward favored rotamer states. A detailed list of used simulation parameters
is given in the Supplementary Note 7.

Modeling: FRET-guided NMSim. To improve the sampling of the conformational
space in regions most relevant according to the experiment, we extended the
NMSim approach by a Markov Chain Monte Carlo step to prioritize conforma-
tions lying in such regions (Supplementary Fig. 4). In every NMSim iteration, the
generated conformation is scored with respect to its agreement with experimental
data using the χ2n metric. Then, according to the Metropolis–Hastings approach,

Paccept ¼ exp
χ2n;previous � χ2n;current

kT

 !

ð10Þ

is computed, and the conformation is accepted and used in the next NMSim
iteration if P is larger than a uniformly distributed random number sampled from
the range [0, 1]; else, the conformation is discarded, and the previous one is used in
the next NMSim iteration. As a result, conformations are generated that are both
stereochemically plausible and agree with experimental data. To improve the
sampling and enable the exploration of multiple local minima, an annealing pro-
cedure is applied in which kT is varied from almost 0 to 1 units of χ2n and back to 0
(see Supplementary Note 7). A single FRET-guided NMSim simulation contains
two such annealing cycles. If models with good FRET agreement (χ2n ! 1) cannot
be obtained from FRET-guided simulations, alternative seed structures should be
considered.

Several models with different levels of detail are available in the FRET suite to
describe the dye in coarse-grained simulations. Besides the standard AV model69,
we implemented two more detailed dye models: (i) accessible and contact volume
(ACV) model16,70, and (ii) the FP model where a fluorescent protein is fused to the
studied protein by a flexible peptide linker21. In the ACV model, the occupancy of
the layer near the protein surface is calibrated from time-resolved fluorescence
anisotropy measurements, reflecting the sticking of the fluorophore and the
corresponding increase in residual anisotropy. The FP model accounts for the
distribution of the end-to-end distance of a flexible polypeptide chain, calibrated by
the experimental data and the steric exclusion effects of a big dye, like green
fluorescent protein or similar.

Modeling: FRET-restrained MD simulations. To reconstruct structures to max-
imum detail, we developed a procedure to incorporate FRET restraints in atomistic
molecular dynamics (MD) simulations applying an implicit dye representation
(Supplementary Fig. 5). Integration of MD simulations into a FRET-assisted hybrid
modeling workflow is especially useful because it allows to recover fine-grained
structural detail, which would be otherwise missing from models based on sparse
experimental data. These details include, but are not limited to, secondary structure
information, side-chain orientations, and fulfillment of steric restrictions.

It was previously demonstrated, how information from FRET measurements
can be incorporated directly in MD simulations, by applying FRET restraints
between explicit flexibly tethered dyes13,71. In our approach, FRET restraints are
applied to the mean dye position, as opposed to the explicit dye. Unlike the
immediate position of a fluorophore, its mean position with respect to the local
backbone does not change as easily. When FRET restraints are applied to explicitly
modeled fluorophores directly, the flexible dye linker becomes a soft entropic
spring72 and absorbs most of the strain. In our method, we partially mitigate
complications of explicit dye simulations, such as potential inaccuracies of dye
force field parametrizations and large convergence times (>100 ns41) of
fluorophore diffusion. Finally, FRET observables determined in experiment have a
statistical nature: they represent state-specific ensemble averages and underlying
distributions, rather than immediate quantities. Therefore, application of
“statistical” FRET restraints to pseudoatoms that are constructed to mimic
statistically averaged fluorophore positions is more straightforward and effective.
The statistical representation of dyes by pseudoatoms in a rigid-body docking
approach was successfully used by Brunger and coworkers and us12,73. However, to
our knowledge, it was not demonstrated for all-atom MD simulations.

To generate the restraints, first AV calculations are performed for each labeling
position. Second, pseudoatoms are positioned at the mean position of every AV.
These pseudoatoms do not interact with protein or solvent atoms. To keep the
pseudoatoms in their initial positions relative to the corresponding part of the
backbone, harmonic restraints are used: pseudobonds are created between the
pseudoatom and Cα and Cβ atoms of amino acids up to two residues toward the C-
or N-termini of the protein from the amino acid, where the fluorophore linker is
attached. Thus, each pseudoatom is anchored to ten nearby backbone atoms. The
positions of pseudoatoms, the anchoring bonds, and FRET restraints are
recalculated every 2 ns during the simulation to account for changes in local
structure.
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To mimic the measured FRET distances, pseudoatoms are restrained with
respect to each other using harmonic-linear restraints. If the distance between
pseudoatoms corresponds exactly to the measured donor–acceptor distance, no
additional force is applied to pseudoatoms. To prevent unphysical unfolding of the
protein, the FRET-restraint force is capped at an empirically determined value
Fmax= 50 pN, which is reached when the bond length (RDA) is more than one
standard error (Rexp) away from the optimum (Rexp, Supplementary Fig. 5d). The
error for each FRET distance is determined from experimental data. Force
constants for each FRET-restraint are tuned such that for every pseudoatom the
magnitude of the total FRET-restraints vector is ≤Fmax, resulting in force constants
for FRET restraints in the range from 0.7 to 14 pN/Å, depending on their
collinearity. Force constants of the pseudobonds that attach pseudoatoms to their
local backbone atoms are set ten times higher than those for FRET restraints. FRET
restraints are implemented using the AMBER interface for NMR restraints
(“DISANG” file).

The AMER16 suite of molecular simulation codes74 was used to perform MD
simulations. All co-crystallized waters and ligands were removed from the crystal
structures. Hydrogen atoms were removed and re-added by tleap75 from the
AMBER Tools suite. The TIP3P explicit water model76 was used to solvate proteins
in a periodic truncated octahedral box with at least 12 Å of solvent in every
direction from the protein surface. Sodium and chloride counter ions were added
to neutralize the systems. MD simulations were performed with the ff14SB force
field77 using the GPU version of pmemd78. The SHAKE algorithm79 was used to
constrain bond lengths of hydrogen atoms. Long-range electrostatic interactions
were evaluated using the particle mesh Ewald method80. Hydrogen mass
repartitioning81 and a time step of 4 fs were used. A five-stage equilibration
procedure was pursued: First, 100 steps of steepest descent and 400 steps of
conjugate gradient minimization were performed, while solute atoms were
restrained to their initial positions by harmonic restraints with force constants of 5
kcal mol−1 Å−2. Second, the temperature of the system was raised from 100 K to
300 K in 50 ps of NVT-MD simulations. Third, 150 ps of NPT-MD simulations
were performed to adjust the system density. Finally, the force constants of
harmonic restraints were gradually reduced to zero during 2 ns of NVT-MD
simulations. Production NVT-MD simulations were carried out at 300 K, using the
Berendsen thermostat82 and a coupling constant of 0.5 ps. Three independent
replicas of MD simulations (1 μs per simulation) were performed for each system
using different random number generator seeds to assign initial velocities.

T4L: T4 Lysozyme site-specific mutation, purification and labeling. T4L site-
directed mutagenesis was performed on the cysteine-less pseudo-wild-type enco-
ded backbone using the pET11a (Life Technologies, Corp) vector using standard
methods83–85. A list of primer used for mutagenesis is provided in Supplementary
Table 2. For protein expression and purification, the plasmid containing T4L
desired mutations (an unnatural amino acid –p-acetyl-L-phenylalanine or pAcPhe,
in the N-terminal subdomain (NTsD) and the replacement to a Cys in the C-
terminal subdomain (CTsD)) was co-transformed with pEVOL84 into BL21(DE3)
E. coli strains (Life Technologies Corp.). Transformed E. coli were plated onto LB-
agar plates supplemented with ampicillin and chloramphenicol for single-colony
selection. For each variant, a single colony was inoculated into 100 mL of LB with
antibiotics and grown overnight at 37 °C in a shaking incubator, followed by
inoculation of a 1 L of LB medium supplemented with the respective antibiotics
and 0.4 g/L of pAcPhe (SynChem) with 50 mL of the overnight culture. The culture
was grown at 37 °C until an OD600 of 0.5 was achieved. The protein production
was induced for 6 h by addition of 1 mM IPTG and 4 g/L of arabinose. Harvested
cells were lysed in 50 mM HEPES, 1 mM EDTA, and 5 mM DTT pH 7.5 and
purified using a monoS 5/5 column (GE Healthcare) with an eluting gradient from
0 to 1M NaCl according to standard procedures. High-molecular-weight impu-
rities were removed by passing the eluted protein through a 30-kDa Amicon
concentrator (Millipore), followed by subsequent concentration and buffer
exchange to 50 mM PB, 150 mM NaCl pH 7.5 of the protein flow through with a
10-kDa Amicon concentrator.

Site-specific labeling of T4L was accomplished using orthogonal chemistry
following manufacturer suggestion. For labeling, the Keto functional group of
pAcPhe at the NTsD, the Alexa 488 with hydroxylamine linker chemistry was used
(Life Technologies Corp.). Cysteine sites were labeled via a thiol reaction with
maleimide linkers of Alexa-647. FRET or DA variants were labeled sequentially—
first thiol and second the keto handle85. A proper donor-only reference sample was
only kept before proceeding with the acceptor labeling. The selected FRET pair has
a Förster distance R0 of 52 Å.

T4L: FRET experiments and analysis. To resolve the conformational hetero-
geneity of T4L, donor-only and FRET-labeled T4L variants were studied by time-
resolved fluorescence spectroscopy using Time Correlated Single Photon Counting
(TCSPC) and single-molecules studies with confocal multi-parameter fluorescence
detection.

Donor-only and FRET-labeled T4L variants were measured by TCSPC using
either an IBH-5000U (IBH, Scotland) or a Fluotime200 (Picoquant, Germany)
system. The excitation source of the IBH machine was a 470-nm diode laser (LDH-
P-C470, Picoquant, Germany) operating at 10MHz for donor excitation and a 635
nm (LDH-P-C635, Picoquant, Germany) for acceptor excitation. The excitation

and emission slits were set to 2 nm and 16 nm, respectively. The excitation source
of the Fluotime200 system was a white light laser (SuperK extreme, NKT
Photonics, Denmark) operating at 20MHz for both donor (485 nm) and acceptor
(635 nm) excitation with excitation and emission slits set to 2 nm and 5 nm,
respectively. Additionally, in both systems, cut-off filters were used to reduce the
amount of scattered light (>500 nm for donor and >640 nm for acceptor emission).

For green detection, the monochromator was set to 520 nm and for red
detection to 665 nm. All measurements were conducted under magic-angle
conditions (excitation polarizer 0°, emission polarizer 54.7°, VM), except for
anisotropy where the position of the emission polarizer was alternately set to 0°
(VV) or 90° (VH).

In the IBH system, the TAC-histograms were recorded with a bin width of 14.1
ps within a time window of 57.8 ns, while the Fluotime200 was set to a bin width of
8 ps within a time window of 51.3 ns. The average number of collected photons per
sample was 30 × 106 photons.

A global joint analysis of the donor-only and FRET-labeled samples was
implemented in order to assure proper donor reference samples, determination of
the mean interdye distances, 〈RDA〉, and assignment of states by sharing the
population parameters on the FRET-labeled samples. The analysis and justification
of the methods are reported in Sanabria et al.27. In short, the donor-only labeled
samples were fit with a multiexponential decay model (Eq. (25), Peulen et al.)41. All
FRET-induced donor VM decays were fit using the corresponding donor-only
decay parameters with a sum of Gaussian distributed states to derive 〈RDA〉. By
using global analysis, we assure conformational states are assigned via the linked
population fractions. A 2σ statistical uncertainty and an error propagation rule
considering the uncertainty in fluorophore orientation (κ2 error) was used to
consider the overall uncertainty (+/− err). The derived distances for two states are
presented in Supplementary Table 1. The error estimation considers: (i) upper
estimates for the uncertainty of the orientation factor69, κ2, (ii) statistical
uncertainties of the analysis41, (iii) estimates for systematic errors due to imprecise
reference samples41, and (iv) uncertainty estimates for modeling the spatial
distribution of the dyes based on the dye’s residual anisotropies13 (see
Supplementary Table 3).

Reporting summary. Further information on research design is available in the Nature
Research Reporting Summary linked to this article.

Data availability
Data supporting the findings of this paper are available from the corresponding authors
upon reasonable request. A reporting summary for this article is available as a
Supplementary Information file. The original experimental data supporting the findings
in this work are available from Zenodo (https://doi.org/10.5281/zenodo.3376527).
Structure models of the T4L based on experimental FRET restraints were deposited to
PDB-dev (PDB-dev ID: PDBDEV_00000044) using the FLR-dictionary extension
(developed by PDB and the Seidel group) available on the IHM working group GitHub
site (https://github.com/ihmwg/FLR-dictionary). Source data are provided with
this paper.

Code availability
Our software suite FPS 2.0 for automated FRET-assisted modeling relies upon four
software tools: (1) “Olga”, a program for FRET screening and optimal FRET-pair
selection (experiment planning): https://github.com/Fluorescence-Tools/Olga. (2)
“NMSim”, a coarse-grained geometric simulations software for unrestrained
conformational sampling and FRET-guided coarse-grained modeling: http://nmsim.de.
(3) “FRETrest” command-line tool for FRET-restrained molecular dynamics simulations:
https://github.com/Fluorescence-Tools/FRETrest. (4) “LabelLib”, a command-line tool
for simulations of dye accessible volumes and interdye distance distributions: https://
github.com/Fluorescence-Tools/labellib.
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Supplementary Fig. 1 Optimal FRET pair selection. 
At the top an exemplary initial conformational ensemble is depicted. The arrow over the ensemble 
reflects its structural diversity, the ⟨⟨RMSD⟩⟩ value is shown above. Circles in the middle row 
represent the secondary structure of the source protein conformation. Inside the circles, the set of 
FRET pairs is indicated by dashed lines. Given a pair set, the initial ensemble is narrowed (posterior, 
bottom row). More informative pairs lead to narrower posteriors. A larger pair set generally results 
in smaller ⟨⟨RMSD⟩⟩ as well. In the greedy forward feature selection algorithm, first, all possible 
donor-acceptor (DA) pairs are tested one by one, and the pair that yields the smallest posterior 
⟨⟨RMSD⟩⟩ is selected. In the next iterations, remaining DA pairs are tested one by one, in order to 
determine, which additional pair in combination with pairs selected earlier will yield the smallest 
⟨⟨RMSD⟩⟩. Thus, at each iteration, one optimal pair is added to the set, until the desired ⟨⟨RMSD⟩⟩ 
is reached or the number of required measurements is too high. 
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Supplementary Fig. 2 (a) Dependence of the reduced chi-squared value, 𝜒𝑟2, on the number of 
degrees of freedom for a constant value of confidence level. As illustrated, a constant confidence 
level corresponds to different 𝜒𝑟2 values, depending on the number of degrees of freedom in the test. 
(b) Example for a reduced chi-square distribution with 5 degrees of freedom (blue), and 30 degrees 
of freedom (green). Vertical dashed lines indicate models with confidence level of 68%. One can see, 
that for two models with the same statistical significance different 𝜒𝑟2 values are observed. 
  

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1 10 100 1000 10000

χ r
2

Number of degrees of freedom

p = 1 - 0.5

p = 1 - 0.68

 
  

a b

0.0 0.5 1.0 1.5 2.0 2.5 3.0
0.0

0.5

1.0

1.5
 Ndof = 30
 Ndof = 5

c2
r

pr
ob

ab
ili

ty
 d

en
si

ty

p 
= 

1-
0.

68

p 
= 

1-
0.

68



4 

 

 
Supplementary Fig. 3 Selection of conformers by FRET. 
On the y-axis, the normalized chi-squared reduced value, 𝜒𝑛,68%2 , is shown. On the x-axis, the RMSD 
against the reference conformer is displayed. The horizontal line at 𝜒𝑛2 = 1 indicates the confidence 
level of 68%.  
(a) The structure with the lowest 𝜒𝑛2 is used as the reference for RMSD calculations. The RMSDs of 
the structures below the 𝜒𝑛2 = 1 threshold define (green box) the precision of the model. (b) The 
“true” (crystal structure) conformation is used as the reference for RMSD calculations. Here, RMSDs 
below the threshold define the accuracy of the model. The lower left corner of the plot shows correctly 
predicted structures (true positives, green box), conformers incorrectly selected by FRET (false 
positives, red box) would be on the lower right side, correctly discarded models (true negatives, 
yellow box) on the upper right side, and incorrectly discarded (false negatives, orange box) on the 
upper left side. (c) Chi-squared distribution probability density function. Conformers with 𝜒𝑛2 < 1 
belong to FRET-selected ensemble. Red vertical dashed line indicates 𝜒𝑛2 = 1 value, blue vertical 
dashed line indicates 𝜒𝑟2 = 1. 
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Supplementary Fig. 4 FRET-guided NMSim simulations workflow. 
NMSim is a normal mode-based geometric simulation approach for multiscale modeling of protein 
conformational changes using three-step iterations: In the first step, the protein structure is coarse-
grained by the software FIRST into rigid parts (colored blobs) connected by flexible links (single 
spheres). In the second step, low-frequency normal modes are computed by rigid cluster normal mode 
analysis (RCNMA). In the third step, a linear combination of the first normal modes is used to bias 
backbone motions along the low-frequency normal modes, while the side chain motions were biased 
towards favored rotamer states. The algorithm is here extended by a fourth step – a Markov Chain 
Monte Carlo step to prioritize conformations lying in most relevant regions according to the FRET 
𝜒𝑛
2 value. Depiction of steps 1 to 3 was adapted from Ahmed et al1. 
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Supplementary Fig. 5 FRET-guided MD simulations workflow. 
We introduce FRET restraints into MD simulations in a four-step approach 
(https://github.com/Fluorescence-Tools/FRETrest). (a) Accessible Volume (AV) calculations are 
performed for each labeling position. (b) Pseudo atoms are positioned at the mean position of every 
accessible volume. (c) Pseudo bonds (gray dashed lines) are created between the pseudo atom and 
nearby Cα and Cβ atoms to keep pseudo atoms in their initial positions relative to the corresponding 
part of the protein backbone. (d) Restraints between pseudo atom pairs are applied to mimic measured 
FRET distances. To prevent unphysical unfolding of the protein, the FRET-restraint force is capped 
at an empirically determined value Fmax = 50 pN, which is reached when the distance between pseudo 
atoms RDA is more than one standard error (ΔRexp) away from the optimum (Rexp). 
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Supplementary Fig. 6 FRET-assisted modelling for two states of T4 Lysozyme. 
To the left, the C1 state obtained by FRET assisted modelling using a C2 crystal structure as a seed 
(C1→C2). To the right, the reverse situation (C2→C1) is shown: The C1 crystal structure serves as 
seed and the C2 conformation is determined by FRET assisted modelling. (a) FRET-selected 
ensemble with confidence level of 68%. (b) FRET 𝜒𝑛2 values and RMSDs against the crystal structure 
(target). Each point represents a conformation. Black points stand for unrestrained NMSim sampling 
starting from homology models. Blue points represent FRET-guided NMSim simulations. Magenta 
points represent FRET-restrained MD simulations. (c) FRET 𝜒𝑛2 values and RMSDs against the best 
FRET-based structure (lowest 𝜒𝑛2) for 571 X-ray and NMR structures from the PDB. Source data are 
provided as a Source Data file. 
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Supplementary Fig. 7 Correlation between the accuracy (   D      α      ) and agreement 
with FRET ( 𝒏 ). Structures obtained from unrestrained NMSim simulations are shown as black 
dots, conformers from FRET-guided NMSim simulations are blue, and magenta represents the results 
of FRET-guided MD simulations. The confidence level of 68% is indicated by the green horizontal 
line. Seed conformers for each protein are indicated by cyan crosses. Source data are provided as a 
Source Data file. 
  



9 
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 Supplementary Fig. 8 Expected precision and FRET pair networks of benchmarked proteins. 
Decay plots in the upper left corner of each block show expected precision depending on the number 
of FRET pairs measured: first round of selection based on initial (prior) ensemble is indicated by 
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black circles, second round of selection, based on the guided structural ensemble is indicated by full 
magenta circles, open magenta circles indicate, how pairs selected in the first round could 
discriminate the conformers obtained during guiding. One can see that pairs from the first round 
provide very little discrimination for the guided structures, as expected, since this information is 
already “used up”. FRET pair networks and secondary structures of corresponding seed conformers 
are shown to the upper right. Dashed lines indicate pairs selected in the first round, solid lines stand 
for the second round of selection. At the bottom initial conformational ensemble is shown in grey. 
Seed structure is shown in cyan and target conformer is in black. Source data are provided as a Source 
Data file. 
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Supplementary Fig. 9 Calculation of expected precision. 
For a given conformational ensemble of N conformers (here N = 3 for clarity: yellow, blue, green), 
the measure for expected precision ⟨⟨RMSD⟩⟩ is calculated: (a) The N x N matrix of pairwise RMSD 
values is computed, as are FRET observables for each conformer and (b) expected 𝑝𝑖,𝑗 values (see 
eq. 4). Then, per-row weighted averages are taken to form (c) ⟨⟨RMSD⟩⟩i, the elements of which are 
averaged to obtain (d) ⟨⟨RMSD⟩⟩. 
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Supplementary Fig. 10 Optimal FRET pair selection algorithms. 
(a) Dependence of expected precision on the measurement pair set size for different pair selection 
algorithms. The greedy pair selection algorithm (black, Supplementary Note 4) shows the lowest 
⟨⟨RMSD⟩⟩ at a low number of measurements, although there the actual ⟨⟨RMSD⟩⟩ is high. The greedy 
pair elimination algorithm (red, Supplementary Note 5) yields the lowest ⟨⟨RMSD⟩⟩ except for a 
low number of measurements, however, this algorithm is also the most computationally demanding. 
The mutual information-based pair selection algorithm (blue, Supplementary Note 6) shows an 
intermediate behavior between the greedy pair selection and elimination algorithms; however, the 
greedy pair elimination algorithm is more computationally demanding by an order of magnitude. (b) 
Dependence of the measurement count on the desired precision ⟨⟨RMSD⟩⟩ (note, these are the inverse 
functions to those depicted in (a)). The steepness of the curves is system specific. The presented 
curves illustrate qualitative differences among selection algorithms. Source data are provided as a 
Source Data file. 
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Supplementary Fig. 11 Measured FRET distances against predicted FRET distances for the best 
model (lowest 𝜒𝑛2). Error bars depict standard errors (see Online Methods section 10). 
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Supplementary Table 1 Selected FRET pairs and corresponding donor-acceptor averaged 
distances and errors for the target. 
 YaaA protein LAO binding protein Calmodulin 
# Pair ⟨RDA⟩ [+err, -err] / Å Pair ⟨RDA⟩ [+err, -err] / Å Pair ⟨RDA⟩ [+err, -err] / Å 
1 138_201 58.4 [+2.7,-3] 49_131 40.4 [+3.3,-2.8] 31_135 48.4 [+2.4,-2.4] 
2 139_198 56 [+2.5,-2.7] 57_152 41.4 [+3.1,-2.7] 53_118 54.7 [+2.5,-2.6] 
3 15_197 43.2 [+2.8,-2.6] 35_151 44.3 [+2.7,-2.5] 18_111 23.9 [+16.2,-8.1] 
4 16_256 45.4 [+2.6,-2.5] 105_228 47.6 [+2.5,-2.4] 21_123 43.5 [+2.8,-2.5] 
5 16_54 42.5 [+2.9,-2.6] 105_204 53.6 [+2.4,-2.5] 46_95 39.5 [+3.5,-2.9] 
6 18_239 41.9 [+3,-2.7] 23_101 52.5 [+2.4,-2.5] 52_127  
7 20_164 49 [+2.4,-2.4] 2_127 51.8 [+2.4,-2.5] 5_119 43.1 [+2.8,-2.6] 
8 33_246 53.4 [+2.4,-2.5] 23_220 42.1 [+3,-2.7] 60_95 51.6 [+2.4,-2.4] 
9 40_157 44.7 [+2.7,-2.5] 57_101 51.4 [+2.4,-2.4] 2_133 43.5 [+2.8,-2.5] 
10 41_203 39.7 [+3.5,-2.9] 23_174 30.7 [+10.7,-4.9] 44_114 44.5 [+2.7,-2.5] 
11 44_244 56.3 [+2.5,-2.8] 101_218 51.6 [+2.4,-2.4] 14_133 46.4 [+2.5,-2.4] 
12 48_164 59.5 [+2.8,-3.1] 2_23 42.7 [+2.9,-2.6] 57_131 53.9 [+2.4,-2.6] 
13 48_95 53.1 [+2.4,-2.5] 80_113 43.9 [+2.7,-2.5] 1_118 37.8 [+4,-3.2] 
14 51_200 37.2 [+4.3,-3.3] 22_131 48.9 [+2.4,-2.4] 47_133 46.5 [+2.5,-2.4] 
15 51_231 52.9 [+2.4,-2.5] 5_174 47.4 [+2.5,-2.4] 24_148 50.3 [+2.4,-2.4] 
16 53_247 51.4 [+2.4,-2.4]   2_97 48.7 [+2.4,-2.4] 
17 55_256 44.9 [+2.6,-2.5]   41_77 40 [+3.4,-2.9] 
18 59_243 60.5 [+2.9,-3.3]   43_131 41.8 [+3,-2.7] 
19 59_99 49.1 [+2.4,-2.4]   54_148 41.3 [+3.1,-2.7] 
20 65_198 59.1 [+2.7,-3.1]   3_135 44.3 [+2.7,-2.5] 
21 74_198 61.5 [+3,-3.5]   48_140  
22 95_240 38.3 [+3.9,-3.1]   24_147 53.1 [+2.4,-2.5] 
23 98_157 37.6 [+4.1,-3.2]     

 
 Atlastin1 Adenylate kinase T4 lysozyme (C1→C2) T4 lysozyme (C2→C1) 

# Pair ⟨RDA⟩ [+err, -err] 
Å Pair ⟨RDA⟩ [+err, -err]  

Å Pair ⟨RDA⟩ [+err, -err]  
Å Pair ⟨RDA⟩ [+err, -err] 

Å 

1 194_350 79.4 [+7.3,-14.9] 47_151 34.7 [+5.5,-3.8] 36_132 37.6 [+5.7,-5.7] 36_86 51.3 [+4,-4] 
2 79_367 69.7 [+4.4,-6] 94_142 60.1 [+2.8,-3.2] 36_86 41.6 [+4.2,-4.2] 44_119 59.7 [+4.6,-4.6] 
3 35_344 23.7 [+16,-8.2] 1_149 40.4 [+3.3,-2.8] 19_132 39.7 [+5.6,-5.6] 55_150 60.8 [+4.1,-4.1] 
4 216_382 54.1 [+2.4,-2.6] 50_162 31.4 [+9.2,-4.7] 44_127 56.1 [+5,-5] 19_119 56.4 [+4.2,-4.2] 
5 176_405 55.7 [+2.5,-2.7] 54_203 50.3 [+2.4,-2.4] 44_86 45.8 [+4.3,-4.3] 36_132 50.9 [+5.3,-5.3] 
6 249_319 62.4 [+3.1,-3.7] 23_139 35.6 [+5,-3.6] 22_127 36.8 [+7.7,-7.7] 44_86 55.8 [+4.4,-4.4] 
7 15_406 56.3 [+2.5,-2.8] 23_156  55_132 46.8 [+4,-4] 55_132 55.2 [+4.3,-4.3] 
8 1_409 44 [+2.7,-2.5] 40_143 36.3 [+4.6,-3.4] 19_86 47.2 [+3.8,-3.8] 44_150 58.2 [+4.9,-4.9] 
9 216_349 81 [+7.9,-18.1] 57_157 30.5 [+11.3,-5] 69_132 47.8 [+5,-5] 60_150 37.8 [+5.4,-5.4] 
10 302_403  151_203 39.5 [+3.5,-2.9] 55_150 47.6 [+4.1,-4.1] 19_86 54.2 [+4,-4] 
11 208_320 51.7 [+2.4,-2.4] 141_187 54.5 [+2.5,-2.6] 60_150 48.5 [+4.9,-4.9] 60_86 54 [+4.5,-4.5] 
12 269_377 52 [+2.4,-2.5] 79_127 43.4 [+2.8,-2.6] 8_86 38.2 [+5.5,-5.5] 55_119 68.4 [+5.8,-5.8] 
13 106_354 54.4 [+2.5,-2.6] 73_147 45.4 [+2.6,-2.4] 44_119 50.1 [+3.8,-3.8] 44_132 64.8 [+6.1,-6.1] 
14 82_349 50.3 [+2.4,-2.4] 75_89 44.1 [+2.7,-2.5] 60_86 43.9 [+4.5,-4.5] 69_119 39.9 [+4.7,-4.7] 
15 68_212 50.2 [+2.4,-2.4] 41_104 47.6 [+2.5,-2.4] 44_69 29.8 [+5.4,-5.4] 60_119 47.4 [+4.4,-4.4] 
16 106_379  136_187 50.8 [+2.4,-2.4] 60_132 49.2 [+5.3,-5.3] 8_86 47.6 [+5,-5] 
17 1_125 53.8 [+2.4,-2.6] 58_188 38.2 [+3.9,-3.1] 5_44 42.3 [+4.7,-4.7] 69_132 37.3 [+5.4,-5.4] 
18 216_251 52 [+2.4,-2.5] 99_128 43.4 [+2.8,-2.6] 69_119 40 [+4.4,-4.4] 5_44 42.3 [+4.7,-4.7] 
19 68_349 51.5 [+2.4,-2.4]   44_150 48.1 [+4.4,-4.4] 60_132 37.7 [+5.7,-5.7] 
20     55_119 56.6 [+3.2,-3.2] 22_127 41.5 [+5.6,-5.6] 

Lists of selected FRET pairs for each of the benchmarked proteins. Donor and acceptor residue IDs 
are indicated for each pair. ⟨RDA⟩ stands for the average donor-acceptor distance. Pairs are ordered 
by relevance, starting from the most relevant. Pairs selected additionally for cross-validation are 
underlined. Reference distances and corresponding errors are provided unless the labeling site is 
inaccessible in the reference conformer; in the latter case, this distance pair was not included in the 
further analysis. In the case of T4 lysozyme experimentally measured values are reported, for other 
proteins simulated data is provided. For the generation of in silico FRET data, error of FRET 
efficiency of 0.06 was assumed and propagated to the inter-dye distance errors. This magnitude of 
error is typical for FRET measurements according to the multi-laboratory benchmark study2.  
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Supplementary Table 2 List of primers used within this work. 

T4Lfor and T4Lrev were used for subcloning into the pet11a vector. Note that T4Lfor lies within 
the backbone of pet11a to have sufficient distance to the first mutation site (amino acid residue 5). 
Primer*   q       5’ -> ’  
T4Lfor GGAATGGTGCATGCAAGGAGATGG 
T4Lend** GCCGGATCCTTATAGATTTTTATACGC 
E5Amber for ATGAATATATTTTAGATGTTACGTATAGAT 
E5Amber rev ATCTATACGTAACTACTAAAATATATTCAT 
R8Amber for AATATATTTGAAATGTTATAGATAGATGAACGTCTTAGA 
R8Amber rev TCTAAGACGTTCATCTATCTATAACATTTCAAATATATT 
K19Amber for CTTAGACTTAAAATCTATTAGGACACAGAAGGCTATTAC 
K19Amber rev GTAATAGCCTTCTGTGTCCTAATAGATTTTAAGTCTAAG 
E22Amber for AAAATCTATAAAGACACATAGGGCTATTACACTATTGGC 
E22Amber rev GCCAATAGTGTAATAGCCCTA GTGTCTTTATAGATTTT 
S36Amber for GGTCATTTGCTTACAAAATAGCCATCACTTAATGCTGCT 
S36Amber rev AGCAGCATTAAGTGATGGCTATTTTGTAAGCAAATGACC 
S44Amber for TCACTTAATGCTGCTAAATAGGAATTAGATAAAGCTATT 
S44Amber rev AATAGCTTTATCTAATTCCTATTTAGCAGCATTAAGTGA 
S44C for TCACTTAATGCTGCTAAATGTGAATTAGATAAAGCTATT 
S44C rev AATAGCTTTATCTAATTCACATTTAGCAGCATTAAGTGA 
N55Amber for GCTATTGGGCGTAATACTTAGGGTGTAATTACAAAAGAT 
N55Amber rev ATCTTTTGTAATTACACCCTAAGTATTACGCCCAATAGC 
K60Amber for ACTAATGGTGTAATTACATAGGATGAGGCTGAAAAACTC 
K60Amber rev GAGTTTTTCAGCCTCATCCTATGTAATTACACCATTAGT 
Q69Amber for GCTGAAAAACTCTTTAATTAGGATGTTGATGCTGCTGTT 
Q69Amber rev AACAGCAGCATCAACATCCTAATTAAAGAGTTTTTCAGC 
Q69C for GCTGAAAAACTCTTTAATTGTGATGTTGATGCTGCTGTT 
Q69C rev AACAGCAGCATCAACATCACAATTAAAGAGTTTTTCAGC 
D70Amber for GAAAAACTCTTTAATCAGTAGGTTGATGCTGCTGTTCGC 
D70Amber rev GCGAACAGCAGCATCAACCTACTGATTAAAGAGTTTTTC 
P86C for AGAAATGCTAAATTAAAATGTGTTTATGATTCTCTTGAT 
P86C rev ATCAAGAGAATCATAAACACATTTTAATTTAGCATTTCT 
R119C for GGATTTACTAACTCTTTATGTATGCTTCAACAAAAACGC 
R119C rev GCGTTTTTGTTGAAGCATACATAAAGAGTTAGTAAATCC 
D127C for CTTCAACAAAAACGCTGGTGTGAAGCAGCAGTTAACTTA 
D127C rev TAAGTTAACTGCTGCTTCACACCAGCGTTTTTGTTGAAG 
N132C for TGGGATGAAGCAGCAGTTTGTTTAGCTAAAAGTAGATGG 
N132C rev CCATCTACTTTTAGCTAAACAAACTGCTGCTTCATCCCA 
R137E for CAATTGAATCGATTTTCA CTTACCATATTAGTTTGTGGA 
R137E rev GTTAACTTAGCTAAAAGTGAATGGTATAATCAAACACCT 
I150C for AATCGCGCAAAACGAGTCTGTACAACGTTTAGAACTGGC 
I150C rev GCCAGTTCTAAACGTTGTACAGACTCGTTTTGCGCGATT 

*The underlined nucleotides mark the mutation side. 
**The italic nucleotides mark the restriction enzyme recognition site 
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Supplementary Table 3 Site-specific residual anisotropies for donor and acceptor dyes of T4 
lysozyme. 

Donor, Alexa488 Acceptor, Alexa647 
Residue 
sequence 
number 

r∞/r0 
Residue 
sequence 
number 

r∞/r0 

5 0.72 44 0.43 
8 0.67 86 0.49 
19 0.43 119 0.55 
22 0.58 69 0.57 
36 0.55 150 0.61 
44 0.51 127 0.68 
55 0.33 132 0.69 
60 0.54   
69 0.44   
70 0.46   

Ratio of the residual anisotropy, r∞, determined experimentally by analysis of time- and polarization 
resolved fluorescence decays of fluorescent labeled T4 lysozyme over fundamental anisotropy 
r0 = 0.38 of the dyes.  
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Supplementary Note 1: System selection and geometric modeling justification. 
 
For this benchmark study, we selected systems where similar approaches have been applied3-5. 

These systems are representative molecules of different sizes (148 to 409 aa), they reflect different 
interconversion motions (hinge bending, shear, twist), and the mode of interaction with target 
molecules is different (Induced fit or conformational selection).  

Because NMSim samples geometrically allowed (considering covalent and non-covalent bond 
constraints) conformations of proteins, there is less emphasis on the mode of motion or interactions. 
Hence, even low populated states with high energy and non-physiological states as in the case of 
induced fit are allowed, because the sampling over these geometric models generates flat energy 
landscapes, reaching to states that traditional MD simulations would not allow. The drawback is that 
the relative energy between states is lost. Therefore, with NMSim, it is possible to reach induced fit 
configurations even in the absence of ligands; highlighting the predictive nature of NMsim over 
traditional MD simulations, which require more complex simulations and are more computational 
expensive. For example, the ligand bound form of Calmodulin is reached even when the seed 
structure corresponds to the Apo-state. 
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Supplementary Note 2: Dye models in the simulations 
 
Accessible volume (AV) simulations were successfully used to estimate the average donor-acceptor 
distances ⟨RDA⟩ from structural models of RNA and DNA6. An AV is the sterically allowed space of 
the dye molecule attached to the protein as calculated by the FPS program7. In proteins dyes can be 
trapped on the protein surface to a significant extent (see Supplementary Table 3). To account for 
this, we used the Accessible and Contact Volume (ACV) dye model for all simulations8. The surface 
areas of the ACVs were considered separately using the anisotropy values determined from 
experiment. For that, we defined contact volume as the part of the AV which is closer than RCV = 3 Å 
from the protein surface. Population fraction of the dye within the contact volume is assigned to a 
higher value equal to the experimental ratio of residual anisotropy over fundamental anisotropy r∞/r0 
of the corresponding labelling position as determined from the T4L experiments8 (see 
Supplementary Table 3). 

T4L was labeled by Alexa488 with a C5-hydroxylamine linker (Donor), which is coupled to the 
unnatural amino acid p-acetylphenylalanine, and Alexa647 with a C2-maleimide linker (Acceptor), 
which is coupled to cysteine (see Methods section 9). Despite the different coupling chemistry and 
distinct fluorophores a single set of dye parameters is most suitable to describe the experiments. In 
the simulations these dye/linker pairs were approximated as flexible tubes with width of Lwidth = 2.5 Å 
and length of Llink = 21.0 Å. The fluorophore moieties were approximated by spheres with a radius 
of Rdye = 3.5 Å. The same dye parameters were also used for the simulation of FRET data. 

In the simulated data constant value of r∞/r0 = 0.3 was used to mimic a typical fraction of trapped 
dye. In the simulated data, the uncertainty level of average FRET efficiency standard error was 
constant (𝐸 =  𝐸ref ± 0.06), which corresponds to typical magnitude of the error in such 
experiments. This leads to asymmetric uncertainties of the average donor-acceptor distances ∆𝑅ref. 
Depending on the target FRET efficiency 𝐸ref, uncertainties ∆𝑅ref vary in the range from 2.0 to 20 Å 
(see Supplementary Table 1). 

 
Parameter Value 
Llink 21.0 Å 
Lwidth 2.5 Å 
Rdye 3.5 Å 
RCV 3.0 Å 
Grid resolution 0.9 
Förster radius 52.0 Å 
Allowed sphere radius 1.5 Å 
Used for simulated data: 
Efficiency Error  0.06 
r∞/r0 0.3 
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Supplementary Note 3: Local Distance Difference Test (lDDT) 
In order to compare structural similarity and accuracy of structural models, we use the local Distance 
Difference Test (lDDT) superposition-free score9, which is has been applied as one of the structural 
similarity scores in Critical Assessment of techniques for protein Structure Prediction (CASP) 
competitions10. Compared to the root-mean-square deviation (RMSD) criterion, lDDT puts extra 
emphasis on local model quality like secondary structure and does not require superposition of the 
tested and reference conformers. 

Standard lDDT computes distances between atoms in a model, but no further than 15 Å apart and 
only if atoms do not belong to the same residue; the same set of distances is calculated for the 
reference model. Both sets are compared to determine, how many distances are preserved. The 
distance is considered preserved if it is within a certain tolerance threshold from the corresponding 
reference distance. Standard lDDT calculates the average over the individual fractions of preserved 
distances for threshold values of 0.5 Å, 1 Å, 2 Å, and 4 Å. In this study, we focus on the backbone 
conformation and only use Cα atoms to calculate the lDDT score. 
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Supplementary Note 4: Pseudocode for greedy FRET pair selection algorithm. 
 

def greedySelection(RMSD_target=2.0): 

    residues = range(1,len(protein)) 

    pairs = combinations(residues, 2) #all donor-acceptor pairs 

    selected = [] 

    RMSDmin = float("inf") 

    while RMSDmin > RMSD_target: 

        RMSDmin = float("inf") 

        bestPair = pairs[0] 

        for pair in pairs: 

            RMSD = rmsd_ave(ensemble,selected+[pair]) 

            if RMSD<RMSDmin: 

                bestPair = pair 

                RMSDmin = RMSD 

        selected.append(bestPair) 

        print(len(selected), bestPair, RMSDmin) 

 
Let us assume that the protein of interest has 100 amino acids. In this case, the number of possible 
donor-acceptor combinations is: 

𝑁pairs = 𝐶𝑛,𝑘 = (
𝑛
𝑘
) =

𝑛!

𝑘! (𝑛 − 𝑘)!
=

100!

2! (100 − 98)!
= 4950 

Many of these pairs cannot be labeled, however, and in practice will be excluded from selection. To 
select the first informative FRET pair, the algorithm iterates through all of the possible Npairs donor-
acceptor pairs. For each potential donor-acceptor pair, the value of expected precision ⟨⟨RMSD⟩⟩[pair] 
is calculated (eq. 6). This value quantifies, how precisely one can determine a conformation out of 
an ensemble, using the specified pair or set of pairs. Then ⟨⟨RMSD⟩⟩[pair] values, calculated for each 
pair independently, are ranked and the FRET pair, that corresponds to the lowest ⟨⟨RMSD⟩⟩[pair1] is 
saved as the first most informative FRET pair. Let’s say, for example, that the first most informative 
pair is between donor at position 10 and acceptor at position 90: [D10_A90]. 
To select a second pair, the procedure is repeated from the beginning with the exception, that now 
⟨⟨RMSD⟩⟩[D10_A90;pair2] values are calculated for the sets of pairs, composed of the first informative 
FRET pair plus the iterated pair. The best second pair corresponds to the lowest 
⟨⟨RMSD⟩⟩[D10_A90;pair2]. The procedure is repeated to select additional pairs, until the desired expected 
precision ⟨⟨RMSD⟩⟩[pair1, … , pairN] is obtained.  
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Supplementary Note 5: Pseudocode for greedy FRET pair elimination algorithm. 
 

def greedyElimination(RMSD_target=2.0): 

    residues = range(1, len(protein)) 

    selected = combinations(residues, 2) 

    RMSDmin = float("inf") 

    while RMSDmin > RMSD_target: 

        RMSDmin = float("inf") 

        for pair in selected: 

            pairs = copy(selected) 

            pairs.remove(pair) 

            RMSD = rmsd_ave(ensemble, pairs) 

            if RMSD<RMSDmin: 

                worstPair = pair 

                RMSDmin = RMSD 

        selected.remove(worstPair) 

        print(len(selected), worstPair, RMSDmin) 

 

The greedy elimination algorithm works very similarly to the greedy elimination, except we start 
with the set of Npairs FRET pairs and remove them one by one starting from the least informative. Pair 
is defined as less informative, if without it the ⟨⟨RMSD⟩⟩ increases as little as possible. 
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Supplementary Note 6: Pseudocode for mutual information-based FRET pair selection 
algorithm. 
 

def MI_selection(RMSD_target=2.0): 

    residues = range(1,len(protein)) 

    pairs = combinations(residues, 2) 

    #Shannon entropies for each pair 

    entropies = [entropy(pair) for pair in pairs] 

    iBest = argmax(entropies) 

    selected = [pairs[iBest]]  

     

    RMSD = rmsd_ave(ensemble, selected) 

    print(1, selected[0], RMSD) 

    while RMSD > RMSD_target: 

        minCHlist = [] #conditional entropies 

        for pair in pairs: 

            condHlist = [] 

            for prev in selected:  

                condHlist.append(conditionalEntropy(pair,prev)) 

            minCHlist.append(min(condHlist)) 

        iMaxCH = minCHlist.index(max(minCHlist)) 

        bestPair = pairs[iMaxCH] 

        selected.append(bestPair) 

        RMSD = rmsd_ave(ensemble, selected) 

        print(len(selected), bestPair, RMSD) 

 
In the mutual information-based pair selection, first we select the FRET pair with the highest 

Shannon entropy. 
To select the second pair, conditional entropy of each pair is calculated against the first pair. The 

pair, that has the highest conditional entropy with respect to the first pair is considered the most 
informative. This means, that this pair adds the most additional information. 

To select the third pair, we calculate two conditional entropies for each potential pair: one against 
the first selected pair and one against the second selected pair. Minimal value of this two is used as 
the conditional entropy associated to the given potential pair. The pair with the highest conditional 
entropy is selected as the third most informative. The third pair adds the most information in addition 
to the first and the second. Here we approximate the multivariate conditional entropy of the triplet by 
a minimum of pairwise conditional entropies. 

We reiterate this procedure until the desired expected precision ⟨⟨RMSD⟩⟩ is achieved. 
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Supplementary Note 7: NMSim coarse-grained simulations 
Unbiased and FRET-guided structural ensembles were generated by the NMSim software1 
(http://www.nmsim.de). For unbiased NMSim simulations ten simulations generating 10,000 
conformations (steps) each were performed, starting from the seed structure and using default 
parameters for sampling of large-scale motions. These trajectories are clustered and serve as initial 
candidates.  

In the case of FRET-guided simulations, the same NMSim parameters were used. Additionally, a 
Monte Carlo Metropolis-Hastings annealing procedure was applied, in which FRET 𝜒𝑟2 of the 
conformation is used as the guiding potential. A single FRET-guided NMSim simulation of 10,000 
steps contains two annealing cycles, such that effective temperature varies from 𝑘𝑇 = 0 to 𝑘𝑇 =
𝑘𝑇max and back to 𝑘𝑇 = 0. For each seed structure, five FRET-guided NMSim simulations were 
performed for 𝑘𝑇max = 0.1 units of 𝜒𝑟2 and another five for 𝑘𝑇max = 1.0 units of 𝜒𝑟2. 

 
Parameter Value 
E-cutoff for H-bonds -1.0 
Hydrophobic cutoff 0.35 
Hydrophobic method 3 
No. of sim. cycles 10000 
No. of NMSim cycles 1 
NM mode range 1-5 
Step size 0.5 
C-alpha Cutoff 10 
𝑘𝑇𝑚𝑎𝑥 1.0; 0.1 
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